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ABSTRACT: The mechanism of a simple SN2 reaction, viz; OH− + CH3F =
CH3OH + F− has been studied within the framework of reaction force and
reaction electronic flux. We have computationally investigated three different
types of reaction mechanisms with two different types of transition states,
leading to two different products. The electronic transfer contribution of the
reaction electronic flux was found to play a crucial role in this reaction. Natural
bond order analysis and dual descriptor provide additional support for
elucidating the mechanism of this reaction.

1. INTRODUCTION

One of the most widely studied reactions in organic chemistry
is the bimolecular nucleophilic substitution at carbon centers.1

Extensive theoretical2−5 and experimental6−16 studies have
been performed to know the exact mechanism of nucleophilic
substitution reactions. Nowadays with the help of high level ab
initio14 and density functional theory (DFT)12,13 calculations,
several SN2 type reactions are fully characterized in terms of
energetic and structural parameters. Approaches like Berlin
function,17 electronic stress,18 second derivative tensor of
electron density19 that have been used to study these reactions
each giving results consistent with the reaction force analysis.20

There are also several chemical dynamics trajectory simu-
lation21 results, Sun et al.21 provided valuable information
about the SN2 reaction, OH

− + CH3F = CH3OH + F− by doing
both ab initio and direct dynamics classical trajectory
simulation calculation. According to them, in most of the
cases, the trajectory results lead to the direct dissociated
products, thus not following the intrinsic reaction coordinate
(IRC) results that lead to an H-bonded complex as product of
the reaction.
In this article, we study the gas phase reaction mechanism

(OH− + CH3F = CH3OH + F−) using conceptual DFT based
reactivity descriptors within the framework provided by the
reaction force analysis. To study this type of charge transfer
process, conceptual DFT22−27 provides different types of
reactivity descriptors such as the chemical potential28−30 that
measures the escaping tendency of an electron cloud from

equilibrium, in analogy to the macroscopic thermodynamics.
The newly introduced reaction electronic flux31,32 (REF), J(ξ),
which is the negative of the derivative of the chemical potential
along the reaction coordinate, characterizes the electron density
rearrangements taking place during the reaction in terms of
polarization and net charge transfer contributions. The present
article deals with the use of reaction force, reaction electronic
flux, and the different components of J(ξ) to get information on
specific interactions that drive the reaction. Three reaction
paths (I, II, and III) having two different transition states and
two different products have been studied. The main emphasis
of this article is on the mechanism of the reaction. Section 2
presents the theoretical background for the descriptors that are
used to describe the reaction mechanism. Computational
details are provided in section 3. Results and discussion are
given in section 4.

2. THEORETICAL BACKGROUND

2.1. Reaction Energy and Reaction Force. In any
chemical reaction, the reactant is transformed into product
through a continuous series of structural changes, which we
model via a minimum energy profile (E(ξ)) that links the
transition state to the reactant and product. The intrinsic
reaction coordinate (IRC),33−37 which is the condensed form
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of the three-dimensional atomic motion monitors the minimum
energy profile of a reaction. The reaction force20,38,39 is defined
as the derivative of E(ξ) with respect to reaction coordinate ξ
by the expression

ξ
ξ

= −F
E

( )
d
d (1)

For any elementary step of a chemical reaction, the reaction
force is characterized by a minimum and a maximum located at
ξ1 and ξ2. It is already established that, for any single step
reaction, there are three reaction regions along ξ: (i) the
reactant region (ξR ≤ ξ ≤ ξ1) where the reactants are prepared
through structural rearrangements, (ii) the transition state
region (ξ1 ≤ ξ ≤ ξ2) characterized mainly by electronic
reordering, and (iii) the product region (ξ2 ≤ ξ ≤ ξP) where
mainly structural relaxation takes place to form the desired
product. This feature is very important to characterize different
properties along the IRC within the reaction regions.38−41 In
particular, the activation energy (ΔE‡) and the reaction energy
(ΔE0) can be obtained through the analysis of reaction force by
the following decomposition:42−45

ξ ξΔ = − = +‡E E E W W[ ( ) ( )]TS R 1 2 (2)
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are the reaction works involved in the reaction. The above-
defined reaction regions are used to analyze the electronic
activity throughout the mechanism of the studied SN2 reaction.
This activity is characterized through a recently developed
descriptor property, the reaction electronic flux.30,31

2.2. Reaction Electronic Flux. To understand the
electronic changes of a system during the course of a chemical
reaction, the study of the chemical potential (μ) is the most
crucial part because it focuses on the escaping tendency of
electrons from an equilibrium distribution. Within the density
functional theory framework, for a N electron system having
total energy, E, the chemical potential28−30 has been defined as
follows:29

μ χ= ∂
∂

= −⎜ ⎟⎛
⎝

⎞
⎠

E
N v(r) (5)

Here, v(r) and χ are the external potential and electronegativity,
respectively. Applying the finite difference approximation, the
chemical potential can be calculated by using ionization
potential (IP) and electron affinity (EA) through the following
expression:

μ ≅ − +⎜ ⎟
⎛
⎝

⎞
⎠

IP EA
2 (6)

In the context of Koopmans' theorem,46 IP and EA can be
approximated with the frontier molecular orbitals energies viz.,
the highest occupied molecular orbital (HOMO) and the
lowest unoccupied molecular orbital (LUMO). Thus, eq 6 can

be written in terms of HOMO and LUMO energies, by the
expression

μ ≅
+⎜ ⎟⎛

⎝
⎞
⎠

E E
2

LUMO HOMO

(7)

where ELUMO ≈ −EA and EHOMO ≈ −IP, as stated by the
Koopmans’ theorem.46 The appropriateness of Koopmans’
approximation for the electron affinity in Kohn−Sham DFT
orbitals is debatable,47−50 but it suffices for qualitative studies
like this one. Thus, eq 7 can be used to approximate the
chemical potential at each point of the reaction coordinate, ξ,
generating the chemical potential profile μ(ξ). Corresponding
to μ(ξ), the reaction electronic flux30,31 is introduced:

ξ μ
ξ

= −
⎛
⎝⎜

⎞
⎠⎟J( )

d
d (8)

The J(ξ) has been found to be a good descriptor to analyze
the behavior of electronic activity during the course of a
reaction along the reaction coordinate. It has been observed in
previous studies31,32,51−55 that, when J(ξ) is positive, the
electronic activity is driven by bond strengthening or forming
processes; similarly, negative J(ξ) implies that the electronic
activity is driven by bond weakening or breaking processes. The
J(ξ) can also be expressed in terms of electronic polarization
Jp(ξ) and electronic transfer Jt(ξ) contributions, which gives
valuable information about the change of electronic activity
during the course of the reaction:51−55

ξ ξ ξ= +J J J( ) ( ) ( )p t (9)

The polarization contribution Jp(ξ) can be calculated
numerically from a partition of the reactive complex into
molecular fragments,51−55 for an n-fragment system Jp(ξ) is
expressed as

∑ξ ξ=
=

J J( ) ( )
i

n
i

p
1

p
(10)

By using the counterpoise method,56,57 each Jp
i (ξ) can be

calculated separately along the intrinsic reaction coordinate,
and Jp

i (ξ) can be expressed as follows

ξ
μ
ξ

= −⎜ ⎟⎛
⎝

⎞
⎠J

N
N

( )
d

d
i i i
p (11)

where μi and Ni are the chemical potential and the number of
electrons of fragment i, respectively, and N is the total number
of electrons for the supramolecular system.
The flux J(ξ) associated with electronic transfer Jt(ξ) can be

obtained from the difference of the total REF, calculated from
the supramolecular system, and Jp(ξ):

∑ξ ξ ξ μ
ξ

μ
ξ

= − = − + ⎜ ⎟⎛
⎝

⎞
⎠J J J

N
N

( ) ( ) ( )
d
d

d

di

n
i i

t p
(12)

By using the Sanderson’s equalization principle for electro-
negativity,58,59 which states that the chemical potential is a
constant through the system, the chemical potential of the
supramolecule (μ) can be written in terms of the chemical
potential of hypothetical fragments (μi

0) such that μi
0  μ for

all i, then

∑μ ξ μ ξ=
=

⎜ ⎟⎛
⎝

⎞
⎠

N
N

( ) ( )
i

n
i

i
1

0

(13)

The Journal of Physical Chemistry A Article

dx.doi.org/10.1021/jp3076707 | J. Phys. Chem. A 2012, 116, 10015−1002610016



and eq 8 can be written as
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From the above discussion on reaction electronic flux, it is
observed that, while eq 9 provides a physical (phenomeno-
logical) partition of REF through polarization and transfer
terms, eqs 11 and 14 give a chemical partition of the reaction
electronic flux in terms of the flux contribution from each
fragment of the reacting system.
2.3. Fukui Functions and the Dual Descriptor. There

are several global and local reactivity descriptors based on
conceptual density functional theory to describe the stability,
reactivity, and selectivity of a molecule. Among all the local
reactivity descriptors, Parr and Yang have introduced the Fukui
function60 ( f(r)), which is widely used to describe the
selectivity inside the molecule. It is defined as the change in
electron density ρ(r) with respect to the total number of
electrons N at constant external potential,60 v(r):

ρ= ∂
∂

⎛
⎝⎜

⎞
⎠⎟f

N
r

r
( )

( )

v r( ) (16)

So that f (r) gives the information about the ability of a
molecule to donate (accept) electrons to (from) another
molecular system. Using a finite difference approximation two
types of Fukui functions61−65 have been introduced to ascertain
the selectivity of a particular center of a system: is the center apt
for nucleophilic ( f+(r)) or electrophilic ( f−(r)) attack? In this
context, Morell et al.66 introduced a new reactivity descriptor,
the dual descriptor, that can easily identify the nucleophilic and
electrophilic regions of a molecule simultaneously. It can be
expressed as

ρ ρΔ ≈ − ≈ −+ −f f fr r r r r( ) [ ( ) ( )] [ ( ) ( )]LUMO HOMO

(17)

where Δf is positive in electrophilic regions and negative in
nucleophilic region of a molecule. This dual description has
been found to be quite useful and reliable to analyze the
reactivity and selectivity inside a molecule.67−70

3. COMPUTATIONAL DETAILS

All the geometries have been optimized at Becke, 3 parameters,
Lee−Yang−Parr (B3LYP)71,72 level of theory using 6-
311+G(d) basis set. The minimum energy paths from reactant
to product via transition state were obtained through intrinsic
reaction coordinate (IRC) calculations. Frequencies of
reactants, TS, and products were also calculated at the same
level of theory. We confirmed that all the transition states
possess just one imaginary frequency. Different molecular
properties have been calculated using standard methods from
single-point calculation at the same level with the geometries
obtained from IRC. The counterpoise method is used to
determine the fragment’s polarization flux by calculating the
chemical potential of the individual fragments at each point
along the IRC with the geometry they have in the
supramolecular system. NBO73 analysis has also been
performed to calculate the Wiberg bond index. The dual
descriptor and electrostatic potentials were calculated for
reactant, product, and TS to discern the selectivity of the
molecular centers along the reaction path. All the calculations
were performed using the Gaussian09 suite of programs.74 To
mimic the direct dynamics classical trajectory simulation of the
SN2 reaction, viz., OH− + CH3F = CH3OH + F−, which
corresponds to the linear dissociation of the product, we
performed a potential energy scan from the transition state
geometry at B3LYP/6-311+G(d) level of theory, fixing the
angle between O−C−F at 180°, the C−F bond was then
gradually increased and decreased to get the desired reactants
and products as they appear in the classical trajectory
calculations by Sun et al.21

4. RESULTS AND DISCUSSION

4.1. Energy Profile and Reaction Force. Three different
types of reaction mechanism of a simple SN2 reaction, viz.,
OH− + CH3F = CH3OH + F− have been studied in this work.
Scheme 1 depicts a diagram for two possible reaction
mechanisms. Two different types of transition state (TS), viz.,
TSI and TSII, have been found, but the interesting observation
is that the products are the same for the two different pathways.
To mimic the reaction path as found by direct dynamics

classical trajectory simulation performed by Sun et al., we have
also studied the same reaction by fixing the angle between O−

Scheme 1. Possible Reaction Mechanism for the SN2 Reaction OH− + CH3F = CH3OH + F−a

aAll the structures were optimized at the B3LYP/6-311+G(d) level of theory, and they fulfill their criteria for being reactant, transition state, and
product.
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C−F of the TS and gradually increased and decreased the C−F
bond distance to follow the path as shown in Scheme 2.
The minimum energy pathways as found by the intrinsic

reaction coordinate calculation are depicted in Figure 1. All the
reactions are exothermic in nature due to their negative
reaction energy value. In both reaction paths, the products are
the same; the only difference is in the orientation of reactants
and transition state. The reactant in path I is 3.5 kcal/mol more
stable than the reactant in path II. This difference is due to the
change in orientation of OH and CH3 moieties. While the
transition state in path I (TS1) is perfectly consistent with the
chemical SN2 type, the second transition state (TS2) does not
follow the expected SN2 pathway. In reaction path II we found
a three-membered cyclic TS, which is 20 kcal/mol higher in
energy than the TS1. From Figure 1, it is apparent that reaction
path I is more favorable than reaction path II as the former
possesses a lower activation energy (6.5 kcal/mol) barrier.
Although the activation energy difference between the two
paths is very large, the reaction energies are very similar (the
difference is 10 kcal/mol) because reaction path I possess a
long IRC to reach the product. In contrast, once the TS2 is
formed, it is very easy to reach the product in the path II. To
get a more detailed analysis on the different energy barriers, we
perform the reaction force analysis.
The corresponding force profile for the two reaction paths is

given in Figure 2. According to previous studies, it is clear that
the structural rearrangement of reactants to activate the system
is dominant in the first step of the activation process. The
second step belongs to the reordering of the electronic cloud.
From Figure 2a, it is evident that almost 75% of the activation
energy corresponds to W1, which exclusively involves the
approach of OH− toward the C center of CH3F. The work

done in the transition state region, W2 (ξ1 to 0), is less than
W1; see the insets of Figure 2. In the case of reaction path II,
the situation is slightly different (Figure 2b). Here, the work
done for the structural rearrangement of reactants (W1) is 60%
toward the activation barrier. The work done in the product
region (W4), which corresponds to the structural relaxation for
the two reaction paths, path I is almost 10 kcal/mol less than
the W4 for path II. If we have a close look at the total work
done for two pathways, we found that, for both reaction
pathways, structural work predominates. Reaction path II has
more structural as well as more electronic work than path I. In
fact, the structural work in path II is almost twice that of path I.
This can be understood by looking at the structure of two
transition states. Path I possesses a linear TS, so less structural
work is needed to reach the TS from the reactant complex;
more structural work is necessary to reach the TS in path II as
it is a three-membered ring structure. From Figure 2a, we can
see a long semihorizontal reaction force profile, which is not
visible in Figure 2b. This long force profile in path I is most
probably due to the migration of F− to form an H-bonded
product. We have also found that almost 20 kcal/mol of energy
is required for this movement of F−.
So although the products are similar for the two pathways,

path I is energetically favorable compared to path II. In the
next section, we discuss the change in the chemical potential
and reaction electronic flux along the reaction coordinate.

4.2. Chemical Potential and Reaction Electronic Flux.
To know the change of electronic activity along the reaction
coordinate, we have calculated the chemical potential. This
quantity is calculated using eq 7, and the related plots are given
in Figure 3. The chemical potential behaves similarly along the
reaction coordinate for the two pathways. It remains almost

Scheme 2. Possible Reaction Mechanism for the SN2 Reaction OH− + CH3F = CH3OH + F− As Found in Direct Dynamics
Classical Trajectory Simulation

Figure 1. Reaction energy profile for a simple SN2 reaction, viz., OH− + CH3F = CH3OH + F−, in two possible pathways. Vertical lines define the
reaction regions obtained from the reaction force analysis.
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constant within the reactant region, the maximum change is
observed in the transition state region. In this region, the
chemical potential decreases up to the transition state structure;
then, it increases until the end of the transition state region. In
the product region, it again decreases. To explore, in depth, the
electronic activity that takes place along the intrinsic reaction
coordinate, the reaction electronic flux (REF) has been
calculated using eq 8.
Figure 4 tells about the change in REF along the IRC for the

two different pathways. The zero flux regimes in the reactant
region for both the pathways imply that the OH− approaches
the C center, determining the first part of the activation energy
W1. In this region, structural arrangements take place to initiate
the reaction. After this, the electronic activity starts with the
O−C bond formation and weakening of the C−F bond. The
REF is more intense in path I (Figure 4a) than in path II
(Figure 4b). The positive flux in the TS region implies that the
spontaneous electronic activity associated to the bond making
process drives the electronic activity in this part of the reaction.
If we take a look at the IRC for both reaction paths, we find
that, up to the TS region, the profile looks similar, but the
profile in the product region is different. We found a small
positive peak for path I after a long zero flux regime, whereas it

is visible for path II right after the flux profile enters to the
product region. The zero flux profile in the product region for
path I implies that structural relaxation is predominant. This is,
we found a local minimum that corresponds to a structure in
which C−O bond is being formed and F is away from the
CH3OH moiety in the energy profile. Further, when the IRC
went on, we found again a small positive flux (Figure 4a). This
is most probably due to the formation of the hydrogen-bonded
complex; although in the product region, structural relaxation is
predominant, but the detached F moiety still has some
electronic activity. This electronic activity helps the F moiety
to come again close to the H of OH moiety to form a stable H-
bonded complex. For path II, the situation is quite
straightforward. In this case, we observed a broad positive
flux region in the product region (Figure 4b). We did not see
any zero flux regime in the product region as no local minimum
was found in the IRC calculation. The explanation for positive
flux in the product region for path II is the same as we
discussed previously for path I.
To explain this, we also performed the separation of reaction

electronic flux, J(ξ) into two fluxes viz., electronic polarization,
Jp(ξ), and electronic transfer contribution, Jt(ξ), by doing the

Figure 2. Reaction force profile for a simple SN2 reaction, viz., OH
− +

CH3F = CH3OH + F−, in two possible reaction pathways: (a) path I
and (b) path II. Figure 3. Change of Chemical potential along the reaction coordinate

for a simple SN2 reaction, viz., OH− + CH3F = CH3OH + F−, in two
possible pathways: (a) path I and (b) path II.
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counterpoise calculation on different fragments of the
[OH···CH3···F] moiety. The result is shown in Figure 5.
From Figure 5, it is evident that the electronic transfer

contribution of the electronic flux is the most important feature
throughout the reaction. The contribution from polarization
Jp(ξ) is only evident in the transition state regions. The
transition state regions for both pathways have major electronic
transfer contributions Jt(ξ). This implies that, in the transition
state region, the electronic transfer occurs from OH to C to F
center and that electronic transfer is the driving force of the
reaction. Now, we look at the individual fragment contribution
to the electronic transfer and electronic polarization flux to
characterize the response of the fragments during the reaction.
The related plots are given in Figures 6 and 7. Figure 6
illustrates the electronic transfer contribution of individual
fragments for two different reaction pathways.
From Figure 6, it is evident that, for both reactions, the

trends featured by the electronic transfer flux are quite similar,
for all three individual moieties in three reaction regions.
However, there is a slight difference in the transition state
region. For both reaction paths, the contribution of electronic

transfer for the CH3 moiety is less than the other two moieties,
F and OH. If we have a close look at the transition state region,
we see that the contribution of electronic transfer is greatest for
OH until the reaction reaches the transition state. After that, it
is the F moiety whose contribution is more important than
those of the OH and CH3 moieties. This situation is different
when we look at the electronic polarization contribution, as
depicted in Figure 7.
In path I, we found that, in the transition state region, the

electronic polarization contribution for CH3 is more significant
than for the other two moieties, but the pattern is different in
the reactant and product regions. We found that, in the reactant
region, the main contribution comes from OH. In the product
region, F is the main contributor to the electronic polarization
flux. So, from the above explanation, we can say that, while OH
and F are the two most crucial moieties throughout the
reaction paths, CH3 plays an important role in the transition
state region. This can be explained nicely if we have a look at
the transition state structure of path I. Here F, CH3, and OH
moieties exist in a linear geometry, so the electronegative F and
OH makes the CH3 highly polarizable. In the reactant complex,
there is a bond between C−F, and OH is away from CH3, so

Figure 4. Reaction electronic flux profile for a simple SN2 reaction, viz.,
OH− + CH3F = CH3OH + F−, in two possible reaction pathways
along the reaction coordinate: (a) path I and (b) path II.

Figure 5. Reaction electronic flux separation profile for a simple SN2
reaction, viz., OH− + CH3F = CH3OH + F−, in two possible reaction
pathways along the reaction coordinate: (a) path I and (b) path II.
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the polarization flux of CH3 is less. As F comes out from CH3
during the formation of TS, it has an impact on CH3 resulting
in the negative polarization flux profile (Figure 7). After this,
the flux starts increasing due to the approaching OH moiety
toward CH3 to form a bond between C−O. The flux reaches
the maximum when the C−O bond is formed. So in path I,
there is a clear impact of F and OH toward the polarization flux
of CH3. This has not been observed in path II as here TS is not
linear, it is cyclic. We did not find any prominent CH3
polarization flux in the TS region (not shown here). In fact,
we found that, throughout the reaction, there are no significant
electronic polarization contributions from all three components
in path II.
4.3. Natural Bond Order Analysis. To look for

consistency with the above observations, it is very important
to know which bonds are breaking or forming during the
course of the reaction. To serve this purpose, we have
calculated the Wiberg index along the intrinsic reaction
coordinate. The evolution of Wiberg bond order and its
derivative along the IRC are displayed in Figures 8 and 9,

respectively. It is observed from Figure 8 that, for both reaction
paths, O−C bond is forming and that, simultaneously, C−F
bond is breaking along the reaction coordinate. If we look at
the beginning of the reaction, we see that the bond order of O−
C and C−F are roughly 0.1 and 0.8. This indicates that, in the
reactant, there is a bond between C−F and no bond between
C−O. In the TS region, the bond order of C−F decreases from
0.8 to about 0.5, and the C−O bond order increases from 0.1 to
about 0.5. This indicates that the C−F bond is about to break
and that the C−O bond is about to form. At the end of the
reaction, the bond order of O−C and C−F are roughly 1.0 and
0.0, indicating that, in the product, the O−C bond is being
formed and that there is no bond between C−F. This
phenomenon is more visible when we look at the derivative
of the Wiberg index depicted in Figure 9. It is clear from the
Figures 8 and 9 that the bond making and breaking takes place
simultaneously along the reaction path and that the maximum
change occurs in the transition state region. This analysis also
supports the view that the electronic transfer contribution of
the reaction electronic flux associated with bond formation and
breaking is predominant throughout the reaction. During the
course of the reaction, electronic rearrangements occur,
resulting in the formation of the C−O bond and weakening
of the C−F bond.

4.4. Dual Descriptor. In the SN2 reaction, the nucleophile
attacks the electrophilic center from the back, so it is important
to know which part of the reactant acts as nucleophile, or
electrophile, during the course of the reaction. For that
purpose, we have calculated the dual descriptor at six key points
in path I and four points in path II along the reaction force
profile. Figures 10 and 11 display the corresponding dual
descriptor of reactant, force minimum and force maximum, and
the product for reaction paths I and II, respectively. Areas in
blue are nucleophilic sites having Δf(r) < 0; areas in red are
electrophilic site having Δf(r) > 0. From Figures 10 and 11, it is
evident that the reactant and the product have the same type of
reactivity. OH− acts as a nucleophile and CH3 as an
electrophilic center in both cases, but a difference in the
reactivity pattern of the transition state is observed. In the
transition state for path I, the OH− still has nucleophilic
character, but for path II, both OH− and F− have nucleophilic

Figure 6. Electronic transfer flux profile for individual component of a
simple SN2 reaction, viz., OH− + CH3F = CH3OH + F−, in two
possible reaction pathways along the reaction coordinate: (a) path I
and (b) path II.

Figure 7. Electronic polarization flux profile for an individual
component of a simple SN2 reaction, viz., OH− + CH3F = CH3OH
+ F−, in path I along the reaction coordinate.
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character. It is also interesting to note that the nucleophilic
character of OH− changes to electrophilic at the local minimum
(point 4) in path I. In this local minimum, F− center becomes
nuclophilic in nature and attacks the electrophilic H center of
OH− to form a hydrogen bonded product. In the case of path
II the reactivity pattern is quite straightforward. Although in the
transition state both OH− and F− are nucleophile, the more

nucleophilic OH− attacks to C center of CH3 to form a similar
product as the one from path I.

4.4. Comparison with Classical Trajectory. According to
Sun et al.,21 most of the direct dynamics classical trajectory of
the SN2, OH

− + CH3F = CH3OH + F−, reaction does not
follow the IRC. Very few trajectories follow the IRC, and many
trajectories follow the direct dissociation pathway. This means
that, rather than forming the H-bonded product, it is producing
the product CH3OH and F− in such a way that there is no
chance to form an H-bonded complex. This happens only if F−

is detached from the CH3 moiety in a linear fashion. To mimic
the trajectory of direct dissociation, we performed a potential
energy scan by elongating and decreasing the C−F bond
keeping the angle between O−C−F at 180° (It is interesting to
note that, if we do not fix the O−C−F angle, a hydrogen-
bonded complex will form. Initially, the F− is going away from
the CH3 moiety in a linear fashion, but after some time, the F−

again comes to the OH moiety to form a stable hydrogen
bonded complex. The direct dissociated trajectory can be
achieved only when the O−C−F is fixed). We start the
potential energy scan from the transition state toward reactant
and product. The energy and chemical potential comparison
between reaction paths I and III is given in Figure 12. From
the Figure 12, it is evident that the pattern of change of the
chemical potential is similar, despite the differences between
the energy curves. Although the reaction energy in path III is
less than in path I, we found that the H-bonded product (path
I) is 20 kcal/mol more stable than the direct dissociated
product (path III). From the energy profiles, we can say that,
although the activation energy for both the reaction paths I and
III is equal, path I is thermodynamically favorable.
The difference in energy as a function of reaction coordinate

suggests that different reaction mechanisms may be at work
along the reaction path. To elucidate this possibility, we now
look at the reaction force, reaction electronic flux, separation of
reaction electronic flux, NBO, and derivative of Wiberg index
analysis. The related associated with path III are given in
Figure 13. Figure 13 reveals that the force and flux profile of
path III are similar to path I (see Figures 2 and 4). There is a
small difference in product region for the force and flux profile.
There is a small hump at the product region in path I for both
the force and flux profile. This is due to the electronic activity
that allows the formation of the H-bonded complex. This type
of electronic activity is not observed for path III as there F is far

Figure 8. Wiberg bond order evolution of a simple SN2 reaction, viz., OH− + CH3F = CH3OH + F−, in two possible reaction pathways along the
reaction coordinate: (a) path I and (b) path II.

Figure 9. Derivative of Wiberg bond order evolution for a simple SN2
reaction, viz., OH− + CH3F = CH3OH + F−, in two possible reaction
pathways along the reaction coordinate: (a) path I and (b) path II.

The Journal of Physical Chemistry A Article

dx.doi.org/10.1021/jp3076707 | J. Phys. Chem. A 2012, 116, 10015−1002610022



from the CH3OH moiety. For both reaction paths, flux for

electronic transfer is more important than the electronic

polarization flux. If we look at the NBO and the derivative of

Wiberg index analysis (Figure 13), we also find that both

reaction paths almost mimic each other. This means that,

during the course of the reaction, the O−C bond is forming

and that the C−F bond is breaking to form the desired SN2
nucleophilic substitution products.

5. CONCLUSIONS
We have throughlly analyzed the mechanism of SN2
nucleophilic substitution reaction (OH− + CH3F = CH3OH
+ F−) with the help of reaction force and reaction electronic

Figure 10. Dual descriptor along the reaction coordinate for a simple SN2 reaction, viz., OH− + CH3F = CH3OH + F−.

Figure 11. Dual descriptor along the reaction coordinate for a simple SN2 reaction, viz., OH− + CH3F = CH3OH + F−.
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flux. Two different transition states have been found, which lead
to the same product. The electronic transfer component of the
reaction flux is the dominant throughout the reaction, but the
electronic polarization flux is also significant in the transition

state region. To mimic the results from classical trajectory
simulation, the direct dissociative product has been formed, but
it is 20 kcal/mol less stable than the H-bonded complex.
Although the energy profiles are different for paths I, II, and

Figure 12. Comparison of energy and chemical potential between reaction paths I and III.

Figure 13. Reaction force, reaction electronic flux, Wiberg index, and derivative of Wiberg index for reaction path III.
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III, the chemical driving forces and basic mechanistic details are
the same for all three reaction pathways.
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