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Abstract
Complexity is a concept that is being considered in chemistry as it has shown potential to reveal

interesting phenomena. Thus, it is possible to study chemical phenomena in a new approach

called systems chemistry. The systems chemistry has an organization and function, which are

regulated by the interactions among its components. At the simplest level, noncovalent interac-

tions between molecules can lead to the emergence of large structures. Consequently, it is pos-

sible to go from the molecular to the supramolecular systems chemistry, which aims to develop

chemical systems highly complex through intra- and intermolecular forces. Proper use of the

interactions previously mentioned allow a glimpse of supramolecular system chemistry in many

tasks such as structural properties reflecting certain behaviors in the chemistry of materials, for

example, electrical and optical, processes of molecular recognition and among others. In the last

time, within this area, inorganic supramolecular systems chemistry has been developed. Those

systems have a structural orientation which is defined by certain forces that predominate in the

associations among molecules. It is possible to recognize these forces as hydrogen bonding, π-π

stacking, halogen bonding, electrostatic, hydrophobic, charge transfer, metal coordination, and

metallophilic interactions. The presence of these forces in supramolecular system yields certain

properties such as light absorption and luminescence. The quantum theoretical modeling plays

an important role in the designing of the supramolecular system. The goal is to apply supramo-

lecular principles in order to understand the associated forces in many inorganic molecules that

include heavy metals for instance gold, platinum, and mercury. Relevant systems will be studied

in detail, considering functional aspects such as enhanced coordination of functionalized molec-

ular self-assembly, electronic and optoelectronic properties.

KEYWORDS

density functional theory, dispersion term, Post-Hartree-Fock, van der Waals forces

Grimme´s dispersion (D3)

1 | INTRODUCTION

The macroscopic and microscopic worlds that surround us are a complex systems. In daily life, each of us experiences this feeling of complexity:

the Internet, the organization of cities, society, public transport, the human body, and countless of other good examples.[1,2] Thus, the word com-

plexity depends on the context in which it is applied. Regardless of the context, “the complex systems are more than just complicated; their complex-

ity gives rise to many unique properties,” as has been expressed by K. Mainzer.[3] These systems, built by the interactions of different components,

generate a property that cannot emerge from the system's components acting in isolation.[4,5]

The research of complexity has been well developed in several areas of science such as mathematics, transport, communications, and so

on.[1,2]. Since 1997, chemistry has started considering the research of complexity at the molecular scale, as it has shown potential to reveal
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interesting phenomena.[4,5] Consequently, nowadays it is possible to study chemical phenomena in a new approach called systems chemistry. Fur-

thermore, there are three main characteristics of systems chemistry. First, its evolution is sensitive to the initial conditions. Second, the number of

independent interacting components is large. Third, there are multiple pathways along which the systems can evolve.[6] Chemists have currently

evolved from the manipulation of individual molecules to the description and manipulation of systems of molecules, giving origin to some fields

such as the chemistry of materials, supramolecular chemistry, and nanochemistry. These emerging areas are related to other sciences such as

physics, biology, biophysics, biotechnology, and materials science.[7,8] Moreover, with the aid of modeling, computational, and theoretical tools,

the understanding of the behavior of systems chemistry is constantly increasing. Therefore, chemistry is gradually shifting from a reductionist

approach to systems chemistry, studies that involve multiple variables simultaneously. Despite that research in this area is currently in its infancy,

at present it is possible to recognize some examples in dynamic combinatorial, oscillating reactions, heterogeneous catalysis, atmospheric and

environmental chemistry, and self-assembling systems.[5]

Systems chemistry has an organization and function which are regulated by the interactions between its components. As an example, at the

simplest level, noncovalent interactions between molecules can lead to the emergence of large structures resulting in self-assembly processes.[5].

In the literature, we can find the description of how the structure obtained depends on the constituent molecules. This is the ability of chemists

to design and create new molecules by using building block to achieve complicated talks. Extending this creativity from the isolated molecules to

molecular networks give rise to new molecular systems with unique and exciting properties, which are absent in the isolated building blocks. A

field where we can find these concepts applied corresponds to supramolecular chemistry, which focuses on noncovalent interactions between

the constituent subunits that form the target complex chemical system.[6–8]

Supramolecular chemistry has been defined by the Nobel Prize in chemistry J.M. Lehn as “Intermolecular chemistry, focusing on the structure

and function of the entities formed by the association of two or more chemical species.”[9] Supramolecular chemistry has provoked a substantial shift

in chemistry from its interest in the molecule (atoms and bonds that form them) to focus on the association between the molecules or intramolec-

ular interactions within a molecule.[10] The intra- and intermolecular term is a synonym of noncovalent. Then, the expression “noncovalent”

implies the association type between two or more molecules (or certain regions within a molecule) that is not explained by the traditional chemical

bond concept, for example, sigma bonds with two electrons.[11,12] Since most noncovalent interactions formed are relatively weak, they break

without significant activation barriers; as a consequence, many supramolecular systems are under thermodynamic control.[6]

Noncovalent intra- and intermolecular interactions are characterized by acting at long distances, between 200 pm and 400 pm, as it has been

expressed by A. Stone.[13] Thus, orbital overlapping is unnecessary.[10–12] The forces underlying the attraction among the subsystems are related

to the electrical properties of the molecules that are associated. Noncovalent interactions originate from interactions between permanent multi-

poles, between a permanent multipole and an induced multipole, and last an instant multipole and an induced multipole.[14] The respective terms

that contribute to the interaction energy are called electrostatic, inductive, repulsive Pauli-exchange and dispersion.[15] The total stabilization

energy when molecules associate with themselves to form a supramolecular structure is between 1 and 100 kJ/mol per contact, considerably less

than the energy of a covalent bond (400 kJ/mol)[16] (see Figure 1). Therefore, the description and study of the noncovalent interactions require

precise methods of quantum chemistry that include the correlation and dispersion energies.

From this point of view, supramolecular chemistry offers applications in different fields such as medicinal chemistry and host-guest chemistry,

catalysis, molecular electronics, self-assembly molecular channels, chemical sensors, among others.[17] The noncovalent interactions that can par-

ticipate in the formation and stabilization of these supramolecular systems had been identified as hydrogen bonding, π-π stacking, electrostatic,

hydrophobic, charge transfer, metal coordination, halogen bonding and metallophilic interactions.[18–21] This has led to the synthesis of supramo-

lecular structures of different sizes, shapes, and functionalities. Another important aspect that must be considered is that when a pair of noncova-

lent interactions strengthen each other, it is called cooperative,[11] while when they weaken each other they are defined as operating in an

anticooperative manner. A.S. Mahadevi and G.N. Sastry have well defined cooperativity as “the sum of at least two interactions is larger than the

FIGURE 1 Schematic representations of the constituent materials with covalent and noncovalent networks
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simple addition of the individual interactions.”[11] Thus, the terms cooperative and anticooperative have different origins and meanings in different

fields.

Within this broad field, we are interested in evaluating the ability of heavy metals, namely gold, platinum, mercury, and thallium for the forma-

tion of stable self-assembly and inorganic complexes.[22–25] Here, we will apply them in the context of supramolecular systems chemistry. As well

as expressed by V. W.-W. Yam: “to incorporate these attributes into the design and rational manufacture of supramolecular entities, it is necessary to

understand the supramolecular forces and energies for the inorganic compounds of interest.”[23] The understanding of these systems comes from the

observation of structures and patterns, coupled with the theory and calculation of the energies of the intermolecular interactions and their

rationalization.[26–30] Data on molecular structures and their interactions come from their crystalline phase. In this regard, our goal is to advance

in the understanding of the supramolecular interactions of inorganic compounds studying at the theoretical level complexes that deployed such

arrangements within the framework of systems chemistry.

2 | QUANTUM MECHANICS CALCULATIONS

2.1 | Interaction energy

This perspective involves the computational description of complex systems and properties that are determined by the electronic structure. High-

level quantum chemistry calculations are performed using post-Hartree-Fock and DFT methods.[31–39] The specific level of calculation for a study

will be chosen as a function of the system. The results of all the calculations made are compared with available experimental data (structure and

spectroscopic information) and/or high-level quantum chemical calculations. The Turbomole version 7[40] and Gaussian[41] version 98 and 09 pack-

ages are used for the calculations. The simplest ab initio approaches considering electron correlation effects are the second-order Møller–Plesset

perturbation theory (MP2) and the approximate of the Coupled-Cluster Single, Double and Triple (CCSDT) model.[31–33] In several cases as it will

be pointed out bellow, ground-state calculations were performed at the MP2 or spin-component-scaled (SCS)-MP2 levels.[42] Also, density func-

tional theory (DFT) calculations are used in the optimization of the ground-state molecular structures. PBE and TPSS have been used in the study

of weak interactions.[43] These are the best functionals available without parameters fitted to experimental data. However, none of the existing

functionals are optimal for evaluating the noncovalent interactions. Therefore, Grimme's dispersion correction will be used to incorporate a proper

description of the weak forces when using those functionals, in what is nowadays known as the DFT-D3 level.[44,45]

The interaction energy (ΔEint) for the systems under study is obtained with counterpoise correction for the basis-set superposition error

(BSSE).[46,47] We will also use the local approximation at the post-Hartree-Fock and DFT levels to decompose the interaction energy (supermole-

cule approach). From the latter method, we have an idea of the origin of the dominant terms in the interaction between molecular units which are

responsible for the final supramolecular structure. The magnitude of such interaction energy can be expressed as the sum of two energy terms:

Hartree-Fock (HF) and electronic correlation (corr).[47,48] The electronic correlation term of the energy ΔE(corr) incorporates the stabilization due

to weak interactions, and their removal is source of error. The effect of electronic correlation can be invoked at different post-Hartree-Fock levels

(MP2, MP4, CCSD, CCSD(T)).[38,49,50] The most widely used option is the second-order Moller–Plesset (MP2).[49] A higher level of theory is

Coupled Clusters (CC) methods at the CCSD and CCSD(T) levels. The MP2 method is applicable to extended complexes, although it is known that

it exaggerates the interactions, but gives a good indication of their existence.[51,52] More precise post-Hartee-Fock methods are the SCS-

MP2[53,54] and CCSD(T). The SCS-MP2 is considered as an accurate and efficient tool for incorporating electronic correlation for the study of large

systems at a low computational cost.[54] As Professor Pekka Pyykkö said: “thus justifying SCS-MP2 as ‘poor man's CCSD(T)’.” [55]

On the other hand, until recently calculations on DFT for the description of weak attractions were not adequate because the interaction energy

near the van der Waals minimum was unreliable. The main reason was related to the fact that the specific form of the correlation energy (virtual

double-dipole excitations, leading to an R−6 power law) was not properly described.[56] This situation has been changing in recent years due to several

attempts to incorporate a dispersion term by different means. As stated above, Grimme's group has been one of the first to succeed, including a correc-

tion to the DFT total energy.[35,42] They have obtained results comparable to the MP2 level. Other theoretical results in the literature at the DFT level

were obtained using the SAPT (symmetry-adapted perturbation theory) method.[57] A few years ago, new methods were created incorporating the

effect of dispersion to describe adequately the weak interactions (DFT-SAM, LC-ωPBE-XDM, M05-2X, M06-2X, etc).[58–61]

2.2 | Excitation and luminescence properties

DFT studies on electronically excited states can be performed using the linear-response time-dependent density functional theory (TDDFT)

approach. The TDDFT calculations do not evaluate the spin-orbit splitting, and the values are averaged. The TDDFT approach provides an alterna-

tive to computationally demanding multireference configuration methods in the study of excited states. However, the DFT potential of most func-

tionals has an incorrect asymptotic behavior at long distances implying that charge-transfer states become too low in energy.[62,63] The shape of

the long-range DFT potential can be partly corrected by using hybrid and range-separated functionals.[64,65] At present, this has been overcame

by the development of novel functionals with a physically better long-range potential description.
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2.3 | Pseudopotentials

In the systems proposed, there are heavy atoms such as Pt, Au, Hg, and Tl. Thus, the relativistic effects are important for a proper description and

must be taken into account. These effects arise when considering the speed of light as a constant quantity. These effects start to became relevant

from the middle of the periodic table (z > 55), as it explains many anomalies presented by these elements.[26] From the viewpoint of chemistry,

relativistic effects are manifested in a splitting of the orbital, generating spin-orbital effect on the shell: p (p1/2, p3/2), d (d5/2, d3/2) yf (f7/2, f5/2).
[66]

As a consequence of these phenomena, some properties are changed such as bond distances and orbital energies. Also, it affects the ionization

energy, electronic affinity, electronegativity and polarizability.[49] These properties are very important when studying the reactivity and interaction

of a system. From a quantum mechanical point of view, the Dirac equation provides a correct treatment of relativistic effects.[26] However, as all

these variables make the calculation very complex for systems, an alternative and less expensive approach to replace the orbital wave functions

of core electrons by an effective internal potential. This substantially reduces the number of equations to just calculate the orbitals were functions

of the valence electrons. A way to implement this approach and reduce the numbers of electrons maintaining the accuracy at the ab initio level is

to use the technique of pseudopotentials (PP). It implicitly includes the quasi-relativistic and relativistic effects at scalar levels,[67,68] which is very

important for the case of heavy metals (Au, Pt, Hg, Tl). Thereby, the use of pseudopotentials maintains the accuracy of ab initio calculations and

allow including the spin-orbital effect in the description of electronic structure. PPs of the Stuttgart/Cologne type[69] will be used for heavy metals

(Au, Pt, Hg, Tl). Two f-type and 3f2g polarization functions will be used on metals. Light atoms like C, N, O, F, S, Se, and others are treated with

PPs and/or through the augmented correlation-consistent valence-triple-zeta (aug-cc-pVTZ) basis sets.[70]

3 | DISPERSION INTERACTIONS IN MATERIALS BASED ON HEAVY METALS

In the literature, it is possible to find an increasing interest in the supramolecular chemistry of organic molecules.[71,72] However, the self-

assemblies of inorganic complexes have been relatively less explored than those related to the organic framework. In particular, inorganic molecu-

lar assemblies based on d8, d10, and s2 transition metal complex systems represent an important class, based on the exotic geometries obtained

from various types of noncovalent interactions.[22–25] The versatility of the coordination modes of the heavy metals has enabled wide structure

and topology variations of the complexes. The self-assembly of molecules with gold atoms involves inter- and/or intramolecular interactions that

FIGURE 2 Intra- and Intermolecular interactions of different supramolecular inorganic systems: (a-f) dimers, oligomers, chains, sheets, (g-i)

clusters, and (j-k) nanoparticles
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lead to the formation of dimers, oligomers, chains, sheets, clusters, and nanoparticles (see Figure 2), allowing the generation of systems of high

complexity.[73–86] In addition to the aforementioned noncovalent interactions, metal−metal and representative-atom-metal interactions in the com-

plexes have also been found to be associated with the direct formation of this type of self-assemblies.[87] Moreover, this wide range of structures has

made available a diversity of excited states that have enriched these complexes with interesting electronic and luminescence properties.[23,88]

It is well established that there are metal-metal attractive interactions between cations with d8, d10, and s2 configurations at both intra- and

intermolecular levels.[26] This phenomenon is known as metallophilic interaction, and in the particular case of gold as “aurophilic interaction.”
[51,52,66,89–96] These closed-shell interactions are estimated to be energetically similar to hydrogen bonds (20–50 kJ/mol) in the case of gold(I) and

to be weaker for other metals such as silver(I), copper(I), thallium(I), mercury(II), and platinum(II).[22–25,97–100] The aurophilic Au—Au interaction has

been determined experimentally via solid state X-ray diffraction[101–107] and NMR measurements.[108,109] From a theoretical point of view, the

aurophilic attraction has been understood as the contribution of two terms to the equilibrium distance: dispersion and ionic.[89] The relativistic

effects in the metallophilic interaction contribute among 20% and 30% to the interaction energy associated to this intermolecular interaction.[66]

Moreover, a significant number of studies have discussed the metallophilic interactions coexisting with hydrogen bonding, halogen bonding, M–π

or π-π attractions, all of which are able to participate in the process of generating supramolecular systems chemistry.[110–115] The experimental

results in many studies are explained by theoretical models described at the Post-Hartree-Fock (MP2, SCS-MP2, CCSD(T)) and DFT-D3 levels. In

the case of bigger systems, the DFT-D3 method is often used.

From a theoretical standpoint, the mechanism behind the metallophilic interaction is a dispersion-type (van der Waals) contribution, with the

additional allowance for virtual charge-transfer terms.[89,113–115] The dispersion interaction is recovered in the electronic correlation. However, it

has been stated that all dispersions are electronic correlations, but not all electronic correlations are dispersions.[20] Furthermore, not all the local-

ized orbitals involved are purely metal orbitals, as the ligands have an important contribution. There is a significant amount of experimental and

theoretical studies containing interactions with centers of gold and other heavy metal complexes and clusters reported in the literature.[116,117] In

this work, we will describe complexes depending on the type of interaction: intra- or intermolecular. Due to a large number of structures reported

in the literature, we decided to limit some systems that best represent the ideas described above of which we have been authors and co-authors

during the last two decades. Some of these works have been produced together with the research groups of the Professors Pekka Pyykkö

(University of Helsinki, Finland) and Antonio Laguna (University of Zaragoza, Spain).

FIGURE 3 Aurophillic Interactions in complexes (a) [ClAuPH3]2, (b) [S(AuPH3]2], (c) [Se(AuPH3)n]
(n−2)+ (n = 2-6), (d) [Se(AuPH3)2 (AuR3)], [Se

(AuPH3)(AuR3)2]
− (R = −H, −CH3), (e) [PH3Au(I)C(L) = C(L)Au(III)(R)2PH3], (f) [Au2 (HP(C2H2-S-2)2)2] and [Au2AuCl3(CH(PH3)2CO)], (g)

[(AuNH3Cl)2] and [H2P(OH)AuPH2(O)]2 , (h) [Au2(CS3)2]
−2 and [Au2(pym-2-S)2] (pym = pyrimidethiolate), (i) [Au3(CH3N = COCH3)3]n (n = 1-4)
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3.1 | Aurophillic interactions

In the classic [ClAuPH3]2 dimer (see Figure 3A), the intermolecular aurophilic interaction has been studied using ab initio post-Hartree-Fock and

DFT methodologies.[51,52] The post-Hartree-Fock methods provide results closer to the experimental data than DFT-based methods. Among the

former methods, it is important to highlight the accuracy of the results obtained by the SCS-MP2 and CCSD(T) methods for the description of this

TABLE 1 Intermolecular distance Au-Au (pm) and interaction energy, V(Re), in kJ/mol for the [AuClPH3]2 model with counterpoise (CP) correction

Basis set on gold is 3f2g

System Method Au-Au V(Re)

[AuClPH3]2 MP2 [52] 304.4 −33.6

SCS-MP2 [52] 323.1 −20.8

CCSD(T) [52] 327.9 −19.9

PBE [52] 347.4 −7.51

TPSS [52] 348.3 −4.09

B97D [52] 436.4 −1.12

PBE-D3 [52] 334.2 −27.9

TPSS-D3 [52] 329.9 −34.2

B97D-D3 [52] 332.0 −35.1

M06L [52] 319.9 −23.4

M06 [52] 314.9 −27.0

M06HF [52] 320.2 −22.8

M062X [52] 328.3 −24.1

M05 [52] 348.1 −10.8

M052X [52] 317.5 −24.4

PW91 [52] 325.2 −14.1

CAM-B3LYP [52] 343.6 −6.68

LC-ωPBE [52] 316.8 −21.9

MP2 [115] 300.0 −37.0

LMP2 [115] 303.0 −34.8

[AuCl(PPh3)]2 Exp. [52] 344.0

[AuCl(PMe3)]2 Exp. [52] 333.8

[AuCl(PEt3)]2 Exp. [52] 361.5

[AuCl(PMe2Ph)]2 Exp. [52] 323.0

TABLE 2 Intramolecular Au-Au distance (pm) by the [S(AuPH3)2] model. Basis set on gold is 2f

System Method Au-Au S-Au Au-P AuSAu�

[S(AuPH3)2] MP2 [52] 290.2 228.6 227.5 78.8

SCS-MP2 [52] 296.6 229.8 226.4 80.3

CCSD(T) [52] 299.5 232.0 232.1 80.4

PBE [52] 321.6 230.3 226.3 88.8

TPSS [52] 310.4 230.9 226.9 88.5

B97D [52] 330.4 231.7 227.5 90.9

PBE-D3 [52] 326.6 230.4 226.1 90.3

TPSS-D3 [52] 326.4 230.9 226.5 89.9

B97D-D3 [52] 336.0 232.1 226.5 92.7

M06L [52] 306.8 231.8 233.0 82.8

M06 [52] 316.7 231.9 235.9 86.1

M06HF [52] 332.5 229.2 218.5 93.0

M062X [52] 333.7 231.8 228.6 92.1

M05 [52] 320.4 232.6 236.2 87.0

M052X [52] 330.1 230.4 227.7 91.5

PW91 [52] 317.5 230.8 229.9 86.9

CAM-B3LYP [52] 330.5 230.2 230.7 91.8

LC-ωPBE [52] 318.7 228.4 228.2 88.5

[S(AuPPh3)2] Exp. [52] 301.8 215.9 213.5 88.7
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type of interaction. It was found that the aurophilic interaction is driven by the induction and dispersion terms. When DFT is used, the best results

of geometry and interaction energy are obtained with the PW91 level. We found that the incorporation of PBE-D3, TPSS-D3, M06HF, M06L,

M06 M062X, M052X, CAM-B3LYP, and LC-ωPBE provided results of similar accuracy as MP2, as shown in Table 1.

In order to describe the intramolecular aurophillic interaction, we have used the [S(AuPH3)2] molecule (Figure 3B) as a model.[52] The post-

Hartree-Fock results based on the Au-Au distance and Au-S-Au angle are in concordance with the experimental values used as reference[118] and

to other theoretical results that have been published.[119,120] As seen in Table 2, MP2 overestimates the Au-Au and Au-S-Au stabilization reflected

by the shorter distance and angle, while SCS-MP2 and CCSD (T) were very close to the crystal structure, remarking again the high accuracy

achieved by these methods.

Also, intramolecular aurophillic interaction has been studied using the [Se(AuPH3)n]
(n−2)+ (n = 2–6) models at the HF and MP2 levels

(Figure 3C).[121] There is a good agreement between experimental and theoretical geometries, since these models show unusual geometries with

short gold-gold interactions. With the latter method, the gold-gold distances are close to 300 pm. Only theoretical calculations at the MP2 level

are in agreement with experimental geometries. Other selenium compounds have been modeled to study the intramolecular interactions

Au(I) and Au(III), d10-d8. The selected compounds were [Se(AuPH3)2(AuR3)], [Se(AuPH3)(AuR3)2]
- (R = -H, -CH3) and [{Se(AuPH3)}2{Au(CH3)2}2]

(Figure 3D).[122] The MP2 calculations were in good agreement with experimental geometries. Here the electronic correlation is reflected at the

MP2 level, although this method overestimates the aurophillic interaction.[51]

At this level of the describe gold contacts, we have carried out an ab initio study designed to shed some light on the aurophilic attractions

between Au(I) and Au(III) in the [PH3Au(I)C(L)=C(L)Au(III)(R)2PH3] (where R = –H, –CH3; L = –H, –CH3) model (Figure 3E). Calculations carried out

at the MP2 level revealed important facts such as the presence of an intramolecular aurophilic interaction in the cis-complexes that stabilizes

them with respect to the trans-isomer.[123] Using models to study the intermolecular interaction between Au(I) and Au(III), we have been able to

estimate an interaction energy between 21 and 25 kJ/mol at the MP2 level of calculation. Moreover, we have corroborated this type of interac-

tions Au(I)-Au(III) in other models as [Au2(HP(C2H2-S-2)2)2] and [Au2AuCl3(CH(PH3)2CO)] at the MP2 level (Figure 3F).[124] The Au(I)-Au(III) dis-

tance in the systems studied are in a range of 320 to 340 pm, greater than the Au(I)-Au(I) distances.

The experimental and theoretical work showed the coexistence of aurophilic interaction and hydrogen bonding (HB). These interac-

tions participate as building forces in the supramolecular structures. We have studied both interactions in the model systems:

[(AuNH3Cl)2], [(AuNH(CH3)2Cl)2], [{Au2(u-SH)(PH2O)(PH2OH)}2], [H2P(OH)AuCl]2 and [H2P(OH)AuPH2(O)]2 at the HF and MP2

levels[112,114] (Figure 3G). It was determined that the aurophilic interaction has the same magnitude of a hydrogen bonding. HB

increased its strength by the presence of an aurophilic contact. As shown in Table 3, both interactions produce a synergistic effect when

they are present in the same system.

To conclude this section, we have explored the relationship of the electronic structure and spectroscopic properties of [Au2(CS3)2]
−2,

[Au2(pym-2-S)2] (pym = pyrimidethiolate), [Au2(dpm)2]
+2 (dpm = bis(diphosphino)methane), ½AuðCNÞ2�−nn (n = 1-3) and [Au3(CH3N = COCH3)3]n

(n = 1-4), which were studied using DFT[125–127] (Figure 3H,I). The absorption spectrum of these binuclear gold(I) complexes [Au2(CS3)2]
−2,

[Au2(pym-2-S)2] and [Au2(dpm)2]
+2 was calculated by single excitation time-dependent (TD) method at the B3LYP level.[125] All complexes showed

a 1(5dσ* ! 6pσ) transition associated with a metal–metal charge transfer (MMCT), which is strongly interrelated with the gold–gold distance. Sim-

ilar results are obtained for the clusters ½AuðCNÞ2�−nn (n = 1-3) at the TD-B3LYP level, showing a 1(5dσ* ! 6pσ) transition associated with MMCT

that is strongly interrelated with gold-gold contacts.[126] Finally, the [Au3(CH3N = COCH3)3]n (n = 1-4) were studied at the MP2, B3LYP and

PBE.[127] In Figure 4 are depicted the MMCT for three complexes. Theoretical calculations at the MP2 level are in agreement with experimental

geometries and aurophillic attraction, and to a lower extent with PBE. In all models, the values calculated by theoretical methods are in agreement

with experimental range.

TABLE 3 Au-Au distances and hydrogen bonding (HB) geometries for complexes at the HF and MP2 levels. Distances in pm, interactions energies,

V(Re), in kJ/mol. Donor (D) and acceptor (A) atoms refer to the HB

System Method Au-Au D-A H-A AMMA� V(Re)

[(AuNH3Cl)2]
[112] MP2 238.8 329.5 233.9 180 � −90.3

HF 352.3 352.9 257.3 180 � −86.2

[(AuNH(CH3)2Cl)2]
[112] MP2 314.1 338.1 274.4 146.5 � −74.6

HF 366.9 387.7 325.9 145.5 � −37.3

[{Au2(u-SH)(PH2O)(PH2OH)}2] MP2 296.1 249.6 154.4 55.4 �a −273.9

HF 327.8 256.9 165.2 51.7 �a −231.8

[H2P(OH)AuCl]2
[114] MP2 310.3 314.4 218.5 180 � −93.6

HF 348.2 344.5 249.1 180 � −54.8

[H2P(OH)AuPH2(O)]2
[114] MP2 316.8 269.5 181.6 180 � −110.7

HF 353.4 301.0 219.8 180 � −67.9

aP-O—O-P.
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FIGURE 4 Principal electronic transition in the same complexes: 1(5dσ* ! 6pσ) metal–metal charge transfer (MMCT)

FIGURE 5 Metallaphillic interactions in systems (a) [Au(C6H5)2][Tl(OPH3)2], (b) [Pt(PH3)3Tl]
+, (c) [AuCl(PH3)2]Tl

+ , (d) [Pt(NH3)4][Au(CN)2]2, (e) [Au

(C6H5)2][Cu(py)2(NCH)] and [Cu(NCH)2][Au(C6H5)2]–[Cu(NCH)2][Au(C6H5)2], (f) [Hg3(o-C6F4)3]-{Au3(μ-C(OEt) = NC6H4CH3)3}
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3.2 | Metallophilic interactions

One of the first systems involving metallophilic interactions that we studied was the complex [Au(C6Cl5)]2[Tl(OPPh3)] with a d10-s2 Au(I)-Tl

(I) unsupported contact.[97,98] For this purpose, we used a reduced model of the type [Au(C6H5)2][Tl(OPH3)2] at the HF and MP2 levels

(Figure 5A). Quasirelativistic (QR) and nonrelativistic (NR) calculations were performed to study the nature of the intermetallic Au(I)-Tl

TABLE 4 Optimized M-M´ metallophillic interactions. Distance Re in pm and interaction energy V(Re) in kJ/mol

System Method M-M´ (Re) V(Re)

[Au(C6Cl5)]2[Tl(OPPh3)]
[97] MP2(QR)a 302.8 −275.7

HF(QR) 336.2 −227.4

MP2(NR)b 313.1 −217.0

HF(NR) 400.3 −159.5

[Pt(PH3)-Tl]
+[128] HF 279.9 −134.1

MP2 266.9 −202.6

MP3 281.3 −136.1

MP4 275.6 −205.5

CCSD 279.2 −171.6

CCSD(T) 277.3 −203.6

[AuCl(PH3)2]-Tl
+[129] HF 316.3 −36.8

MP2 285.1 −97.7

MP4 286.6 −96.6

CCSD(T) 292.7 −80.8

a Quasi-relativistic (QR).
b Non-relativistic (NR).

TABLE 5 Optimized M-M´ distance, Re, in pm and interaction energies (V(Re)), in kJ/mol

System Method M-M´(Re) V(Re)

[Au(C6H5)2]···[Cu(py)2(NCH)] [131] MP2 259.1 −216.5

HF 271.6 −189.2

[Au(C6H5)2]···[Cu(NCH)2]
[131] MP2 272.2 −348.8

HF 311.5 −333.2

[Cu(NCH)2][Au(C6H5)2]···[Au(C6H5)2][Cu(NCH)2]
[131] MP2 274.0 −64.9

HF a

[Cu(NH3)2][AuH2]···[AuH2][Cu(NH3)2]
[131] MP2 297.4 −2.6

HF a

[Cu(NH3)2][AuH2]···[Cu(NH3)2][AuH2]
[131] MP2 296.6 −36.6

HF 370.3 −23.3

[AuH2][Cu(NH3)2]···[Cu(NH3)2][AuH2]
[131] MP2 a

HF a

[Hg3(C6F4)3]·{Au3(μ-C(OEt)=NC6H4CH3)3}
[132] HF 396.3 −8.4

MP2 329.5 −265.5

SCS-MP2 331.6 −118.2

PBE 362.5 −26.6

PBE-D3 336.9 −200.4

TPSS 347.0 −17.2

TPSS-D3 327.6 −251.4

[Hg3(C6F4)3]·{Au3(μ-C(OEt)=NC6H4CH3)3} 2
[132] HF 406.9 −15.9

MP2 325.4 −456.3

SCS-MP2 330.5 −175.8

PBE 363.5 −13.9

PBE-D3 337.9 −381.6

TPSS 347.2 −22.7

TPSS-D3 328.5 −446.3

aNo minimum.
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(I) interactions, which were consistent with the presence of a high ionic contribution (80%) and dispersion-type (van der Waals) interaction with

a charge-transfer contribution (20%) when relativistic effects were taken into account (see Table 4). The TD-B3LYP calculations are in agreement

with the experimental excitation spectra for the complex and confirm the excitation behavior as a function of the Tl(I) geometrical environment.

To complement the about present studies, two additional complexes with d10-s2 interactions were analyzed by our group. These were [Pt

(PH3)3Tl]
+ and [AuCl(PH3)2]Tl

+ complexes,[128,129] which were modeled by methods HF, MPn (n = 2-4), CCSD and CCSD(T) (see Figure 5B,C). We

found that the changes in the geometry in both models are sensitive to the electron correlation energies. It is interesting to note in Table 4, the

obtained interaction energy differences in the equilibrium distance (Pt-Tl and Au-Tl) range from 134 a 205 kJ/mol and 37 to 98 kJ/mol, respec-

tively. In both models was verified that mainly the charge-induced dipole and dispersion terms predominate, being the charge-induced dipole term

(R−4) the principal contribution to the stability of the complexes. The dispersion interaction (R−6) is smaller, but not negligible.

Also, we have studied other heavy metals (Ag(I), Pt(II), Pd(II), etc.) containing heterometallic systems in which short closed-shell metal–

metal interactions of the type d10-d8 and d8-d8. The electronic structure and the spectroscopic properties of [Pt(NH3)4][Au(CN)2]2, [Pt

(NH3)4][Ag(CN)2]2, [Pt(CNCH3)4][Pt(CN)4], and [Pt(CNCH3)4][Pd(CN)4] (see Figure 5D) were studied at the HF, MP2, B3LYP, and PBE

levels.[130] In all the complexes, it was found that the nature of the intermetal interactions (metallophilicity) is consistent with the presence

of a high-ionic contribution (90%) and a dispersion-type interaction (10%). The absorption spectra of these complexes were calculated by

the single-excitation TD-DFT method at the HF, B3LYP, and PBE levels. The [Pt(NH3)4][M(CN)2]2 (M = Au, Ag) complexes showed a 1(dσ*!
pσ) transition associated with a metal–metal charge transfer. On the other hand, the [Pt(CNCH3)4][M(CN)4] (M = Pt, Pd) complexes showed

a 1(dσ* ! π*) transition associated with a metal-to-metal and ligand charge transfer (MMLCT). The values obtained theoretically are in con-

cordance with the experimental range.

To conclude this section, we present the discussion of systems with the d10-d10 type of interaction between Au(I) and Cu(I) or Hg(II) which

we have described in different systems.[131] In this context, model compounds are normally used to study the metallophilic attraction between

gold and copper atoms. Then, ab initio calculations on dimers and tetramers in different distributions of the simplified ligands were analyzed.[131]

Table 5 summarizes the geometric parameters and interaction energies for these systems. We included reduced models of dimers and tetramers

with the general formula: [Au(C6H5)2][Cu(py)2(NCH)], [Au(C6H5)2][Cu(NCH)2], [AuX2][Cu(NH3)2] (X = H,Cl), [Cu(NCH)2][Au(C6H5)2]–[Cu(NCH)2]

[Au(C6H5)2], [Cu(NH3)2][AuH2]–[AuH2][Cu(NH3)2], [Cu(NH3)2][AuH2]–[Cu(NH3)2][AuH2] and [AuH2][Cu(NH3)2]–[Cu(NH3)2][AuH2] (see Figure 5E).

An attractive interaction is found for all models and there is a reasonable agreement between the experimental and theoretical geometries. More-

over, the electronic structure [Hg3(o-C6F4)3]{Au3(μ-C(OEt)=NC6H4CH3)3}n (n = 1, 2) adducts were studied at the HF, MP2, SCS-MP2, DFT and

FIGURE 6 Interaction between molecule and heavy metal (a) Au(0)-CO, (b) Au(0)-Ethylene, (c) [Hg3(o-C6F4)3]n{benzene} (n = 1,2), (d)

{Au3(CH3N = COCH3)3}n{2,4,7-trinitro-9-fluorenone} (n = 1,2), (e) [Au3(μ-C(OEt) = NC6H4CH3)3]2-(C6F6), (f) [Hg(C6F5)2]2-{L}, [Hg3(o-C6F4)3]2{L}
(L = naphthalene, biphenyl, fluorene), (g) thiophenols-gold(111) interaction, (h) MPc-Au58 (M = Fe,Co)
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DFT-D3 levels.[132] In the [Hg3(o-C6F4)3]{Au3(μ-C(OEt)=NC6H4CH3)3}n (n = 1, 2) complexes, the metallophilic intermolecular interaction takes

place between Hg–Au. Pair-wise energies of 85.7, 39.4, 78.1, and 57.9 kJ/mol were found at the MP2, SCS-MP2, TPSS-D3, and PBE-D3 levels

using the [Hg3(o-C6F4)3]-{Au3(μ-C(OEt)=NC6H4CH3)3} model (see Figure 5F). The same trend is maintained for the [Hg3(o-C6F4)3]{Au3(μ-C(OEt)

=NC6H4CH3)3}2 model: 73.4, 29.3, 70.6, and 61.3 kJ mol/1 by MP2, SCS-MP2, TPSS-D3, and PBE-D3, respectively.

TABLE 6 Optimized M-C interactions. Distance Re in pm and interaction energy V(Re) in kJ/mol

Complex Method M-C (Re) V(Re)

AuC2H4
[133] MP2 248.3 −24.3

MP3 295.8 −4.4

MP4 273.4 −7.9

CCSD 278.2 −8.0

CCSD(T) 268.8 −13.1

Auco [134] MP2 197.5 −26.4

MP4 199.8 −24.3

CCSD(T) 205.9 −13.5

[Hg3(C6F4)3]{benzene}
[135] HF 410.6 −12.8

MP2 338.4 −46.6

PBE 361.4 −29.2

{Au3(CH3N = COCH3)3}{2,4,7-trinitro-9-fluorenone}
[136] HF 401.0 −17.8

MP2 292.3 −105.3

PBE 304.0 −24.9

[Au3(μ-C(OEt)=NC6H4CH3)3]2-(C6F6)
[137] B3LYP 376.0 −44.1

PBE 360.9 −86.1

TPSS 368.8 −69.0

B3LYP-D3 345.0 −108.1

PBE-D3 334.9 −147.8

TPSS-D3 331.4 −164.8

[Hg3(C6F4)3]2-(naphthalene)
[132] HF 359.1 −29.9

MP2 339.5 −214.4

SCS-MP2 340.1 −122.5

PBE 344.1 −15.7

PBE-D3 341.6 −105.7

TPSS 396.7 −4.3

TPSS-D3 344.6 −98.1

B97 402.1 −3.8

B97-D3 374.9 −70.9

TABLE 7 Interaction energies between Au42 and para substituted thio-, seleno- and tellurophenols.[138,139] The energies listed correspond to the

total interaction energies (ΔEint(TPSS-D3) and without the dispersion contribution (ΔEint(TPSS). The percentage of dispersion term is included.
Interaction energies in kJ/mol

Au42-XH (X = S, Se, Te)
(ΔEint(TPSS-D3) (ΔEint(TPSS) % dispersion

S Se Te S Se Te S Se Te

Au42-XHC6H4NH2 −160.9 −185.2 −203.9 −34.7 −27.6 −38.5 78.6 85.1 81.1

Au42-XHC6H4OCH3 −179.7 −180.9 −200.2 −34.3 −21.7 −32.2 81.0 88.0 83.9

Au42-XHC6H4CH3 −162.2 −170.1 −190.6 −28.0 −14.6 −28.0 82.8 91.4 85.3

Au42-XHC6H5 −147.6 −160.5 −185.6 −25.1 −14.6 −30.1 83.1 90.8 83.8

Au42-XHC6H4F −144.2 −142.9 −168.9 −22.2 −10.0 −25.5 84.7 93.0 84.9

Au42-XHC6H4Cl −122.1 −167.2 −191.4 −22.6 −11.7 −27.6 81.6 93.0 85.6

Au42-XHC6H4OCOCH3 −147.1 −146.3 −171.8 −20.1 −6.30 −22.6 86.2 95.7 86.9

Au42-XHC6H4CF3 −145.5 −143.8 −170.1 −15.5 −2.09 −19.6 89.4 98.5 88.5

Au42-XHC6H4CN −146.7 −158.4 −181.4 −17.1 −5.85 −20.1 88.2 96.3 88.9

Au42-XHC6H4NO2 −128.3 −157.2 −182.7 −14.6 −7.11 −23.8 88.7 95.5 87.0
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3.3 | Interaction between molecule and heavy metal

The complexes of transition metal (M) with a small ligand, for example, hydrocarbons (ethylene) and CO, deserves considerable interest because

of their relevance in bond activations and other catalytic processes. In this context, we have studied the dependence on the attraction Au(0)-CO

and Au(0)-Ethylene from MP2 to CCSD(T) levels[133,134] (see Figure 6A,B). In both models, oscillations in the equilibrium Au-C distance are sensi-

ble to the electron correlation potential. Au-C distances and interaction energies in these complexes are summarized in Table 6. The dispersion

interaction is the principal contribution to the stability, with a low contribution from the induction term.

We have continued studying the interaction of Metal-Carbon in inorganic systems of the type [Hg3(o-C6F4)3]n{benzene} (n = 1,2) and

{Au3(CH3N = COCH3)3}n{2,4,7-trinitro-9-fluorenone} (n = 1,2)[135,136] (Figure 6C,D). The electronic structure and spectroscopic properties were

studied at the HF, MP2 and PBE levels. Secondary π-interactions (Metal-Carbon) were found to be the main contribution to short-range stability

in the complexes that have been studied. Specifically, at the MP2 and PBE levels equilibrium Hg–C distances of 338.4 and 361.4 pm; and interac-

tion energies of 46.6 and 29.2 kJ/mol were found with n = 1, respectively. Moreover, Au-C equilibrium distances of 292.3 and 304.0 pm and

interaction energies of 105.3 and 24.9 kJ/mol were found at the MP2 and PBE with n = 1, respectively, and are evidenced in Table 6. Also, a spe-

cific mention corresponds to the study of the sandwich system [Au3(μ-C(OEt)=NC6H4CH3)3]2-(C6F6)
[137] (see Figure 6E). The electronic structure

of this complex was studied at the B3LYP, PBE and TPSS levels including the Grimme's dispersion correction (D3) (Table 6). Weak π-interactions

(Au-C6F6) were found to be the main contribution for short-range stability in the models, but only when the dispersion (D3) correction was

invoked. Here, we have been able to verify the importance of dispersion in DFT calculations.

Other Metal-π systems which have been studied by our group are referred to [Hg(C6F5)2]2–{L}, [Hg3(o-C6F4)3]2{L} (L = naphthalene, biphenyl,

fluorene) adducts[132] (see Figure 6F). These were studied at the HF, MP2, SCS-MP2, DFT, and DFT-D3 levels. The intermolecular interactions

among the fragments were analyzed using the levels of theory already proposed. The van der Waals interactions between mercury and arene

(Hg–arene) were found to be the main short-range stability contribution in the complexes. At the MP2, SCS-MP2, and DFT-D3 levels, equilibrium

Hg–C distances are between 360 and 310 pm. The pair-wise energies were found to be between 18.0 and 6.0 kJ/mol. The results for the complex

are listed in Table 6 for [Hg3(o-C6F4)3]2 {naphthalene}, which is representative for the rest of the systems studied.

In recent years, we have focused our attention in the interaction of inorganic molecules on a surface of gold representing the (111) crystal plane

of an electrode. The interaction of thiol and thiolate containing molecules with gold (S–Au) has gained increasing interest because of its applications

in molecular electronic devices and catalysis due to the high affinity of sulfur to gold surfaces.[138] The thiol moiety is deprotonated after binding to

gold, hence, we have carried out a comparative study of the S–Au bond strength between several neutral and deprotonated aromatic–sulfur systems

in their anionic and radical forms with a detailed description of the nature of this interaction. We have used the DFT methodology at the TPSS and

TPSS-D3 levels. The study was performed by means of computational chemistry methods, using a cluster of 42 Au atoms as a model for the

Au(111) surface that allowed us to provide new chemical insights to control the S–Au interfaces interaction strength (see Figure 6G).[138] Our results

revealed that the thiophenols–gold interaction is mainly dispersive where the interaction energies range between 130 and 180 kJ/mol (see Table 7).

The radical and anionic thiophenolates–gold interaction increases due to a strong charge transfer character, depicting interaction energies in the

range of 210 to 230 kJ/mol and 260 to 385 kJ/mol, respectively. These results suggest that for the anionic thiophenolate the binding strength can

be tailored according to the electron–donor capabilities of the ligand which in turn can be finely tuned by several substituents.

TABLE 8 Adsorption Energies (ΔEint) in kJ/mol between MPc and Aun (M = Fe, Co; n = 26, 58) with counterpoise correction (CP) [140]

System Method ΔEint
FePc-Au26 PBE −16.3

PBE-D3 −265.4

TPSS −0.8

TPSS-D3 −362.8

CoPc-Au26 PBE −15.0

PBE-D3 −257.9

TPSS 0.4

TPSS-D3 −355.7

FePc-Au58 PBE −28.4

PBE-D 3 −385.8

TPSS 0.8

TPSS-D3 −508.7

CoPc-Au58 PBE −15.5

PBE-D3 −369.5

TPSS −5.4

TPSS-D3 −504.9
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The results presented above set the grounds to study the analogous compounds of selenophenol and tellurophenol-derivatives with the

Au(111) surface to gain information toward potential new gold-based materials.[139] The results are shown in Table 7. The result revealed

that tellurium in the anionic state provides complexes of better thermodynamic stability by 50 kJ/mol, when compared with the strongest

sulfur–gold complex, also in the anionic state. Furthermore, this indicates that the anionic ligand is probably the dominant state for both

selenium and tellurium as observed previously for sulfur.[139] This is a very good example of the importance of the dispersion term in the

control of the weak interactions. Finally, our main findings suggest that exchanging sulfur with selenium or tellurium involves an important

increase of the interaction strength, thus, making these selenophenol and tellurophenol derivatives attractive for the development of new

functional materials.

Other systems studied on a cluster of gold were the metallophthalocyanines (MPc). In this concern, here we present a quantum chemical

study of the formation of supramolecular complexes based on the adsorption of MPcs on gold substrates and the effect of the substrate on

their electronic properties. For this purpose, we used iron- (FePc) and cobalt-phalocyanines (CoPc). To model the gold surface we used two

gold clusters of different sizes, given by Au26 and Au58 accounting for gold electrode Au(111) surface[140] (see Figure 6H). Thus, both elec-

tronic and binding strength features of the adsorption process between the complexes were analyzed in detail in order to gain a deeper

description of the nature of the MPc-Au(111) formation, by using DFT calculations, at the PBE and TPSS levels including the dispersive (D3).

The results are shown in Table 8. Our results show that dispersion forces rule the MPc-gold interaction, with binding strengths ranging

between 255 and 640 kJ/mol.

The systems described in this section, as in the previous two, allowed highlight the importance of the dispersion effect. This interaction

together with others, such as bonding hydrogen and π-π, generates a substantial number of complexes with unique properties.[141,142]

4 | CONCLUSION AND OUTLOOK

The systems chemistry study here showed the importance of the noncovalent interactions in the context of supramolecular chemistry. The princi-

pal interactions mentioned in the systems chemistry were aurophillic, metallophillic, and molecule-heavy metal. Those systems have a structural

orientation which is defined by certain forces that predominate in the associations among molecules. The forces that predominate in the majority

of the systems studied were dispersion term. The dispersion produces geometric structures through intra- and intermolecular interactions

physical-chemistry properties reflecting certain behaviors in electrical and optic. Here, we have shown the importance of the quantum theoretical

modeling in the design of the supramolecular system and as can understand the experimental results.
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