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Traffic congestion is becoming increasingly common in big cities, which leads to a significant
increase in travel times. Routing-systems work finding the best paths for either a vehicle or
a fleet, allowing a more efficient operation. Thus they play an important role in avoiding
delays caused by traffic congestion. These routing-systems will make better decisions if they
incorporate all available information (current and historical); more specifically, the optimal
path needs to be calculated considering both the current traffic state and a dynamic model
that characterizes the stochasticity of the future traffic evolution (based on historical data).
Typically, this problem is called Dynamic-Stochastic Shortest Path Problem in the transport
systems literature.

The development of routing-systems for Electric Vehicles is particularly important because
they are considered the most promising alternative to internal combustion engine vehicles.
Finding the optimal path for an Electric Vehicle is more challenging than for conventional
vehicles since, in general, the fastest path for electric vehicles is not necessarily the optimal
path from the energetic point of view due to they can recover energy during braking; thus,
the variables of travel time and energy consumption both need to be incorporated in the
decision-making process.

In this thesis, a real-time solution strategy for the Electric Vehicle Dynamic Stochastic
Shortest Path Problem (DSSPP) is proposed, which is based on a Prognosis Decision Making
approach. It allows the optimization of the travel time, energy consumption, or both. The
proposed decision-making algorithm consists of three major steps. In the first step, a set
of path candidates are selected using an ad-hoc heuristic. In the second step, each path
candidate is evaluated using a Prognosis-based Particle Filter; it allows to estimate the
probability density functions for travel time and energy consumption, and incorporates the
current traffic state and a characterization of the future evolution. Finally, the optimal path
is chosen as the minimum of a function of cost that incorporates the expected value of travel
time and energy consumption.

The proposal is analyzed by a simulation study, which shows that the DSSPP can be
properly solved by the proposed routing strategy. In addition, the results show that periodic
path updates, which are calculated en-route, can generate a reduction in both travel time
and energy consumption. In other words, the incorporation of real-time traffic information
into the decision-making process allows a more efficient electric vehicle operation. Moreover,
the results show a trade-off (with regard to mean values) between the travel time and energy
consumption because, generally, the fastest path has the highest energy consumption.
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La congestión en el tráfico vehicular es cada día más común en las grandes ciudades, lo que
conduce a un significativo incremento en los tiempos de viaje. Los sistemas de ruteo trabajan
en la búsqueda de rutas óptimas (minimizando tiempos de viaje o costos en general), ya
sea para un vehículo o una flota. Por consiguiente, los sistemas de ruteo juegan un rol
fundamental para evitar los grandes retrasos causados por la congestión. Dichos sistemas
de ruteo deben ser capaces de incorporar toda la información disponible (actual e histórica)
en el proceso de toma de decisiones; es decir, decidir una ruta óptima no solo considerando
la situación actual, sino también posibles modelos de evolución basados en datos históricos.
Típicamente en la literatura de transporte este problema es llamado Problema Dinámico-
Estocástico de ruta más corta. Particularmente, es de interés desarrollar sistema de ruteos
para vehículos eléctricos; debido a que estos son considerados la alternativa más prometedora
al recambio de los vehículos convencionales. Esto conlleva un desafío, ya que en el caso de
vehículos eléctricos, la ruta más rápida no necesariamente es la más óptima desde el punto de
vista energético; por lo cual ambas variables (tiempo de viaje y consumo energético) deben
ponerse en la balanza al momento de realizar la toma de decisiones.

En el presente trabajo una estrategia en tiempo real para el Problema Dinámico-Estocástico
de ruta más corta para un vehículo eléctrico es presentada. Esta estrategia consiste en un
enfoque de toma de decisiones basadas en pronóstico. El algoritmo propuesto funciona por
etapas. En la primera etapa, un conjunto de rutas candidatas son seleccionadas mediante
una heurística diseñada ad-hoc para este propósito; ésta garantiza una rápida ejecución y
diversidad en las soluciones. Luego, cada candidata es evaluada mediante Pronóstico basado
en Filtro de Partículas; esto permite realizar una predicción del tiempo de viaje y consumo
energético incorporando información actual del tráfico y una caracterización de la evolución
futura del tráfico. Finalmente, la ruta óptima es decidida minimizando un funcional de costo
que incorpora en el valor esperado del tiempo de viaje y consumo energético.

La estrategia de ruteo es analizada mediante un estudio por simulaciones, el cual corrobora
que el problema en estudio puede ser resuelto efectivamente mediante la por la estrategia
propuesta. Además, los resultados muestran que realizando toma de decisiones en ruta (es
decir, actualización de ruta óptima periódicamente) se puede reducir los tiempos de viaje y
el consumo energético. En otras palabras, las actualizaciones en ruta permiten una operación
más eficiente de los vehículos eléctricos. Adicionalmente, los resultados advierten un trade-
off entre el tiempo de viaje y el consumo eléctrico. Ello pues en general, la ruta más rápida
conlleva un mayor gasto energético. Por lo último, se resalta la importancia de tener claridad
respecto a que es más prioritario al momento de tomar decisión de ruta: tiempo de viaje o
consumo de energía, pues aquello definirá la ruta óptima a seguir.
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Chapter 1

Introduction

In road networks, factor such as traffic congestion, traffic incidents, and weather lead to an
increase in travel times in urban areas [1]. One study [2] showed that, on average, Americans
spend about 34 hours every year in traffic congestion; this has an estimated economic oppor-
tunity cost of about $ 124 billion every year. In this context, using offline information (i.e.
historical data) and/or online information (i.e. real-time information on the current state
of the network) that is obtained from an Intelligent Transportation System, it is possible to
develop routing-systems that allow significant reductions in travel times [3–5]. These routing
systems work finding the best paths for either one vehicle or one fleet, so they can be em-
ployed for diverse applications including emergency vehicles, delivery vehicles, or cabs. These
routing strategies need to be able to incorporate all available information (such as current
network states, traffic dynamics and traffic stochasticity) in order to find the best possible
solutions, and solve the optimization problem in real-time; thus designing routing-system is
not easy tasks. The problem with finding the optimal path, while considering the dynamic
and stochasticity of the system is called Dynamic and Stochastic Shortest Path Problem
(DSSPP) in the transport literature.

Particularly, it is relevant the development of routing systems for Electric Vehicles (EVs)
because they are considered the most promising alternative to internal combustion engine
vehicles in the endeavor towards a cleaner transportation sector [6]. In this context, EVs
are starting to become a reality in some countries, such that Norway and Iceland [7]. Even
more, the total number of EVs around the world has been increasing in the last year, this
fact is shown in Figure 1.1. In spite of this positive trend, there are two barriers that limit
the Electric Vehicle (EV) adoption: autonomy and anxiety range [8–10]. The autonomy or
driving range can be defined as the maximum distance allowed by a fully charged EV battery,
whereas the range anxiety is the driver fear that the EV battery will deplete while driving
[8]. To address these issues an interesting alternative is the development of strategies that
help to extend driving range (e.g. strategies of minimization of energy consumption) [11].
Additionally, proving driving range predictions (before departure) can help to reduce the
range anxiety due to the driver will know in advance how much energy the EV may spend
to reach the destination [11].
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Figure 1.1: Total global EV fleet (excluding electric buses) in 2010 – 2017 ( adapted from
[12] ).

An EV routing system should allow the efficient operation of EVs, helping to reduce travel
times and electric energy consumption. Finding the optimal path for an EV is more challeng-
ing than for conventional vehicles since, in general, the fastest path for electric vehicles is not
necessary the optimal path from the energetic point of view due to they can recover energy
during braking [13]; thus, the variables of travel time and energy consumption both need to
be incorporated in the decision making process. In addition, both EV and road models play
an important for EV routing systems because the path consumption is highly dependent on
the EV characteristics; elevation profile; velocity profile; and acceleration profile due to EVs
can even recover some energy during braking. Therefore, the incorporation well-detailed EV
and road models are key in the decision making process.

It is essential to note that depending on the context or application field, the drivers can be
interested in to minimize the travel time and/or the energy consumption. For instance, when
emergency vehicles have to attend emergencies, they are solely interested in to minimize the
travel times, whereas when a delivery driver is transporting a package with enough time,
probably the driver choose the path that minimize the energy consumption. Even the same
user in different context can choose different objective. For example, let suppose a driver
who is driving to its work, if the driver has enough time, probably he chooses minimize
energy consumption, whereas if he is late, he will choose minimize the travel time. The
examples commented above showed that the routing systems should be able to achieve the
minimization of the travel time and/or the energy consumption, and so users can choose
their objective according to their priorities.

Furthermore, there are two approaches that can be used to address the DSSPP, which
differentiate in the time when the solution algorithm is computed. The first approach is to
compute the solution path before departure, whereas the second is to compute ( and update
) the solution path en-route [14]. Basically, in the second approach the solution path is
continuously being updated as long the path is traveled, thus the computing time is more
limited and real-time execution algorithms are needed. The main motivation to re-compute
the optimal path en-route is that the availability of new traffic information because it may
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enable to find a better path. For instance, if a non-recurring event has been occurred which
may generate delay in the travel time, it is possible to compute a new path en-route in order
to avoid this possible congestion.

Considering the increasing importance of reducing travel times and of optimizing EV
operation, this works is focused on to treat both issues jointly. In the present work, the
problem will be solved by a Prognostic Decision Making approach.

1.1 Hypotheses

This work focuses on the study and design of a real-time strategy for the Electric Vehicle
Dynamic and Stochastic Shortest Path Problem (EV-DSSPP), based on a Prognostic Decision
Making (PDM) approach. Thus, the following hypothesis will be tested:

1. The real-time EV-DSSPP can be solved effectively by a PDM approach incorporating
consumption model, a road model, historical and real-time traffic information (recurrent
and non-recurrent traffic congestion).

2. Updating the paths en-route offers higher performance in terms of travel time and
energy consumption than solely using the optimal solution computed before departure.

1.2 Objectives

1.2.1 General objective

To design, implement and test a real-time strategy for EV-DSSPP based on a PDM approach
that incorporates information from: EV energy consumption model, road model, historical
and real-time traffic information (recurrent and non-recurrent traffic congestion).

1.2.2 Specific objectives

The general objective can be separated into the following specific objectives:

1. To design and implement a model for stochastic traffic simulation incorporating recur-
rent and non-recurrent congestion.

2. To design and implement an EV energy consumption model that incorporates road
information (e.g. inclination, velocity, distance, road type) and EV characteristics.

3. To design, implement and test a real-time strategy for the EV-DSSPP based on a PDM
approach.

3



1.3 Thesis organization

This thesis is organized as follows. Chapter 2 provides a theoretical framework of Graph
Theory and Prognostics that are essential for the understanding of the present work. In
addition, it presents a brief literature review of EV-DSSPP, which is useful to motivate the
present work and to highlight which are the main contributions. Chapter 3 introduces the
models employed to develop this work: road networks, traffic and EV energy consumption
model. Chapter 4 presents in depth the proposed PDM approach for EV-DSSPP. Chapter
5 shows the results and analysis of the simulation experiments. Finally, Chapter 6 presents
the work’s conclusions and perspectives for future research.

4



Chapter 2

Theoretical Framework

This chapter presents a brief introduction to several theoretical concepts and methods that
constitute relevant background for this work.

2.1 Graph Theory

Graph Theory focuses on the study of abstract objects called graphs, and applications thereof
in the modeling of real issues. There are a great variety of application fields including,
operations research; transports; electrical networks; chemistry; and computer science [15,
16]. In this section some important concepts of Graph Theory related to Road Network
applications will be introduced because, this application field is directly linked to the present
work. The following concepts will be introduced using the definitions presented in [17, 18].

A graph G consists of an ordered pair G = (V,E), where V is a finite set of nodes (also
called vertices) and E is a finite set of edges. The edges are connections between two nodes;
thus any edge e can be represented by an ordered pair (vx, vy), where vx and vy are the two
nodes that are connected by e.

If each edge has a direction, then the graph is called a directed graph. In addition, for
an edge e = (vx, vy) in a directed graph, we say that vx is the start of the edge, and vy is
the finish. Usually, the directed graph are represented by diagrams in which the nodes are
circles, and the edges are arrows (see Figure 2.1).

5
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Figure 2.1: Graphical representation of directed graphs. The nodes are represented by enu-
merated circles, while the edges are represented by arrows, where the arrow head indicates
the edge direction.

If (vx, vy) ∈ E, it is said that vx and vy are adjacent. Thus, the adjacency matrix of G
denoted as A(G) can be defined as follows:

aij =


1 if xi is adjacent to xj

0 Otherwise
(2.1)

In many applications, it is essential to define a positive function W : E −→ R+ ∪ {0}, with
the aim of assigning a weight to each edge. The weight can model different quantities, such
as, travel time, cost, or energy consumption. Particularly, if W is not time-variant, W is
defined as a fixed matrix, as follows:

wij =


W (vi, vj) if vi is adjacent to vj

0 Otherwise
(2.2)

In the context of directed graphs, a path P is defined as a sequence of nodes P =
(v1, · · · , vn), where (vk, vk+1) ∈ E,∀k = 1, · · · , n − 1. In addition, it can be described as
a sequence of edges S = (e1, · · · , en−1), where ek = (xk, xk+1). We say that P is a loopless
(also called simple) path if it does not have repeated nodes. The distance of a path P is
defined as:

d(P ) =
∑
e∈P

W (e) (2.3)

6



Note that the distance can be represented by other quantities, such as travel time or cost,
among others.

The concepts mentioned above will be illustrated in Figure 2.2. In this figure, two possible
loopless paths that go from 1 to 4 are highlighted, one in red color and the other in blue.
The distance of the red path can be calculated as:

Cred =
∑

e∈{(1,2),(2,3),(3,4)}

w(e)

= w12 + w23 + w34

= 3 + 2 + 1

= 6

(2.4)

Using the same method of calculation, the weight of the blue path is 9.

1

2 3 4

56

3

3

2

1

1

4

32

1

4

Figure 2.2: An example of a paths in a directed graph. Two possible paths that go from
node 1 to node 4 are presented (by the red and blue sequences of edges, respectively).

Road Networks are usually modeled by a directed graph, where the nodes represent inter-
sections or crossroads; the edges represent road segments; and the weight edge can represent
any quantity of interest (e.g. travel time, the distance, the cost or flow in the edge).

The above-reviewed example of Figure 2.2 shows that the distance to go from one node to
another depends on the path; therefore, in order to find the best path, under specific criteria
(e.g., cost or time), an optimization problem can be formulated. In the following subsections,
some useful optimization problems for the present work will be reviewed.
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2.2 Shortest Path Problem

In this section some work settings of Shortest Path Problem will be reviewed.

2.2.1 Shortest Path Problem: a basic formulation

Shortest Path Problem (SPP) is on finding a path with minimum distance, time or cost
from the source node to the destination. In this case the length of each arc is treated as a
deterministic and static quantity, namely, each value is a known and is not time-dependent.
More formally this problem can be described as follows.

Let be G = (V,A,W ) a directed graph , where V is the set of nodes, A is the set of edges,
and W is the edge weight matrix. The set of outgoing and incoming edges of node i are
denoted as δ−(i) and δ+(i), respectively. The aim of the SPP is to calculate the shortest path
between two nodes. A standard integer programming formulation to determine the shortest
path from node s to node t is the following [19]:

Min z =
∑
∀(i,j)∈E

wijxij (2.5)

subject to

∑
∀(i,j)∈δ+(i)

xij −
∑

∀(i,j)∈δ−(i)

xji =


1 if i = s

-1 if i = t

0 else
∀i ∈ V (2.6)

xij ∈ {0, 1} ∀(i, j) ∈ A (2.7)

where, wij ≥ 0 is the edge weight, and xij are binary edge variables that take the value 1 if
the edge (i, j) belongs to the path. Constraints 2.6 are flow conservation constraints. Note
that this formulation of SPP is general, in the sense that the optimum can be measured in
different ways (depending on the domain of wij), such as time, distance or cost.

One of the most important and useful methods to solve the SPP is Dijkstra’s Algorithm
[20]; it is shown by a pseudo-code in Algorithm 1. The lines 1-5 are the initiation, where
dist[v] is an estimate distance from s to v and pred[v] is the predecessor of v. The lines
6-13 are the main loop, where at each step (Line 7) the node with the shortest distance, u, is
extracted from Q (being Q a priority queue that is ordered by minimum distance dist[·]),then
it is checked whether the current paths for all the neighbors v of u can be improved by the new
route (s, ..., u, v) (Lines 10-13). This procedure is repeated until u = t (Line 8). Finally, in
the lines 15-20, the optimal path is rebuilt using the save information of the predecessors for
each visited node. To complement the understanding of Dijkstra’s Algorithm, an illustrative
applications example can be reviewed in [21].

The main advantage of this formulation is the easy implementation and fast computing.
The main disadvantage is that in real-word setting, the street networks are not deterministic
and not static. Therefore, in practice applications solving this SPP offers only sub-optimal
solutions.
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Algorithm 1 Dijkstra’s Algorithm
Input : Set of nodes V , Weight Matrix W , Starting-point s, Destination d
Output: Optimal path path∗ , distance of optimal path dist∗

Initiation:
1: for each vertex v ∈ V do
2: dist[v]←∞
3: pred[v]← NIL

4: dist[s]← 0
5: Q← V . Q is a priority queue that is ordered by minimum distance dist(·)

Main Loop:
6: while Q 6= ∅ do
7: u← Extract-Min(Q) . extract the first element of Q
8: if u=t then
9: Go to Line 14

10: for each edge (u, v) do
11: if dist[v] > dist[u] +W (u, v) then
12: dist[v]← dist[u] +W (u, v)
13: pred[v]← u

Rebuild the optimal path:
14: Insert t at the beginning of path∗
15: while pred[u] 6= s do
16: Insert u at the beginning of path∗
17: u← pred[u]

18: Insert s at the beginning of path∗
19: dist∗ ← dist[t]
20: return path∗, dist∗

2.2.2 Dynamic Shortest Path Problem

The Dynamic Shortest Path Problem or also called Time-Dependent Shortest Path Problem is
on finding a path with minimum distance, time or cost from the source node to the destination
in a directed graph G = (V,A,W ). This problem considers that the edge weight matrix W
is time-dependent and its time dependence is known deterministically [22]. The formulation
allows to incorporate the weight time dependency inherent to the network, and thus it can
be used in different fields, such that Transportation management, telecommunication and
logistics management [23]. Particularly, in the case of street networks, usually the travel
time of an arterial is time-variant (see Figure 2.3) due to the high traffic at rush hours
generates a significant increment in travel times.
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Figure 2.3: Example of dynamic travel time in an arterial segment during 24 hours.

There are a great number of publications to treat the Dynamic SPP (e.g. [22–26]). The
main advantage of the time dependency incorporation is that enables to find better solutions
than SPP. For instance, in [26], the authors showed that it was possible to reduce a 36% the
travel time if the Dynamic Shortest Path Problem was solved instead of the static setting.
Nevertheless, the addition of dynamic weights brings about an increment in the computa-
tional cost of the solution algorithms, due to for each time variation new solutions can be
reached and they should be explored for the algorithms. In addition, depending on the sys-
tem an accurate characterization of the dynamic of the weights may be not an easy task. For
example, in the case of a street network, the characterization of travel time dynamic during
the day needs an extensive database.

2.2.3 Stochastic Shortest Path Problem

The Stochastic Shortest Path Problem is on finding a path with minimum distance, time or
cost from the source node to the destination in a directed graph G = (V,A,W ). This problem
considers that the edge weight matrix W is stochastic. The main aim of this formulation
is to capture the inherent randomness of the network due to failures, maintenance or other
reasons. For instance, in the case of street networks (see Figure 2.4) there are random events
such as incidents, vehicle breakdown or bad weather, which greatly affect the reliability of
the network [27].

10



1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24
Time [ H ]

20

25

30

35

T
ra

ve
l T

im
e 

[ 
s 

]

Travel Time

Random Incident

Figure 2.4: Example of a realization of the travel time of a street segment during a day.
In general, the travel time can vary randomly around a certain mean values, nevertheless,
suddenly random incidents can occur, which increment the travel time.

This problem has been extensively studied and there is a vast quantity of publications (e.g.
[27–29]). Similarly with the case of Dynamic Shortest Path Problem, the main advantage of
the stochastic formulation is that enables to find better solutions than the SPP. Nevertheless,
the addition of weight stochasticity increment the computational cost of the solutions due
to different scenarios can be occurred depending on the realizations of the random variables
and they must be explored in the searching of optimal path.

2.2.4 Dynamic and Stochastic Shortest Path Problem

According to [4] the problem of calculating the best path to go from one origin to one
destination in a directed graph G = (V,A,W ) incorporating the dynamics and stochasticity
of the traffic dynamic is known in the literature as the Dynamic and Stochastic Shortest Path
Problem (DSSPP). In other words, this problem considers that W is a random variable and
its distribution is time-dependent.

In the context of road networks, the travel times of road segments are stochastic and
their distributions are time-dependent (due to the daily traffic congestion) [30]. As a result,
for a day the travel times by hour may be similar to the example presented in Figure 2.5,
where for off-peak hours the travel times have a mean value and they fluctuate in the mean
neighborhood, nevertheless, at rush hours the mean increases. Moreover, sometimes it can
occur random incidents that suddenly change the travel time mean. As a result of the inherent
stochasticity and time dependence of the road networks, the DSSPP has been widely studied
in this arena. In the following paragraphs, different works that address the DSSPP will be
reviewed; first the focus is placed on a general problem (DSSPP) and then, it will be on
Electric Vehicle Dynamic and Stochastic Shortest Path Problem (EV-DSSPP).
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Figure 2.5: Example of a realization of dynamic and stochastic travel times in a road segment.
Note that rush hours and random incidents generate a significant increment in travel times.

Kim et al. in [31] formulated the DSSPP as a Markov Decision Process (MDP) and it is
solved via backward induction. They not only studied the shortest path problem, but also the
optimal departure time. The algorithm was tested with real traffic data in a road network that
considers only highways. Their results showed that incorporating real-time traffic information
and historical traffic data into the decision making process can significantly reduce expected
total costs. Nevertheless, for larger networks, the formulation becomes intractable due in
part to the amount of data available that may be useful for optimal route selection. This
issue has been treated in [32] by applications of procedure for identifying traffic data that
have no decision making value. In [33], the authors studied the DSSPP considering traffic
incidents. They assumed a known characterization of incident duration. Then, they modeled
the problem as an MDP, and they solved it using anticipative policies. The underlying idea
is if the decision-maker has information about the occurrence of an incident, the driver can
change the current path in advance to avoid the congestion. Additionally, if the incident is
too far, the driver can evaluate if the congestion will be dissipated before that he or she arrives
to this area. If so, the driver continues by the same path; otherwise, changes to other path.
By simulations, they showed that the optimal anticipatory policy has a higher performance
(in terms of expected cost) than the reactive policies. Nevertheless, in the formulation only
two states of congestion were considered, and the authors mentioned that the complexity of
the algorithm increases exponentially with the number of congestion states.

The work presented in presented in [34] incorporates both recurring and non-recurring
congestion into the DSSPP. The authors formulated the problem as MDP and it is solved
by dynamic programming. For finding the solutions, they took into account historical traffic
data, as well as real-time traffic information to solve the problem. They showed that the
solutions that incorporate real-time traffic information have higher performance than static
path planning methods. Nevertheless, they studied the problem only for a vehicle that every
day has the same starting-point and destination; consequently, they can save computational
resources by precalculating the optimal path for different departure time under recurrent
congestion. On the other hand, under non-recurring congestion, the problem cannot be
solved in real-time using their solution, so they proposed to select the optimal path by a
subgraph that allows a faster execution of their algorithm. Similarly, in [3] the problem is
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studied considering both recurring and non-recurring congestion. It is formulated as an MDP
and is solved by dynamic programming. Additionally, they evaluated the effect of online and
offline information on the performance of the routing decisions. Their results showed that
considering a partial knowledge of the network is enough to obtain satisfactory results in
terms of performance and computing time. Nevertheless, it is only tested in small network.
Also, the computing time increases exponentially with the number of disruption states, thus
it hinders the real-time implementation. This works has been continued in [4], where the
authors tried to solve the dimensionality problem using approximate dynamic programming.
The algorithm is tested in a 100-node network considering five levels of disruption and the
computing time is 0.6 minutes; consequently, the results may be not promising for a real-time
application.

A different approach is presented in [35]. In this case the problem is formulated as a
multiobjective optimization problem whose objectives are: minimize the expected travel
time, variance and the probability of cover the path in a maximum time. This is solved by
a genetic algorithm. The proposal is novel in the sense that a multiobjective is optimized,
nevertheless, the solution algorithm has a high-computational cost, which complicates a real-
time implementation.

Other relevant works are presented in [36], where a survey about dynamic and stochastic
vehicle routing problems is presented.

As it just has seen, the DSSPP has been extensive studied. Nevertheless, in the case of
EV-DSSPP, the literature is rather scarce. In the following paragraph, different works related
to EV-DSSPP will be reviewed.

2.2.4.1 Dynamic and Stochastic SPP for EVs

In [37], EV-DSSPP is studied considering the option of en-route recharging. Intention-Aware
Routing System is proposed, where the idea is to take into account the intention of other
drivers to avoid congestion at charging stations. The problem is formulated as an MDP, and
the optimal policy is computed using dynamic programming. Their results showed that the
proposed algorithm led to an over 80 % improvement in waiting times at charging stations.
This paper studied travels in a road network with long routes (longer than 50[km]), thus the
real-time execution is not studied in depth due to it is not priority for their application. In
addition, they used a simplified EV consumption model, for instance, the authors assumed
that the energy consumption is not affected by the edge travel time; nevertheless, it does not
occur in practice.

In [38], the authors studied the problem of finding an optimal EV path in a network
where trips may require multiple recharging stops. The considered a network where on each
node there is one charging station. Additionally, both the stochasticity of availability of
recharging station and the waiting time are incorporated. In this environment, they looked
for an optimal recharging policy by different heuristic methods. Even though their positive
results, they only are focused on the recharge problem for a long trip and factors such as
recurring or non-recurring congestion were not considered.

13



In [14], the authors addressed the problem of online charging and routing of a single EV
in a road network with stochastic and time-variant travel times. Their aim is to minimize the
expected cost, which is a weighted sum of travel time and charging cost. The problem was
formulated as an MDP, and a solution based on backward recursion was developed. Addi-
tionally, the online proposal was contrasted against an offline solution. Both proposals were
tested on randomly generated networks. Their results showed that using the online algorithm
was a better performance (in terms of travel cost) than offline algorithm. Furthermore, they
studied the computing time of both algorithms as a function of the network size, it showed
that for a 900-node network the computing time of the online algorithm was 2 minutes. Thus,
it may complicate a real-time implementation of the algorithm in a large network.

In [39], the authors treated the eco-routing problem for a EV whose objective is to finding
the route with minimum energy consumption. The consumption model was modelled as
a random variable. In addition, the authors studied different EV models and simulating of
winding speed profiles. The problem is formulated as a stochastic programming model whose
objective is to minimize the expected energy consumption. Then, the relaxed formulation is
solved and the solution are reconstructed by two different, called Local and Global. Their
results showed depending on the EV models or wind profiles, the optimal path was different.
Furthermore, they evaluated the computing time for different network size. It depicted a fast
increment of the computing time as a function of the nodes of the network; consequently,
this fact may hinder a real-time implementation in a large network.

2.2.4.2 Discussion of reviewed researches and contributions of the present work
thesis

In most of reviewed works, the DSSPP is formulated as an MDP and it is solved by algorithms
based on dynamic programming. Nevertheless, this approach brings about dimensionality
problems for large network due to the number of scenarios increases rapidly. This fact is
evidenced by some authors who reported their computing time [4, 14]. The above may
complicate the implementation of this type strategies for real-time applications. Given this
issue, in the present work a strategy will be designed considering the real-time execution as
a priority requirement. The proposed strategy is based on a PDM approach and it has two
main steps. In the first step a set of path candidates is calculated by a proposed heuristic for
K-Shortest path with diversity, whereas in the second step each path candidate is evaluated
in terms of travel travel time and energy consumption in order to decide which is the optimal
path. Each step is designed considering a predefined fixed maximum computation time; as a
result the maximum computation time of the proposed strategy is bounded.

Some works include recurring and non-recurring congestion [3, 4, 34], whereas other are
solely concentrated non-recurring congestion. In spite of their work settings, most of reviewed
works lead to the same conclusion, which is updating decision en-route allows to reduce the
travel times.

On the other hand, in general, the main focus of the reviewed works is to study solution
algorithms for the DSSPP, whereas the energy vehicle consumptions are not explained in
depth. Therefore, if any user is interested in to implement any of the reviewed works in a real-
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word applications, he or she may have problems, due to the works lack of a depth discussion
of how the energy consumption model should be tuned to his/her car. Considering the above,
in this work, not only the proposed optimization algorithm will be described, but also the
EV consumption model and how it is incorporated into the decision making process; thereby
providing a clearer picture about how the solution algorithm can be tuned in a real-word
application.

In the case of EV-DSSPP, the reviewed works are concentrated on solving the problem
considering the recharge option. They treat the EV-DSSPP in a work setting where long
trips need to be accomplished, thus, multiple recharges will be necessary. In this arena,
to solve issues related to when or where to recharge the EV are priority. The works not
only incorporate the stochasticity of travel times, but also the stochasticity associate with
recharge station availability and waiting time in station. On the other hand, EV-DSSPP for
short city trips has not received the same attention, thus in the present work this setting
will be considered. Particularly, recurring and non-recurring congestion will be considered in
the street network. Additionally, factors such as distance and inclination will be taken in to
account in the consumption model.

Summarizing, the main contribution of the present work is:

• The formulation of a routing strategy for EV-DSSPP where real-time execution is a
high priority requirement. This strategy is based on a PDM approach and consists of
two main steps. In the first step a set of path candidates is generated by a proposed
heuristic. In the second step, these candidates are evaluated by a prognostic technique
in order to find which has the best performance in terms of travel time and/or energy
consumption. Note that each step is executed with a predefined fixed maximum com-
putation time, which guaranties that the complete strategy execution has a bounded
computation time. Additionally, factors as: recurring and non-recurring traffic; EV
consumption model that incorporates distance, velocity and inclination are included
into decision making process.

In addition, the minor contributions are:

• The formulation of a fast-computing heuristic for solving K-Shortest Path Problem
with diversity.

• A detailed description of the employed consumption model in terms of the parameters
of the EV, and how this consumption model is incorporated into the decision making
process.

2.3 K-Shortest Loopless Path Problem

Let G = (V,A,W ) be a directed graph, where V is the set of nodes, A is the set of edges,
andW is the matrix of edge weights. The aim of the K-Shortest Loopless Path Problem is to
calculate the K shortest loopless paths to go from s to t. More specifically, it computes a set
of ranked paths C = {P1, ..., Pk}, where d(Pi) ≤ d(Pi+1)∀i = 1, ..., k − 1. A known solution
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for this problem is Yen’s Algorithm presented in [40]. This algorithm works iteratively. It is
initialized calculating the shortest path, denoted as P1. Then, the other paths ( P2, · · · , PK
) are calculated considering the fact that the i, denoted as Pi, is a deviation from some of the
previously calculated paths ( P1, · · · , Pi−1 ). Therefore, in each iteration in order to obtain
Pi, it is necessary to look for all shortest deviation of the previous calculated path and to
choose the one that has the shortest weight.

This problem is of interest when a set of possible paths is required for instance, for ro-
bustness purposes. Nevertheless, in some practical cases, the set of generated paths as the
solution of this problem are highly similar due to a large number of shared edges among the
shortest paths [41]. To address this issue, the K-Shortest Path Problem with diversity is
formulated. In this case, one constraint is added to achieve that the set of resultant paths
have a minimum diversity. This problem can be solved by brute force, that is applying the
Yen’s algorithm many times until to generate a set of K path that accomplishes the diversity
requirement. Other solution is presented in [41], where the algorithm looks for the K paths
iteratively discarding in advance paths whose similarity does not accomplish the diversity
requirement.

2.4 Understanding Prognostic based on Particle Filter

In this section Prognostic based on Particle Filter will be introduced. For this purpose, first,
the focus is placed on Particle Filter will and then, it will be on Prognosis based on Particle
Filter. Both algorithms assume that the system under study can be described in space-state
variables. Thus, the following system model structure is assumed as known:

Equation of transition:
xk = f(xk−1, uk−1, wk−1) (2.8)

Equation of observation:
yk = g(xk, vk) (2.9)

where, xk ∈ Rnx is the state at time k; yk ∈ Rny is the observation at time k; f(·) is the state
transition function; g(·) is the state observation function; uk is the input of the system; and
wk and vk are the process noise and observation noise, respectively. In a general way, f(·)
and g(·) are non-linear functions, while wk and vk are non-Gaussian noises.

Even tough both use the same system model representation, the aim of each one is different.
In the following subsections each one will be analyzed.

2.4.1 Particle Filter

The PF is a Bayesian processor, and its main goal is to sequentially approximate the posterior
Probability Density Function (PDF) of xk, by a set of weighted particles. As a result, at
time k the estimate of the posterior PDF of xk is given by:
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p̂(xk|y1:k) =

Np∑
i=1

wi
kδ(xk − xi

k) (2.10)

where {xi
k, w

i
k}

Np

i=1 is a set of weighted-particles; y1:k = {y1, ..., yk} is set of observations; Np

is the number of particles; xi
k is position of particle i; wi

k is the weight of particle i; and
δ(x) = 1 if x = 0 and δ(x) = 0 otherwise. Note again that at time k the set y1:k is known
because it is the set of past measurements, on the other hand, xk is a random variable whose
PDF is unknown, and thus the aim will be estimate its PDF conditional to y1:k, namely its
posterior PDF p̂(xk|y1:k). The estimation process has two stages (see Figure 2.6): prediction
and update.

Figure 2.6: Step of PF: Prediction (top) and Update (below).

1. Prediction: each particle is propagated one time ahead using the transition model:

xik+1 ∼ q(xk+1|xik) (2.11)

where q(xk+1|xik) is the conditional distribution of the states at time k + 1 given the
state at time k, and is calculated using the state transition equations (see Equation
2.8). In other words, xik+1 is sampled from f(xik, uk−1, wk−1); note that the PDF
f(xik, uk−1, wk−1) depends solely of wk−1 because the xik and uk−1 are fixed. An ex-
ample of prediction step is shown in the top Figure 2.6.

2. Update: a new measurement arrives yk+1, and it is employed to update the weight of
each particle:

wi
k+1 ∝ wi

k · p(yk+1|xi
k+1) (2.12)

where p(yk+1|xik+1) is the likelihood function, it is calculated using the equation of
observation (see Equation 2.9). Note that p(yk+1|xik+1) is the evaluation of the mea-
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surement yk+1 in the likelihood function, thus it is a known value. Finally, the weights
are normalized. An example of update step is shown in the below Figure 2.6.

Summarizing, PF works by steps. In the first, the transition model is used for prediction.
Then, in the second, the observation model is used to update the prediction. Basically,
the update stage makes a cross validation between the estimation using only the transition
model and the measurement. If they are consistent, the particle weight will be incremented,
otherwise it will be punished. The previous concepts and other implementations related to
PF are discussed in depth in [42, 43].

2.4.2 Prognostic based on Particle Filter

Prognostic based on PF algorithm presented in [44] uses the PF, but for a different goal,
and thus has some remarkable differences. Prognostic schemes intend to characterize the
future state evolution of a dynamic system based on long-term predictions. In particular,
in the case of Prognostic based on PF, the central concept is to model the propagation
of uncertainty toward in time based on: a stochastic state-space model of the system, a
probabilistic characterization of future operating profiles, and a PF-based estimate of the
state. The central ideas of Prognostic based on PF are illustrated in Figure 2.7. In the
following paragraphs, this prognostic algorithm will be introduced more formally.

𝑡 − 3 𝑡 − 2 𝑡 − 1 𝑡 𝑡 + 𝑛 𝑡 + 𝑛 + 1𝑡 + 1 𝑡 + 2 𝑡 + 3

Filtering Prognostic

Time

Figure 2.7: Example of Prognostic based on PF. In the illustration, the current time is t and
the posterior PDF of xt has been estimated by PF (green). The aim of Prognostic based on
PF algorithm is to estimate the future evolution of the state xt+k, k = 1, 2, · · · , t + n + 1
(yellow). Remark that measurements solely are available until time t, therefore PF cannot be
applied directly for prognostic purpose. In consequence, this prognostic algorithm proposes
a methodology to estimate the future evolution, which only depends of the stochastic state-
space model of the system, the probabilistic characterization of future operating profile and
the initial estimate state.
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Let be a time t, where the computation of the conditional PDF for prognostic at time
t + k (k = 1, ..., n) is required. Using Prognostic based on PF algorithm, this PDF is com-
puted in a sequential way using the last step prediction conditioning, that is p̂(xt+k|x̂1:t+k−1).
Consequently, it is assumed that at time t + k the algorithm starts with a set of weighted
particles {xit+k−1, wi

t+k−1}
Np

i=1 resulting from estimate PDF at time t+ k− 1. Afterwards, the
particles are propagated step by step according to the state transition equation. To calculate
the PDF of the one-step propagated particles conditional to the previous state, the law of
total probabilities is applied:

p̂(xt+k|x̂1:t+k−1) ≈
Np∑
i=1

wi
t+k−1p̂(x

i
t+k|x̂it+k−1), ∀t ∈ {1, ..., n} (2.13)

Note that p̂(xit+k|x̂it+k−1) is related to the state transition equations thus a characterization
of the futures inputs of the system is necessary. An update of the particle weights is also
necessary, but as mentioned earlier, this cannot depend on the availability of new measure-
ments in future time instants because they are unknown. One approach to circumvent this
issue, and that has proven particularly useful in large prediction horizons [44], is based on
the regularized PF algorithm [45]. Instead of updating particle weights in each prediction
step, the uncertainty is represented by a re-sampling of the predicted state. This algorithm
will be presented in the following paragraphs.

Using regularized PF for prognostic, the predicted pdf presented in 2.13 changes due to a
Kernel is introduced as follows:

p̂(xt+k|x̂1:t+k−1) ≈
Np∑
i=1

wi
t+k−1Kh

(
xt+k − E

{
xit+k|x̂it+k−1

})
(2.14)

Kh =
1

hnx
K
(x
h

)
, hopt = A ·N−

1
nx+4 , A =

(
8c−1nx

· (nx + 4) · (2
√
π)nx

) 1
nx+4 (2.15)

where K()̇ is a kernel density function, which may correspond to the process noise pdf, a
Gaussian kernel or a rescaled version of the Epanechnikov kernel; cnx is the volume of the
unit sphere in Rnx . The steps for regularization process are presented in the following:

1. Apply modified inverse transform resampling procedure. For i = 1, ..., Np w
i
t+k = N−1p .

2. Calculate Ŝt+k, the empirical covariance matrix of
{
E
[
xit+k|x̂it+k−1

]
, wi

t+k

}Np

i=1

3. Compute D̂t+k such that D̂t+kD̂
T
t+k = Ŝt+k

4. For i = 1, ..., N, draw εi ∼ K, the Epanechnikov kernel and assign x̂
(i)∗
t+k = x̂

(i)
t+k +

hoptt+kD̂t+kε
i, where hoptt+k is computed as in 2.15.

Prognostic based on PF has been widely employed in diverse applications, including time
of discharge prognostic in batteries [46], fault prognostic in railway tracks [47] and rotating
machines [48]. Furthermore, this algorithm is currently considered the state-of-the-art for
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model-based prognostic by many researchers within the Prognostic and Health Management
community [49]. Being its main advantages the suitable uncertainly propagation and the
real-time execution.
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Chapter 3

Description of Models

In this chapter, the models in the simulation framework and those employed within the
proposed routing strategy will be presented. Firstly, the road network and traffic model,
which incorporate recurring and non-recurring traffic event, will be introduced in Section
3.1. Finally, the EV consumption model will be presented and analyzed in Section 3.2.

3.1 Road networks and traffic information model

Road networks and traffic information models are fundamental for a DSSPP strategy because
both provide valuable information for the decision making process [3]. Therefore, their mod-
eling should be clear respect to which information is available at each time. In the following
subsections, both models will be described.

3.1.1 Modeling a Road Network

The road network is modeled as a directed graph, G = (V,E), where V is a finite set of
nodes or vertices and E is a finite list of edges. The distance and inclination of the edges are
assumed as fixed quantities. On the other hand, the travel times of the edges are modeled
as random variables that depend on traffic states.

For simulation purposes, a real road network database is employed; its geographic distri-
bution is shown in Figure 3.1. The database has information about average travel times in
the city divided by road segments. These average travel times are sampled every 30 min-
utes; hence, there are 48 data points per day. Moreover, the database has information about
the type of road (freeway, avenue, and street) and the geographic coordinates (latitude and
longitude) of each node. To obtain the lacking information (distance and inclination) the
NetworkX python library [50] was used.
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Figure 3.1: Geographic diagram of road network database.

3.1.2 Stochastic traffic model

Understanding of traffic congestion during the day is crucial because the travel times in
the city are highly dependent on the state of traffic. Congestion can be classified into two
categories: recurring and non-recurring [51]. Recurring congestion is the delay travelers
regularly experience during known travel times (e.g., morning and evening rush hours). Non-
recurring congestion delay is caused by a non-predictable or random events that disrupt
traffic flow (e.g., vehicle breakdowns or crashes; road repair and inclement weather; special
events that create sudden surges in demand such as the end of a sports event; and natural
or human-made disasters).

The recurrent congestion is captured by a concept called Recurrent Speed Profile (RSP),
which is an average speed edge for each time of the day. Another important concept in the
traffic model is the Daily Speed Profile (DSP), which is a daily realization of a speed profile
for one day. In the Figure 3.2 both concepts are illustrated by an example in a freeway
segment; note that, most of the time, DSP is fluctuating near RSP; nevertheless, at certain
times, it suffers significant decreases (e.g. between 8.46 and 10.1 hours); these drops are
explained by non-recurring traffic congestion.
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Figure 3.2: Velocity of a segment in a freeway (extracted from [52]).

Given the definition of RSP, it can be directly modeled using the database; thus, for each
edge, its RSP is calculated as the edge length divided by the average travel time. However,
using this procedure solely the average velocity sampled each 30 min is obtained. To calculate
the RSP at any time, the unknown values are calculated by a linear interpolation between
two nearest neighbors. Note that RSP has a deterministic behavior.

On the other hand, to recreate a DSP, a stochastic model is required. This model should
be able to characterize the DSP fluctuation and the occurrence of non-recurring congestion.

In this work, the DSP fluctuation is modeled by the addition of a random disturbance
velocity; in consequence, if the RSP of a certain edge at time t indicates that the average
edge velocity is vRSP (t), the resultant DSP will be:

vDSP (t) = vRSP (t) + ω(t) (3.1)

where ω(t) is a stochastic process that is not time-dependent. Particularly, for the purposes
of simulation, ω has been defined as a stochastic process, where at each time, w(t) normal
random variable with mean 0[km/h] and standard deviation 2[km/h]. The mean zero is
inspired by the fluctuation of DSP around of RSP; meanwhile, the standard deviation is
calculated using the deviation of DSP with respect to RSP in the previously-reviewed example
in Figure 3.2. The same non-time-variant disturbance model for all segments will be assumed.
Figure 3.3 shows the same above-reviewed example, but an interval of 2 · σ has been added
to RSP; it depicts that the addition of a normal disturbance covered most of cases when
DSP is under recurring congestion behavior; meanwhile non-recurring congestion requires
alternative modeling.
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Figure 3.3: Velocity of a segment in a freeway

To model non-recurring congestion, another stochastic model is used. It should be able
to statistically characterize the types of events jointly with their frequencies, duration, and
impact on travel times. The data presented in [52] is used for this purpose. It has information
on a high number of traffic incidents classified by type-incidents and road hierarchy. Addi-
tionally, statistics about duration and impact on the travel times are presented. A summary
of the number of incidents depending on the type-incident and road hierarchy is shown in Ta-
ble 3.1. Note that this database [30] classifies the road as freeways, arterials and locals. Thus,
for simulation purpose, parallel relations between Freeway/Highway, Arterial/Avenue, and
Local/Street are assumed; this allows the use this traffic incident data in the road network
described in Subsection 3.1.1.

Incident type Road hierarchy Total
incidentsFreeway Arterial Local

Crash 1246 2694 680 4620
Hazard 1964 680 453 4327
Stationary Vehicle 2212 4620 358 4643
Total 5422 1910 1491 13590

Table 3.1: Number of accidents for each type of road (extracted from [52] )

For each column of Table 3.1, is possible to normalize by the total value; in this manner, the
percentages of each type event dependent on road hierarchy are obtained, they are depicted
in Table 3.2.

Type Event Road hierarchy
Freeway Arterial Local

Crash 0.23 0.40 0.46
Hazard 0.36 0.29 0.30
Stationary Vehicle 0.41 0.31 0.24

Table 3.2: Normalized frequency of events for each type of road.
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Furthermore, the statistics related to the duration of the events (mean and standard
deviation) are shown in Table 3.3.

Incident type
Road hierarchy

Freeway Arterial Local
mean std mean std mean std

Crash 41.30 41.10 40.80 37.70 42.50 42.80
Hazard 69.30 73.50 96.90 98.40 104.30 105.90
Stationary Vehicle 52.90 71.80 32.80 36.00 42.50 58.20

Table 3.3: Mean and standard deviation of the duration of events (extracted from [52]).

Data presented in [52] is also used to characterize the impact of a traffic incident on travel
times. In [52], the impact of traffic incidents was analyzed regarding travel times for a portion
of the freeway measuring 14.1 [km] long. The extra time spent due to traffic incidents on the
freeway segments was denominated Extra Buffer Time (EBT); the statistics of EBT mean
values are shown in the second column of Table 3.4 for each type of incident. Note that
these values summarize the EBT for the total portion of freeway, but they do not take into
consideration the specific impact in the affected segments. To estimate the impact of a traffic
incident in a determined freeway segment, it is assumed that the portion of the freeway is
divided into 15 segments with the same length. Also, it is assumed that, on average, the
incidents have the same extension (equal to two segments). Under these assumptions, the
EBT must be explained by a change in the travel times in the two affected segments. For
instance, in the case of crash incidents the mean EBT is 7.3[min] (see second column Table
3.4). This must be explained by an extra travel time in two affected freeway segments; then,
each segment has an extra travel time of 3.6[min]. Given that under recurrent congestion,
the segment travel time was 0.8[min], the occurrence of crash incidents implies an increase
of segment travel time by a factor of 5.56. This last number is called Incident Impact Factor
by Segment (IIFS) in the present work and, it is calculated using the same procedure for the
other types of incidents, as seen on the third column of Table 3.4.

type Mean EBT [min] IIFS
Crash 7.30 5.56
hazard 1.96 2.23
vehicle 2.30 2.44

Table 3.4: EBT route and Normalization Factor edge (adapted from [52]).

For simulation model, it is assumed that every type of incident has the same IIFS for all
types of road.

At this point, all data needed for modelling the relative frequency of traffic incidents (see
Table 3.2), the duration of incidents (see Table 3.3), and the impact of traffic incident on
travel time segment (see Table 3.4) has been presented. Therefore, the stochastic traffic
model can now be introduced.
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The proposed traffic model considers that the traffic with a time period tu. In this work it
is fixed as tu = 2[min] . This is value is inspired by known routing software, Garmin, which
updates every two minutes to check traffic situations [53]. As a result, the traffic state model
evolves as a discrete time process. Furthermore, it is known that travel times depend on
the current state of traffic due to the presence of non-recurring event generates travel delays.
Particularly, given the employed data for traffic incident modeling, the traffic state only can
be one of four possibilities: recurrent, crash, hazard, or stationary vehicle. Then, considering
that the traffic evolution process should be in discrete time and with finite states, a Discrete
Markov Chain model with four states is proposed:

• T1 → Recurrent traffic
• T2 → Crash
• T3 → Hazard
• T4 → Stationary Vehicle

Consequently, at time t each edge has a state of traffic s(t) ∈ {Ti}4i=1 whose evolves
according to a Markov Chain model. Under the recurrent traffic state (T1) the state evolution
is independent of edge neighborhood, and the realizations of edge velocity are given by
Equation 3.1. On the other hand, for the others states s(t) ∈ {Ti}4i=2, the state evolution
is not independent on the neighborhood. This is because in a real situation, when a traffic
incident occurs, it usually propagates to near edges. In this regard, different models have been
proposed to model this phenomena [54–56]. Particularly, in this work, a simplified model of
cascading behavior [56] is adopted. This model considers that when a traffic incident occurs
on an edge e = (vx, vy), it affects the edge neighborhood of e, N(e), defined as:

N(e) := {(u, v) ∈ E|v = vx or u = vy} (3.2)

As a result, the cascade state of traffic evolves according to the state of e, thus the edges
of N(e) are dominated by the behavior of e. Furthermore, under these states s ∈ {Ti}4i=2,
the realizations of edge velocity are calculated as follows:

vDSP (t) = γ(s(t)) · vRSP (t) + ω(t) (3.3)

where γ(s(t)) is obtained from Table 3.4 depending on the current traffic state s(t); basically,
the extra time due to a traffic incident can be converted into a reduction on the average
velocity.

Given this Markov Chain model, the complete evolution model is defined by the initial
states called s(0) and the transition probability matrix [57]:

M =


m11 m12 m13 m14

m21 m22 m23 m24

m31 m32 m33 m34

m41 m42 m43 m44

 (3.4)
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where, mij is the transition probability to Tj given the current is Ti, thus ∀i = 1, · · · , 4∑4
j=1mij = 1. Furthermore, given a state realization it is possible to characterize the ex-

pected time in this state as follows. If the current state traffic is Tn, the time in this state
tn follows a Geometric distribution where the "success" is the sum of transition probabilities
to states Tj(t) with j 6= n i.e. p =

∑
j 6=nmnj. Therefore, the mean and the variance can be

computed as follows:

E(tn) =
1

p
(3.5)

V ar(tn) =
1− p
p2

(3.6)

These quantities are expressed as dimensionless unit time because these are the fractions of
the update period; to convert to time in minutes they need to be multiplied by tu.

Following the state definition, the first row of M defines the occurrence probability of
each type of event, while the other rows define the duration of each event. Therefore, both
frequency and duration are being modeled by this Markov Chain. In addition, please note
that M will have different values depending on the type of route since the relative frequency
incident and incident duration vary according to the type route.

The following structure for the matrix M is assumed:

M =


m11 m12 m13 m14

m21 m22 0 0
m31 0 m33 0
m41 0 0 m44

 (3.7)

The underlying idea is that when an incident occurs, the traffic can only evolve to the
recurrent state.

In the proposed model, the first row of M is built using information presented in [58] and
[52]. In [58], the authors presented a procedure to estimate the car crash probability for street
segments using a database. They model the crash probability as a Bernoulli experiment and
they conclude that the crash probability in a certain segment p ∈ [0, θ · 10−4], θ = 0, ..., 9.
Considering this condition, for simulation purpose, the present work is assumes that the crash
probability must be inside of this interval. To achieve this goal, a procedure is designed; in
the following paragraphs, it will be illustrated for the case local road, the other cases are
analogous. The first step is to fix a scaling factor ξ ∈ [0, θ · 10−4], θ = 0, ..., 9, it defines
the probability of incidents; therefore, m11 = 1 − ξ. This probability must be the sum of
crash, hazard and stationary vehicle probabilities; hence, ξ =

∑4
j=2m1j. Nevertheless, the

relative frequency of type incidents is known for the local road (see column 4 on Table 3.2);
in consequence, the individual incident probability for each type of incident is calculated as
follows:
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m12 = 0.46 · ξ (3.8)
m13 = 0.30 · ξ (3.9)
m14 = 0.24 · ξ (3.10)

The other rows are defined considering the mean duration of each type of event (see Table
3.3) and (3.5). The procedure will be shown in the case of crash incident in local roads, the
other cases are analogous. In this case the mean incident duration is 42, 50 [min] (see column
6 on Table 3.3); then, this duration is counted based on discrete scale of the model (it is
divided by tu), resulting in 42, 5/2 ≈ 21. Afterwards, the Equation 3.5 is used to define p21
such that the E(t2) must be equal to 21, it is shown in the following:

E(t1) = 21 (3.11)

=
1

p
(3.12)

As a result, p = 0.05. Therefore,

Mlocal(2, :) = [0.05 0.95 0 0] (3.13)

Finally, applying the same procedure to other incidents for local roads, the resultant
transition matrix is the following:

Mlocal =


1− ξ 0.46 · ξ 0.30 · ξ 0.24 · ξ
0.05 0.95 0 0
0.02 0 0.98 0
0.05 0 0 0.95

 (3.14)

By construction, the procedure presented above achieves equality between the mean du-
ration of traffic incidents and the mean duration of traffic incidents in data; this fact is
illustrated in the case of crash incident in Local roads, see in (3.11)-(3.13). On the other
hand, the standard deviation of the duration of traffic incidents is fixed when the mean is
fixed (square root of (3.6)). Notably, in the case of local roads, the standard deviation of
the duration of incidents is calculated for the proposed model, and it is contrasted database
again; the results are shown on Table 3.5. They show that for the three type of incidents
the model can also characterize the standard deviation with a low error, being in the case of
crash and hazard less than 8%, while in the case of stationary vehicle equal to 30%.
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Type SD database [min] SD model [min] Error [% ]
Crash 42.8 38.9 8
Hazard 105.9 98.9 6
Stationary vehicle 58.2 38.9 33

Table 3.5: Standard Deviation (SD) of incident duration for proposed model and database
for local roads.

Finally, for simulation purposes, the initial traffic states s(0) are sampled from π = M(1, :),
where M(1, :) is the first row of M.

3.2 EV energy consumption model

As reviewed in Chapter 1, a detailed energy consumption model is critical for EV routing
purposes. Consequently, factors such as elevation, velocity, acceleration, and EV specifica-
tions must be considered. Taking this into consideration, the EV energy consumption model
(EV-ECM) presented in [59] is chosen because it provides a detailed description of how to
obtain the relevant parameters. This is key because it allows an easier real-word implemen-
tation of the consumption model. In addition, this consumption model can be easily tuned
using public available EV data (using the procedure described in [59]) without the need for
field data collection. Even though this consumption model is simple (it does not consider
slippage nor sinkage in the wheels), it allows to properly characterize the EV consumption.
Furthermore, it was tested with empirical data obtained from an EV, resulting an average
error of a 5.9%.

The model is derived as follows. First, the power at the wheels is computed using the
Newton’s Laws:

PWheels(t) = v(t) ·
(
ma(t) +mg · cos(θ) Cr

1000
(c1v(t) + c2)

+
1

2
ρairAfCDv

2(t) +mg · sin(θ)
) (3.15)

where v(t) is the EV velocity, a(t) is the EV acceleration, θ[rad] is the road inclination, and
the other parameters with their respective values are shown in the Table 3.6.
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Parameters Notation Unit Values
Vehicle weight (including driver) m [kg] 1521

Cr 1.75
Rolling resistance parameters c1 4.575

c2 1.75
Air mass density ρair [kg/m3] 1.2256
Frontal area of the vehicle Af [m2] 2.3316
Gravitational acceleration g [m/s2] 9.8
Aerodynamic drag coefficient of the vehicle CD 0.28

Table 3.6: Parameters of EV-ECM ([59]).

The power delivered by the battery is given by:

Pbat =
PWheels

ηDriveline · ηMotor · ηBat
(3.16)

where ηDriveline = 0.92 is the driveline efficiency; ηMotor is the electric motor efficiency, which
is equal to 0.91; and ηBat is the battery efficiency, which is equal to 0.9.

Note that it has been considered that PWheels ≥ 0. Nevertheless, when the vehicle is
braking, then PWheels ≤ 0 (denoted as P−Wheels), i.e. the regenerative braking works recovering
energy. In this case, the model for regenerative power is given by:

Preg = ηrb · P−Wheels (3.17)

where ηrb is the regenerative efficiency. It depends on the acceleration as follows:

ηrb =


[
e( 0.0411
|a(t)| )

]−1
if a(t) < 0

0 if a(t) ≥ 0
(3.18)

This EV-ECM considers that θ(t) and v(t) are measured at each sample time. Conse-
quently, to simulate the EV consumption in an edge, it is necessary to know the θ(t) and
the v(t) at each time. The above leads to a high computational cost. To address this issue,
are assumed a constant angle and a constant velocity (equal to the mean velocity) along
each edge. The angle constant is a reasonable assumption given that the edges are not too
large. Nevertheless, the second assumption needs to be analyzed in more details because
it directly affects the regenerative model. More specifically, assuming constant velocity, the
effect of acceleration is neglected. This begs the following question: what is the impact of
the proposed approximation in the precision of EV-ECM?

To answer this question, two examples are developed, considering two different driving
cycles obtained from [60]: Highway fuel economy (HWFET) and New York (NY) driving
cycles. For each one, a window time of 200(s) is defined; then, the power and cumulative
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energy consumption are calculated considering the truth and the approximated EV-ECMs.
The results are shown in Figures 3.4 and 3.5.

In the case of HWFET, the velocity varies around the average value (see Figure 3.4a);
thus the assumption of constant velocity is reasonable. In this case, the approximated model
has an error of −10% with respect to the truth model. In other words, the approximated
model underestimates the EV energy consumption; this is explained by the neglected effect of
acceleration. The underestimation of EV energy consumption is worse in the decision making
context because a model that underestimates can lead a path thinking that the current energy
is enough to complete it, when, in reality, and considering the estimation error, the battery
will deplete its charge in the middle of the route. Note that, in this case, the neglected
regenerative braking does not play an important role because the power is ≥ 0 (see Figure
3.4b) most of the time.
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Figure 3.4: Test using HWFET driving cycle assuming inclination angle constant equal to
0.1(degree)

On the other hand, in the case of NY, the velocity is highly varying (see Figure 3.5a),
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and the average velocity does not represent the real driving velocity. It leads to a significant
EV energy consumption error, equal to 24%. Thus, in this case, the approximated model
overestimates the EV energy consumption. This error is explained by the fact that the
regenerative braking is not considered; in specific, the Figure 3.5b shows that there are
several instances where the power is ≤ 0; thus the regenerative braking works and is being
neglected.
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Figure 3.5: Test using NY driving cycle assuming inclination angle constant equal to
0.1(degree).

A procedure is designed to treat this discrepancy between the truth and approximated
model. This procedure will allow to improve the approximated EV consumption model
by a correction factor which is calculated for different mean velocities and inclinations. In
other words, the EV consumption will be calculated using the approximated model obtaining
Eapprox, then this consumption will be multiplied by a correction factor α, as result the
estimate consumption will be Eapprox ·α. Using this procedure, when α < 1 the overestimation
problem is corrected; meanwhile, when α > 1 the underestimation problem is corrected. In
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the following paragraph, the correction factors will be pre-computed for different pairs of
mean velocities and inclinations.

Given a road segment with a certain driving cycle whose mean velocity is vmean and incli-
nation is θ, the EV consumption is calculated using both the approximated and truth model,
obtaining Eexact and Eapprox, respectively. Then, the correction factor can be calculated as
α(θ, vmean) = Eexact

Eapprox
. Then, a grid of different inclination angles and mean velocities are

built. For each element on the grid, the EV-consumption is calculated using both the truth
and the approximated models, with these a correction factor is calculated α. To calculate
Eexact, the velocity of the driving cycle is multiplied vmean/vmean−driving−cyle in such a way that
resultant driving cycle has a mean velocity equal to vmean. The above procedure is applied
for each type of road and the results are shown in the Figures 3.6b , 3.6d and 3.6f.
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Figure 3.6: α for different road types.
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Chapter 4

Proposed routing strategy

As mentioned in Chapter 1, the main focus of this work is to propose a real-time strategy to
solve the EV-DSSPP. The designed proposal is composed by two main parts. The first part
is the design and implementation of a routing strategy that allows to find the optimal path
to go from one starting point to one destination. The second part addresses the problem of
how to use the previously designed routing strategy to compute en-route path updates. The
complete proposal will be presented in this chapter.

The proposed routing strategy for finding the optimal path to go from one starting point
to one destination is summarized in Figure 4.1. Roughly speaking, this strategy works as
follows. First, it calculates the K path candidates between the starting-point to destination.
Second, for each of these K paths, a prognostic algorithm is executed to characterize them
probabilistically in terms of travel time and SOC performance. Finally, the optimal path is
chosen according to the evaluation of a cost function. Remark that each step of this proposed
routing strategy is designed considering a predefined fixed maximum computation time in
order to achieve that the complete execution of the proposed routing strategy has at most
a fixed and bounded computation time Tmax. This strategy will be explained in detail in
Sections 4.1- 4.3. In addition, in Section 4.4 the en-route updates strategy will be presented.

Choose the optimal path

Calculate set of  𝐾 path 

candidates

Starting-point Destination

Evaluating the performance of 
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Figure 4.1: Finding the optimal path using the proposed routing strategy.
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4.1 Heuristic for finding path candidates

As already presented in Figure 4.1, the proposal routing strategy works by steps. In the
first step, K path candidates are calculated, and then they will be evaluated by a prognostic
algorithm execution (it will be studied in the next section) in order to find the optimal path
inside of this set. At this point, a reasonable question is: Why only K path candidates
are calculated? The answer is related with the limited computing time because one of the
main objectives of this proposal is to solve the EV-DSSPP in a real-time application and
the number of candidates directly affects the computing time. In this section the method for
finding path candidates will be presented.

The path candidates are selected in a deterministic and static way, considering the current
expected travel time of each edge. In other words, the travel time of each edge is fixed as
the current expected value, and then the candidates are calculated from this deterministic
and static network. This allows to calculate the candidates faster than stochastic and/or
dynamic methods saving computing time for prognostic execution, which is more demanding
computationally. To calculate the candidates, the K-SPP method [40] can be used because it
provides a set of ranked shortest paths. The best method (regarding the worst computational
time) is the Yen’s algorithm. Nevertheless, this algorithm does not achieve diversity between
candidates. Diversity is critical because it allows to explore a wider zone which may allow to
find better solutions. The diversity between candidates can be ensured solving the Loopless
K-Shortest path problem with diversity [41]. In such a case, an additional constraint is
added to K-SPP with the aim of achieving diversity between solutions. Even though the
method produces good results, the implementation for real-time applications is difficult due
to the high computational cost. Considering the above, a heuristic strategy to look for path
candidates is proposed, it is inspired by the occurrence of a high-impact incident when one
node is broken down, meaning alternative paths need to be explored.

Before introducing the heuristic, a metric to measure the diversity between two paths and
between a set of paths will be introduced. The diversity can be measured in terms of the
similarity, in the sense of if two path are highly similar, then the diversity between them is
low, and vice verse. For two path Px and Py a similarity function is given by:

Simpath(Px,Py) =
L
(
SPx ∩ SPy

)
min {L(Px), L(Py)}

(4.1)

where SP is the edges set of path P and L(P) is the length of path P . Note that 0 ≤
Sim(Px,Py) ≤ 1 , where Sim(Px,Py) = 0 if Px share no edges with Py; Sim(Px,Py) = 1
if the shortest path is contained in the other path; otherwise, 0 < Sim(Px,Py) < 1. This
function is selected from a set of similarity functions presented in [41].

In addition, the similarity function between one path P and a set of paths C is defined as
follows:

Simset(P , C) = max
r∈C

Simpath(r,P) (4.2)
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To design the heuristic, it is considered that there is a fixed time for computing purpose
tHmax; in this manner, the heuristic will always have at most the same execution time. tHmax
must be defined considering the available computing time. The proposed heuristic works
with a loop; in each iteration, a possible path candidate is generated, and the list of feasible
candidates FC is built. To generate path candidates, the heuristic removes nd random-nodes
from the graph, they are selected from a list of before-visited nodes V is which is updated
when a new candidate is found; then, the shortest path in the resultant graph is calculated
using Dijkstra Algorithm (see Algorithm 1). If this path has a diversity respect to FC less
than a threshold ∆, the path is added to a set of feasible candidates FC. Otherwise, it is
discarded. This procedure is repeated until the maximum computing time tHmax is reached.
More formally, the heuristic is presented by a pseudo-code in Algorithm 2. Lines 1 − 4
guarantee that the shortest path will be in C. Lines 5− 6 achieve that 1 ≤ nd ≤ nmax. Then,
in the lines 7−13 the loop is executed until tHmax is reached. Finally, in line 14, the kc shortest
paths are selected from FC.

Algorithm 2 Heuristic for finding path candidates
Input : Graph G, Starting-point s, Destination d, Required number of candidates path kc,
Similarity function S(·, ·), Similarity threshold ∆, Factor of exploration τ , Maximum number
of removed nodes nmax, Maximum time for computing tHmax
Output: Path candidates C

Initiation
1: t← 0 . Execution clock initiation
2: P ← ShortestPath(G, s, d) . Shortest path from s to d in the graph G
3: FC ← P . Add P to the of feasible candidates
4: V is← {P} . Add nodes of P to the set of visited nodes
5: nd ← min{d|P| · τe, nmax} . Number of removed-random nodes
6: nd ← max{nd, 1}

Loop
7: while t < tHmax do
8: r ← UniformSample(V is, nd) . Remove nd random nodes from V is
9: G′ ← G− r

10: P ← ShortestPath(G′, s, d,S)
11: if Simset(P , C) ≤ ∆ then . Diversity check
12: FC ← FC ∪ P
13: V is← V is ∪ P

Finalization
14: C ← KShortestsPath(FC, kc) . Choose kc−shortests path from FC
15: return C

In the present work, ∆ is fixed as 0.7 , and tHmax is fixed as 3(s). On the other hand, the
parameters τ and nmax are designed as follows. First, two arrays with possible values for τ
and nmax are built, then all combinations between them are tested. Given a possible value
τ ∗ and n∗max, nrep random instances are generated. In each instance, two nodes are randomly
chosen, and Algorithm 2 is executed to look for k path candidates considering the respective
value of τ ∗ and n∗max. In certain cases, the heuristic would not work due to the current values
of τ ∗ and n∗max. Thus, variable nk(τ ∗, n∗max) is introduced to counts how many times the
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k candidates are not calculated in the nrep instances. This variable nk(·, ·) represents the
ability to achieve the goal of k candidates. In addition, variable z(τ ∗, n∗max) is introduced
to quantify the mean of the percentage difference between the shortest path and the other
k − 1 candidates. This variable z(τ ∗, n∗max) represents the ability to find candidates with
similar performance of the shortest path. Finally, to evaluate the performance of (τ ∗, n∗max)
the following function is defined:

f(τ ∗, n∗max) =
z(τ ∗, n∗max)

nrep − nk(τ ∗, n∗max)
+
nk(τ

∗, n∗max)

nrep
(4.3)

This function is a sum of average ability to find candidates close to the shortest path (first
summand) and to find the required number of candidates (second summand); consequently,
the objective will be to minimize this function.

This procedure was implemented considering nrep = 500 and k = 5; the result is shown
in the Figure 4.2. It shows that for certain values the function is smaller, and, in particular,
the minimum is reached in nmax = 4 and τ = 0.03.
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Figure 4.2: Tuning heuristic.

Having tuned the parameters of the heuristic, it is compared with Yen’s algorithm. For
this purpose, 3500 random instances are generated; in each instance the following steps are
applied:

1. Two nodes are randomly selected (the first node is the Starting-point,s, and the second
is the Destination, d).

2. 5 path candidates to go from s to d are calculated using Yen’s algorithm. The expected
travel times for each candidate TT kspi i = 1, ..., 5 and the computing time are saved.

3. 5 path candidates to go from s to d are calculated using proposed heuristic implemented
with the tuned parameters. The expected travel times for each candidate TTHi i =
1, ..., 5 and the computing time are saved.

Note that given that proposed heuristic has a diversity restriction, the resulting candidate
sets are not necessary equal to the candidates resultant using K-SPP; even more, using the
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heuristic might produce an extra expected travel time due to other paths are explored to
accomplish the diversity restriction. The comparison of both algorithms is made in terms
of computing time and average extra expected travel time (see Figure 4.3). The difference
of computing time between both algorithm is shown in Figure 4.3a. This Figure shows that
in most cases, the heuristic is faster than Yen’s algorithm. Furthermore, given the design
of heuristic, it can be 3[s] slower in the worst cases. The average expected travel time
using proposed heuristic is shown in Figure 4.3b. This figure depicts that, using proposed
heuristic, most of cases there are an extra expected travel, particularly the mean value is
0.14. Summarizing, proposed heuristic allows to reduce considerably the computing time
and to accomplish a set of candidates with diversity; although, the resulting candidates may
have higher expected travel time.
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(a) Extra computational time of Yen’s algorithm with respect to the proposed heuristic.
Where tksp is the execution time of Yen’s algorithm and tHmax is the execution time of the
proposed heuristic; it is fixed and equal to 3[s].
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(b) Average extra expected travel time using proposed heuristic with respect
to Yen’s algorithm. Where ttkspi is the travel time of path i obtained using
Yen’s, whereas ttHi is the travel time of path i obtained using proposed
heuristic.

Figure 4.3: Performance comparison between Yen’s Algorithm and proposed heuristic.
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4.2 Performance evaluation of path candidates

Having calculated a set of K path candidates, now the objective will be to propose a method
to evaluate the path performances in advance (i.e. before to travel the paths). In other
words, given a specific path (v0, · · · , vn), the objective will be estimate its performance be-
fore travelling. In the problem under study, this performance is measured in terms of the
travel time and EV energy consumption. Mainly, the latter quantity for the case of EV
is better explained for the variation of State of Charge (SOC) of the EV-battery because
its interpretation is self-contained; it is defined as the percentage of available energy that
can be delivered by the battery respect to the maximum capacity, thus battery parameters
are considered in its definition. In consequence, for prior path performance evaluation, a
characterization of the future evolution of travel time x1 and SOC x2 along the path are
needed.

The future evolution of x1 and x2 are stochastic because it depends on the traffic state re-
alizations. Therefore, the aim is to characterize their PDFs based on all available information
at the current time. This goal is achieved by the prognostic technique presented in Section
2.4. Prognostic based on PF allows to compute predictions of linear and nonlinear systems,
being considered the state-of-art tool for model-based prognostic [49]. In addition, this algo-
rithm has been used for SOC prediction in Lithium Ion batteries with promising results in
[46, 61]. It also offers a real-time execution, thus being well-suitable for a real-time decision
making approach. Next, a proper model will be formulated to guarantee the structure where
the Prognostic based on PF algorithm can be applied.

First, a dynamic is characterized; this is achieved by a discrete state-space formulation
that is discretized by the nodes of the path i.e. xi(k) denotes the state xi when the EV is in
node vk.

In addition, the following auxiliary variables are introduced:

• t(k) := tt(vk, vk+1),
• E(k) := ET (vk, vk+1),

where tt(vk, vk+1) is travel time of the edge (vk, vk+1) and ET (vk, vk+1) is the EV-consumption
energy at edge (vk, vk+1) (which can be found using model presented in section 3.2, therefore,
elevation distance, velocity are being considered). Note that both t(k) and E(k) are random
variables because they depend on the traffic realization (see section 3.1.2).

Now, the dynamic equation for the evolution of travel time along the path is:

x1(k + 1) = x1(k) + t(k), (4.4)

where x1(k) is the accumulated travel time to node vk. Basically, it states that the accumu-
lated travel time at node vk+1 is equal to accumulated travel time in vk plus the travel time
between vk and vk+1.

The second equation models the SOC evolution along the path as follows:
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x2(k + 1) = x2(k)− E(k)

Ec
(4.5)

where x2(k) is the SOC to node vk and Ec is the maximum energy that can be delivered by
the battery when it is fully charged. This model is based on [46], but energy consumption is
calculated in a different manner for each step. While the energy consumption is modeled by
electrical principles in [46], here it is modeled by mechanical principles.

Having a dynamic model for travel and SOC ((4.4) and (4.5), respectively), Prognostic
based on PF (see section 2.4) is used for prognostic computation. In the implementation
a key point is the characterization of future system inputs. In this case, the future inputs
correspond to the possible future realizations of the state of traffic. In this work, the prog-
nostic implementation assumes that the Discrete Markov Chain model that describes the
future evolution of the state of traffic is known (i.e. the transition matrix M and the initial
condition T (0) are known, see Subsection 3.1.2). Considering the above, each particle will
explore future traffic realizations and the path performance will be evaluated.

Finally, an extra notation is introduced to be used later. Given a specific path P , x1(EP )
represents the cumulative travel time at the end of the path; meanwhile, x2(EP ) represents
the SOC at the end of the path. In consequence, given a path P , the prognostic goal will be
estimate the PDF of x1(EP ) and x2(EP ) in advance (before departure), proving valuable
information which will be employed for decision making purposes.

4.3 Prognostic based decision making approach for
finding the optimal path

As mentioned previously, the primary goal of this work is to solve the EV-DSSPP in real-time
with a strategy based on a PDM approach. To guarantee that the strategy may be applied in
real-time the decision maker algorithm is designed considering that its total execution time
must be less or equal to Tmax. In particular, in the present work Tmax has been fixed equal
to 23[s]. Now, the proposal strategy for finding the optimal path from one starting-point to
one ending-point will be presented.

The proposed PDM based routing strategy works as follows. In the first step a set of
K candidates C are generated using Algorithm 2, hence tHmax are spent. Afterwards, the
prognostic is computed for a subset of nc candidates, Cnc ⊆ C. Here, nc is defined considering
the available computational time for prognostic computation tPmax = Tmax − tHmax. Given the
implemented code, its execution time of a path performance prognostic depends linearly of
the number of edges of the path, and in the worst case, the computational time as function of
number of path edges is 0.007 · ne (relation found using a 1000 prognostic path simulations),
where ne = |P | is the number of edges of the path. Finally, using Prognostic based on PF, a
PDF estimation is obtained for x1(EP ) and x2(EP ) for each path candidate in Cnc ; basically,
this step is an application of the method for path evaluation described above in Section 4.2.
At this point, the expected value of x1(EP ) and x2(EP ) is taken, denoted as (E{x1(EP )}
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and E{x2(EP )}) , respectively. In addition, given that x1(EP ) and x2(EP ) are in different
scale, the following normalization is applied:

znormi =
zi − zmin

i

zmaxi − zmin
i

(4.6)

where the extreme values zmin
i and zmaxi are calculated from the expected value of x1(EP )

and x2(EP ) in path candidates in Cnc . As a result of this normalization, E{x1(EP )} and
E{x2(EP )} are obtained; they are in the interval [0, 1]. Later, the following objective function
is proposed:

J ′(path) = ω1 · E{x1(EP )} − ω2 · E{x2(EP )} (4.7)

where the parameters ω1 ≥ 0 and ω2 ≥ 0 assign the relative importance of the travel time
and SOC in the path perform evaluation. These parameters are defined considering:

ω1 + ω2 = 1 ω1 ≥ 0, ω2 ≥ 0 (4.8)

Finally, the optimization problem is the following:

path∗ = argmin {(J(pathi)) : i = 1, . . . , nc} , (4.9)

which is solved trivially in the set of candidates. Note that the minus sign in (4.7) appears
due to the optimization objective of maximizing the SOC. Depending on the values of ω1

and ω2 different optimization objectives can be searched. If ω1 = 0, the only objective will
be to maximize the SOC, on the other hand if ω2 = 0 the only objective will be to minimize
the travel time. Otherwise, an equilibrium between low travel time and high SOC will be
found.

The procedure for normalization and path selection is illustrated by an example. Let be
nc = 6, meaning that the prognostic is computed for 6 path candidates. Then, the expected
values for x1(EP ) and x2(EP ) is calculated (see Table 4.1 columns 2-3); afterwards, these
values are normalized according to (4.6) (see Table 4.1 columns 4-5). Finally, the best path
can be selected under three different objectives. In the case of minimum TT (ω2 = 0) the
selected path is candidate 1; in the case of maximum SOC (ω1 = 0) the selected path is
candidate 5; and finally, in the case of an equilibrium between minimum TT and maximum
SOC (ω1 = ω2 = 0.5) the selected path is candidate 3.
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raw normalize#Path TT (s) SOC (%) TT SOC Comments

1 1672.3 0.6146 0 1 Min-TT
2 1716.9 0.6534 0.3508 0.4458 *
3 1744.2 0.6816 0.5659 0.0428 Equilibrium
4 1779.6 0.6500 0.8447 0.4945 *
5 1794.6 0.6846 0.9629 0 Max-SOC
6 1799.3 0.6430 1 0.5937 *

Table 4.1: Example of normalization and path selection procedure.

This procedure for search and selection of path candidates is always conducted when the
expected shortest travel time tsh between the current node and the destination is greater
than 180[s]. Otherwise directly the expected shortest travel time path is selected as the best
route. The underlying idea is that when the expected shortest path has a small travel time,
the candidate search does not make sense because the set of possibilities is small. Moreover,
if the diversity is imposed, the paths explored will be too long.

Algorithm 3 present a pseudo-code that summarizes the proposal PDM approach. Note
that it begins once FC has been calculated. Line 1 is clock initiation; Line 2 check the shortest
path tsh ≤ 180[s] in the case of true run the PDM; otherwise, it returns the path candidate
number one P1. In the case of PDM, the loop for lines 3 − 6 is executed by calculating the
prognostic for each candidate, until all have been calculated or until the time is higher than
the limit time tPmax. The line 6 calculates the time that the algorithm will accumulate if the
next path prognostic is computed. In the case of PDM, Line 7 calculates the optimal path
according to (4.9).

Algorithm 3 Optimal Path

Input : Path candidates FC = {P1, ...,P6}, Available computational time tPmax, Number of
particles Np, Expected TT of the shortest path tsh
Output: Optimal Path from s to d ,P∗s→d

Initialization
1: t← 0 . Execution clock initiation
2: if tP ≤ 180 then
3: while t ≤ tPmax do
4: k ← k + 1
5: Xk ← prognostic of P+k with Np particles
6: t← t+ 0.007 · |Pk+1| . add extra time to next path prognostic
7: P∗s→d ← Optimization(X ) . using (4.9)
8: return P∗s→d

9: else
10: return P∗s→d ← Expected Shortest Path

The proposed strategy for finding the optimal path to go from one starting point to one
destination that has been just presented will be called PDM-Shortest Path Algorithm in this
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work. This algorithm is graphically summarized in Figure 4.4. It shows sequentially each
step with the corresponding computing time. Additionally, it depicts the building blocks
needed at each step with the corresponding section number that appear in the present work.
Remark that given that each step of this proposed routing strategy was designed considering
predefined fixed maximum computation times, so the complete execution of this strategy has
at most a fixed and bounded computation time Tmax = tHmax + tPmax.

Choose the optimal path

Calculate set of  𝐾 path 

candidates

Starting-point 

(SP)

Ending-Point 

(EP)

Evaluating the performance of 

path candidates.

(Section 4.2)

Consumption model

Real-time Traffic information

Normalization and optimization 

Proposed heuristic

Corresponding 
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Computing 

time

Probabilistic characterization of 
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Section 4.1

Section 3.2

Section 3.1

Section 3.1
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Figure 4.4: PDM-Shortest Path Algorithm. This figure shows sequentially a execution of
the proposed strategy for finding the optimal path to go from one starting point to one
destination.

4.4 Computing en-route path updates

PDM-Shortest Path Algorithm was presented in the previous section. This algorithm works
finding the optimal path from one starting point to one ending-point. Now, this algorithm
will be employed to compute en-route path updates during a travel. The main motivation
to re-compute the optimal path en-route is that the availability of new traffic information
because it may enable to find a better path. For instance, let suppose a driver who is
driving an EV along of a certain path, if he or she knows in advance the occurrence of a
non-recurring event in the current path, the driver can take an alternative path in order to
avoid the non-recurring congestion caused by this event. Note that this work supposes that
there is a system that periodically provides information about the current traffic states. The
time period between two consecutive traffic information updates is assumed as fixed an equal
to tu (see Section 3.1). The proposed strategy for computing en-route path updates while
completing a route is summarized in Figure 4.5. This strategy will be explained in the next
paragraphs.
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The proposed strategy for computing en-route path updates (see Figure 4.5) works ap-
plying sequentially the PDM-Shortest Path Algorithm. More specifically, every time that
new traffic information is available, the current path is updated using the PDM-Shortest
Path Algorithm. In this execution it is key to note that the starting-point(SP) should be
an ahead node (a node of the current path that has not yet been visited by the EV) in the
current path, which guarantees that the travel time from the current position to this node be
long enough to achieve the complete execution of this routing strategy before arriving to the
starting point. Therefore, this travel time has to be at least Tmax, which is the upper bound
for execution time of the PDM-Shortest Path Algorithm. However, if due to variance the EV
arrives to the starting-point before the computations of the PDM-Shortest Path Algorithm
are finished, the EV will stop in SP to wait while the updated path is being computed. In
this work the optimal path obtained in the n−th update is denoted as follows:

path∗n = (vn0 , v
n
1 , ..., v

n
fn , d) (4.10)

where vn0 is the starting-point and d is the ending-point. Note that fn + 1 is the number of
nodes of path∗n.

Figure 4.5 shows the operation of the proposed strategy for computing en-route path
updates during complete travel from starting point to end point. Firstly, note that at the
beginning of this travel the starting point (SP) is s0 and the ending-point (EP) is d. Before
departure, PDM-Shortest Path Algorithm is executed for finding the optimal path from s0 to
d using the available traffic information at that time. As a result, path∗0 = (v00, v

0
1, ..., v

0
f0
, d)

is obtained. This path is followed until new traffic information is available, in which case the
path is updated as follows. Let us assume that we are following the route path∗n, and we want
to find the n + 1-th update path∗n+1. An ahead node vnjn in the current path path∗n (i.e. vnjn
is a node of the current path that has not yet been visited by the EV when the new traffic
information arrives) is selected as starting point and PDM-Shortest Path Algorithm is again
executed to obtain the updated path path∗n+1, which will be followed once the EV has arrived
to node vnjn . As mentioned previously, the idea is that PDM-Shortest Path Algorithm is
executed while the EV is traveling from the current position until vnjn , so when vnjn is reached,
the updated path will be ready to follow it. Consequently, vnjn is chosen such that it is the first
ahead node in path∗n that will be reached with a travel time (from the current position along
of path∗n) large enough to guarantee the complete execution of proposed routing strategy.
That is with a travel time greater or equal than Tmax + te, where te is an extra time that is
added as a safety margin to ensure that the updated path will be ready at node vnjn . The
method of selection of the ahead node vnjn will explained in the next paragraph. The strategy
for path update just described is repeated every time that new traffic information arrived
until the destination point is reached; this procedure is illustrated in Figure 4.5.

The ahead node vnjn in the current path path∗n is chosen by a procedure based on iterative
execution of travel time prognostic, which is shown in Algorithm 4. This algorithm iteratively
estimates the predicted travel time PDF to go from the current node vnkn to an ahead node
vnkn+q, q = 1, 2, ... (in the current path path∗n) in order to determine which ahead node vnjn ,
jn > kn, achieves the travel time requirement for a complete execution of the proposed
routing strategy. More specifically, this algorithm works as follows. It is initialized from
the current node vnkn with an initial population of particles equals to zero (Line 3), which
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represent the predicted PDF of the cumulative travel times starting from vnkn . Then, the
loop starts (Line 4). In each iteration, the travel time prognostic is computed for each ahead
node vnkn+q, q = 1, 2, ... (in increasing order), resulting a set of particles

{
xi(q)

}Np

i=1
(Line

7). Afterwards, the fastest particle of
{
xi(q)

}Np

i=1
is calculated, that is the particle with the

minimum cumulative travel time to reach to node vnk+q (Line 8). This procedure is repeated
until the particle with the minimum cumulative travel time be greater or equal than Tmax+te,
in which case the corresponding node is returned as vnjn , or until the ending point be reached,
in which case the ending point is returned as vnjn (Line 4). Note that the current position
vnkn is defined as the current node, if the EV is exactly at one node; otherwise, the current
position vnkn is defined as the nearest ahead node in the current path path∗n. In this work
te = 2[s].

Algorithm 4 Ahead node
Input : Current path path∗n = (vn0 , ..., v

n
fn
, d)

Output: Ahead node vnjn
Initialization

1: Υ← 0
2: q ← 0

3: {xi(0)}Np

i=1 ← {0, ..., 0}
4: while Υ ≥ Tmax + te or v = d do
5: u← vnkn+q
6: v ← vnkn+q+1

7:
{
xi(q)

}Np

i=1
← Prognostic travel time from u to v starting with {xi(q − 1)}Np

i=1

8: Υ← mini=1,...,Np x
i(q)

9: q ← q + 1

10: vnjn ← v
11: return vnjn

At this point, it is relevant to discuss the importance of the computation times in the
work setting of Figure 4.5. In this setting, every time that the new traffic information is
available, the current path must be updated quickly to avoid possible near congestion. In
this work the traffic information is updated every tu = 120[s] and the computation time of
the proposed routing strategy is TMAX = 23[s]. Note that TMAX should be small compared
with tu to avoid near congestion; otherwise, the EV will continue in the same path for a long
time, even tough new traffic information is available.

4.5 Observations related with the proposed PDM based
strategy to solve the EV-DSSPP.

First of all, note that PDM-Shortest Path Algorithm was designed considering a bounded
computing time denoted as Tmax. In consequence, the optimal path is obtained in a time
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less or equal to Tmax, which allows to quickly update the current path incorporating the new
available traffic information. This fact is a goal that contrasts with the reviewed work related
to DSSPP in Section 2.2.2, where most works addressed the DSSPP by MDP formulation
and solved it by a dynamic programming strategy, because their computation times for an
execution could not be set. Even more, some works that reported their computing time
[4, 14] evidenced dimensionality problems for large networks, which complicates real-time
implementation.

Additionally, in the present work the EV consumption model is detailed step by step
with its corresponding parameters. The core of this model (dynamic equation obtained
by mechanical principles and parameters) was based on a real-word consumption model
presented in [59], where the procedure for finding the model parameters is presented. The
above contrasts with the reviewed works in Section 2.2.2 because they were mainly focused
on designing of strategies to solve the DSSPP, whereas the consumption was not studied in
depth.
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Chapter 5

Simulation Analysis

The proposed PDM approach for the EV-DSSPP has been studied by a simulation. The
simulations were performed on a desktop computer, with an Intel Xeon 3.5[GHz] processor
and 32[GB] of RAM. The parameters employed in the simulations are summarized in Table
5.1.

Parameter Unit Value
SOCinitial 0.9
ξ 6 · 10−4

Np 100
Tmax [s] 23
tHmax [s] 3
tPmax [s] 20
∆ 0.7
nmax 4
τ 0.03
K 6

Table 5.1: Simulation parameters.

The simulation considers one travel starting at the node ns and finishing at node nd (see
geographic location in Figure 5.1a). The distance between both nodes was approximately
12[km], and he travel started at 7 AM. The simulations were performed considering 3 dif-
ferent optimization objectives (see (4.9)); thus, the proposed strategy is executed with 3
configurations as summarized in Table 5.2.
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Configurations objective function
Parameters of Objective Notation

Config. 1 ω1 = 1 ω2 = 0 Minimize travel time Min TT
Config. 2 ω1 = 0 ω2 = 1 Maximize SOC Max SOC
Config. 3 ω1 = 0.5 ω2 = 0.5 Compromise between:

Min TT and Max SOC
Compromise

Table 5.2: Configurations.

Before studying each case in depth, the proposed heuristic for selection of path candidates
is analyzed means of an example. For this purpose, a set of three initial path candidates
obtained using the proposed heuristic and the K-SPP were computed, they are shown in
Figure 5.1. The first observation is that in the case of K-SPP (see Figure 5.1a), only two
path candidates are easily visible; the third is imperceptible because it is highly similar to
others, and only it can be seen by zoom. On the other hand, the three candidates obtained
by the proposed heuristic (see Figure 5.1b) are clearly distinguished. Moreover, they explore
different zones since they must respect the similarity restriction.

Considering the example has just reviewed, the proposed heuristic for selection of path
candidates offers two advantages with respect to k-SPP. The first, is its lower computational
time (as discussed in Section 4.1). The second is the ability to explore different zones. The
latter is a remarkable advantage for two reasons:

• In the proposed PDM approach, the candidates are searched in a static way (because
the current expected travel time is considered for this purpose). Then, each candidate
is evaluated by Prognostic based on PF; at this point, the dynamic and stochasticity
are incorporated into the decision making process. Considering the above, the opti-
mum obtained statically (in the selection of candidates) is not necessarily the optimum
obtained after Prognostic based on PF evaluation. Therefore, the diversity in the path
candidates is essential because it enables to explore different zones; thus a better path
can be obtained with the stochastic and dynamic evaluation.

• The selection of path candidates is made considering only the time requirement. Thus,
the energy consumption requirement solely is taken into account in the path evaluation
by prognostic algorithm. Considering the above, the diversity in the path candidates
is important because it enables to explore a wide area, which may enable to find better
solutions in terms of energy consumption.
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(a) K-Shortest path algorithm

(b) Proposed heuristic

Figure 5.1: Comparison between proposed heuristic and K-Shortest path algorithm.

For each of the configurations under study (see Table 5.2), two methods to solve the
EV-DSSPP by the proposed PDM approach were implemented:

• Without update en-route: This method calculates the optimal path using PDM-
Shortest Path Algorithm only at the beginning of the path (before departure).

• With update en-route: This method updates works computing en-route path up-
dates, considering the current traffic state. This method was presented previously in
Figure 4.5.
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These two methods allow the testing of initial hypotheses, which are two: (1) the real-
time EV-DSSPP can be solved by a PDM approach incorporating models of consumption
model, road model, historical and real-time traffic information (recurrent and non-recurrent
traffic congestion); and (2) updating the paths en-route offers higher performance in terms
of travel time and energy consumption than solely using the optimal solution computed
before departure. The methods were tested by simulations with the same initial condition in
terms of SOC and state of traffic. The output variables recorded from each simulation are
summarized in Table 5.3.

Notation Unit Description
Pu path with update strategy
Pnon−u path without update strategy
TTu [s] TT with update strategy
TTnon−u [s] TT without update strategy
SOCu SOC with update strategy
SOCnon−u. SOC without update strategy

Table 5.3: Output variables from simulations.

Given that Pnon−u is calculated solely considering the initial traffic conditions, during its
trajectory, it is possible to find traffic incidents that affect the path performance. conse-
quently, the simulations were grouped considering the percentage of edges with typical traffic
in the Pnon−u that were found during the trajectory. This grouping allows the analysis of the
performance of both strategies as a function of the Percentage of Edges with Typical Traffic
(PETT) in Pnon−u.

It can be observed the results of the simulations of Config. 1 are shown in Figure 5.2.
Firstly, to observe that, independently of the PETT in Pnon−u, for most of the realizations,
the percentage of saved travel time (using update en-route) is greater than zero. Therefore,
even without traffic incidents in Pnon−u, the path obtained with update en-route Pu offers
better performance in terms of travel time. In addition, when there are a greater number of
traffic incidents in Pnon−u, the percentage of saved travel time using en-route update method
is higher. These results validate the fact that the incorporation of real-time traffic information
can enhance the performance of routing system because it allows to know in advance where
there is an incident, and thus to make decisions to avoid the congestion.

Recall that most of the works reviewed in Section 2.2.4 led to the same conclusion, in the
sense of en-route updating allows the reduction of travel times; even when using different
methodologies. In particular, in the present work by a PDM approach, the same conclusion
can be made, validating the fact that the proposed approach allows to incorporate in a proper
way the real-time traffic information.

On the other hand, there are cases where the en-route updating has a worse performance
in terms of travel time (see Figure 5.2). These occur because sometimes the algorithm makes
a decision considering that the new path will be faster, but a non-recurring event occurs in
the new path and the travel time is higher. In summary, en-route updating creates better
performance in terms of travel time in most realizations, but not all.
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Figure 5.2: Percentage of Saved travel time (TT) using update en-route (TTnon−u−TTu
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·100%).

The result of the simulations for Config. 2 are shown in Figure 5.3. As in Config. 1,
independently of the PETT in Pnon−u, the percentage of saved SOC is greater than 0 for
most of realizations, with an average of 4.15%. Unlike Config. 1, however, it is observed
that the percentage of saved SOC does not depend significantly on traffic incidents. This
fact is explained for the EV-ECM employed, which shows a less energy consumption for low
velocities; this fact will be discussed later.
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The results of the three experiment with the 3 different configurations are presented in
Figure 5.4. The main observation is that there is a trade-off between the TT and SOC (with
regard to mean values), in the sense that the fastest path has the highest energy consumption
(lowest SOC) and vice versa. This behavior remains in evidence in the Config. 3, given
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that, in this case, an equilibrium between SOC and TT is searched. The results show that
the solution result for SOC and TT are in the middle of Config. 1 and Config. 2.

In terms of percentage, on average, Config. 1 offers a travel time 2.3% less than Config.
2. Nevertheless, to achieve this goal, it spends a 4.5% more energy than Config. 2. This
compromise between travel time and EV energy consumption has been anticipated in the
Chapter 1; in [13], the authors highlight the fact that for EVs the fastest path is not necessarily
optimal in terms of energy consumption
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Figure 5.4: Summarize of the 3 configurations.

It is important to note that the results were obtained considering ξ = 6 · 10−4. This
parameter defines the traffic incident rate. Therefore, if ξ is higher, the occurrence of lower
PETT will be more frequent; on the other hand, for ξ lower, the occurrence of no incident
will be more frequent. Nevertheless, the proposed algorithm has better performances in both
cases; thus the analysis made here will continue being valid.

Another interesting point to highlight is the following. Given that the proposed routing
strategy uses a prognostic algorithm as a tool to solve the EV-DSSPP, the same prognostic
implementation can be used but for different goal. Let suppose that a driver who is interested
to estimate the travel time and energy consumption of a certain path before departure, in such
case the same prognostic implementation can be employed to predict the required quantities.
This goal is key to avoid the range-anxiety [11].

To summarize of the results, the following points are remarked,

• The strategy that uses en-route updates offers better performance in terms of travel time
and SOC than the other strategy that only calculates the best path at the beginning.
Therefore, the proposed solution allows the proper incorporation of the real-time traffic
information.

• There is a trade-off (with regard to mean values) between the travel time and energy
consumption.
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Chapter 6

Conclusions

Having completed the present work, it can be concluded that all of the initial objectives were
reached. In the following paragraphs, each one will be analyzed.

First, a model for stochastic traffic simulation was designed and implemented. It incorpo-
rated both types of congestion: recurrent and non-recurrent. The recurrent congestion was
modeled using a database with average travel times. Meanwhile, the non-recurring conges-
tion was modeled using a discrete Markov Chain model. The use of the Markov Chain model
allowed the incorporation of different types of traffic incidents (crashes, hazards and station-
ary vehicles) as discrete states of the chain. Moreover, each type of incident was well-defined
in terms of its duration and impact on the edge travel time. The main advantage of this
model is that factors such as location or time dependence can easily be incorporated through
a variant transition matrix. In particular, in the present work, this matrix (M , as defined in
Section 3.1.2) was considered to be variant depending on the road type. Nevertheless, it was
considered the same matrix for all roads of the same type. In general, this assumption might
not be real, due to the existence of road segments that have higher incident probability than
others. Furthermore, the incident probability changes during the day because there are hours
at which there are higher number of incidents than at other hours. Therefore, all of these
variants may be incorporated in future works, with the aim of generating a more realistic
simulation model.

An approximated model was introduced for the EV-ECM, in which factors such as in-
clination, velocity, acceleration, and regenerative braking were considered. The proposed
model considered a fixed velocity in an edge, but corrected the consumption according to a
pre-calculated factor of correction (denoted as α, see Section 3.2). The main advantage of
this proposed EV-ECM is that it allows calculating faster consumption simulations, without
a significant loss of precision. Note that the correction factor was calculated using different
driving cycles (obtained from [60]) for each type of road; the underlying idea is to model
the possible velocity profile that the EV might experience on a determined type of road.
Nevertheless, for practical applications, they should be obtained from the EV under study,
more specifically, from the EV driver behavior because the driving cycle on a determined
road will depend on the driver. In addition, the behavior may be time-variant. All of these
factors can be addressed in future works.
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Additionally, a novel PDM approach for solving in real-time the EV-DSSPP was presented.
It incorporates a detailed EV-ECM and traffic model. It makes the EV routing decision to
consider not only the current state of traffic, but also the future traffic evolution through a
prognostic algorithm. Its real-time execution is guaranteed by the design of the algorithm
because each algorithm step is executed considering a predefined fixed maximum computation
time. The proposed routing algorithm enabled the incorporation of real-time information in
the decision making process; and thus, the en-route updates. Along these lines, two methods
were tested: those with updates and those without updates en-route. The results showed
that en-route update method offers better performance in terms of travel time and energy
consumption; this validated the hypothesis number 2 and corroborated the reviewed works
in Chapter 1.

Moreover, the results showed a trade-off (with regard to mean values) between the travel
time and energy consumption because, generally, the fastest path has the highest energy
consumption. Therefore, at the time of the path decision, it is essential that the driver
clearly indicates his or her priority between travel time and/or energy consumption, since
this election will define the resulting optimal path.

For the proposed PDM approach, the selection of path candidates was computed stati-
cally and deterministically, considering the current expected travel time of each edge. This
procedure does not guarantee that the candidates have good performance in the dynamic
evaluation, that is in the prognostic step. Therefore, in future works, methods that incorpo-
rate expected traffic dynamics will be explored. On the other hand, given that the decision is
based on a model-based prognostic method that uses particles to propagate the future uncer-
tainty, probabilistic and physic restrictions can be added for instance, limiting the probability
of reaching specific nodes with a determined SOC or power restriction or power restriction.
These ideas also will be studied in future works.
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