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MULTI-OBJECT TRACKING WITH CAMERA

In this work we will test object tracking algorithms for the application of problem of pedes-
trian surveillance, where given footage from a camera, we are interested in correctly assigning
a label to each individual pedestrian in each frame, and maintaining this label through over
time, minimizing the number of wrongly assigned labels and undetected objects.

For this purpose we will use Multi Target Tracking based on Random finite Sets algo-
rithms, which use past estimates of the position of tracked objects to predict a multi target
future state, while also managing the possibilities of new target births or the deaths of these
targets. These algorithms were created originally for tracking targets which undergo simple
manoeuvres and using detection’s with high uncertainty. This drastically differs from our
case where the detections have a high accuracy (>75%) and almost no noise, but the move-
ment of the people is highly not linear and very unpredictable.

So our work will focus mainly in studding how this ones will perform in this completely
opposite conditions. Ba Tuong Vo has an open library where many of this filters are imple-
mented and so we will make use of it to analyze how this algorithms perform in our case
of interest and comparing the results using traditional Computer Vision metrics, as well as
RFS metrics.
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MULTI-OBJECT TRACKING WITH CAMERA

En este trabajo se evaluarán distintos algoritmos de trackeo para el problema de seguimiento
de peatones, donde teniendo un video obtenido de una camara de seguridad, nos interesa
reconocer correctamente cada individuo a traves del tiempo, buscando minimizar la cantindad
de etiquetas mal asignadas y objetos (peatones) no identificados.

Para esto se ocuparán algorimos basados en el concepto de Conjuntos Aleatorios Finitos
(Random Finite Sets - RFS), los cuales usan mediciones pasadas de los objetos para predecir
posiciones futuras de todos ellos simultaneamente, mientras que también se consideran los
casos de nacimientos y muertes de los objetos. Estos algoritmos fueron concebidos para
el trackeo de objetos con movimientos simples y predecibles en condiciones de una gran
cantidad ruido en las mediciones. mientras que las condiciones en las que se evaluarán
son drasticamente opuestas, con un nivel muy alto de certeza en las mediciones pero con
movimientos altamente no linear y muy impredecible.

Se ocupará una libreria abierta creada por el investigador Ba Tuong Vo, donde están
implementados varios de los más clásicos algoritmos en esta área. Es por esto que el trabajo
se basará más en el análisis de los resultados en estas nuevas condiciones y observar como se
comparán a los algoritmos actuales del area de Computer Vision (CV)/ Machine Learning
(ML), usando tanto métricas de RFS como del área de CV.
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Introduction

Inside the world of automatizing processes in industries, we have seen a strong influx of im-
plementations based in Machine Learning (ML) in the last years, even some that until now
were considered more of a research subject. In particularly, the work with images, known
as Computer Vision (CV), have been in the middle of this “revolution”, the concept of deep
learning and its outstanding results in the area have brought a new wave of interest in the
idea of machine learning once again.
There have been two “classic” problems that have been studied exhaustible in CV, face recog-
nition and pedestrian detection, both of which focuses in finding and recognizing people in
static images. With the advance of technology, these problems evolved from working with
simple images to video and merging with each other, these are known as pedestrian tracking
or re-identification. There are many approaches to this problem, mainly it can be worked as
just a re-identification in each frame, comparing the new detection with a database of the
previous assigned IDs, Siamese Nets, Triad Nets, Generative Adversarial Neural Networks
(GANs), feature descriptors, object segmentation, etc... or it can also be worked as a tem-
poral series using trajectory estimators like Long-Short Term Memory Networks (LSTM),
Random Finite Sets (RFS), etc... and its based on the idea of using information of previous
states to estimate where to find the person or object previously detected, and not to just
detect and re-identify each person in each frame.

One of the biggest problems when working in object tracking in video is occlusion, the
fact that in any moment of the trajectory, a tracked target can go behind structures or other
objects, and because of the positioning of the camera, it will not be able to be detected visu-
ally. This can generate a number of different errors, from the lost of the tracked object, miss
match identification between objects that have crossed paths or even to incorrectly assign a
id because of the trajectory estimation was wrongly calculated.

In particular, in this work we will test a solution based on Random Finite Sets (RFS). As
the name suggest, the main idea behind it is to estimate the future position of the objects
considering multiple different possibilities of solutions and choosing the most suitable one,
which has to be corroborated with an actual detection of the object using a separated algo-
rithm. There’s a great amount of algorithms used to detect objects, as mentioned before,
it is a very well documented problem, specially for the case we are interested in that’s the
detection of people. For the tracking method a more probabilistic approach is also going to
be used in this work.
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Figure 1: Example of detection in video.

The approach of RFS used is based on Multi-Bernoulli distributions, which in more a
general way, what it does is to calculate the probability distribution of survival, death, being
born and detection for each object, and how to realize the “re-identification” of “tracking”
using this probabilities distributions. There is a hand full of this algorithms, δ-generalized
labeled multi-Bernoulli filter (δ-GLMB), Poisson multi-Bernoulli mixture filter (PMBM)
and the Probability Hypothesis Density Filter (PHD) have been the more cited, and in this
work they will be studied with simulated and real data.
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Chapter 1

Theorical Framework

1.1 Bayes filter.- Random finite sets

1.1.1 Bayes filter

A Bayes filter an iterative algorithm used for the estimation of a value using the Bayes rule
shown in equation 1.1. The prediction is made from previous steps knowledge call prior in-
formation and the likelihood of the model, which means the probability of taking value given
how the system is expected to work. In the case of tracking xt could be the position and
velocity of the tracked object in time “t”, ut is the action taken by that object, and bel(xt) is
the believe or estimation of the values, as can be seen in equation 1.3 and 1.4, there are two of
this values, bel for the prediction and bel for the correction of this prediction, the correction
is done by a adding measurements presented by the variable zt. This then iterate as seen
in equation 1.3, where the prior information for the prediction is the believe correction from
the previous time step.

P (A|B) =
P (B|A)P (A)

P (B)
(1.1)

(1.2)

bel(xt) =

∫
p(xt|ut, xt−1) bel(xt−1) dxt (1.3)

bel(xt) = η p(zt|xt) bel(xt) (1.4)

In here the Bayesian approach is to generate a posterior X̂ state based on the prior X
state and the new detection Z using the Bayes rule, its used to generate an estimation and
a correction in the estimation of a value, this is what is called a Bayesian filter.
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π(X|Z) =
g(Z|X)π(X)∫
g(Z|X)π(X)δX

(1.5)

(1.6)

Where π(X|Z) is the posterior density, Z are the measurements, X is the multi-target
state. g(Z|X) the multi target density of measurement Z given the state X and π(X) a prior
multi target density. The Bayesian approach is used because it can give you an optimum
solution under the right circumstances.

1.1.2 Gaussian Mixture Solution (GMS)

A Gaussian mixture model or solution is maybe the simplest Bayes filter, where the bel is
just a lineal combination of Gaussian distributions, where a general Gaussian distribution is
defined in the equation 1.7, x is an vector of length N, Σ is the variance-covariance matrix
of all N-dimensions of the distribution and µ is a point in space that represents its mean.

p(x) = det(2πΣ)−
1
2 exp

(
−1

2
(x− µ)TΣ−1(x− µ)

)
(1.7)

1.1.3 Random finite Sets (RFS)

When tracking multiple objects many problems can arise, the fact that the amount of targets
can changes constantly, from occlusion to objects leavening the scene or noisy measurements
that can generate false positives, makes extremely complicated to have precise estimations
of where targets are and how they move through time. A way to model this problem is
presented in [25] that will be used in this work based in the concept of Track Before Detect.

The general idea is that by having an X set state that describe the RFS MTT position of
objects in a frame, we can compute an amount of different possible future outcomes, which
are called updated states, from this we will choose the most probable to occur. Also we have
the detection made in a new frame that we will call Z, and by comparing them with the
predictions done with X, we will have a matrix of correlation between all of them. Once this
matrix is build, there are two different ways to assign the correct object with its detection:
Murty and Gibbs.

For our case, because we are working with multiple targets to be tracked, X will be
a multi-target state. So in a future step, when calculating the new possible states of the
objects, all of the possible combinations are to be considered, and so the number of multi
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target hypotheses will be way to big to compute. For example if we have 5 objects and each
one have 7 possible states to be in the next frame, the number of combinations to result is
57 = 78125 different results, and this case is not taking in consideration the cases of new
object detected, objects not been detected nor objects leaving the frame. So for making it pos-
sible to calculate it, some decision rules are implemented to reduce the amount of calculation.

Citing [25]: “The random finite set (RFS ) approach provides an elegant Bayesian formu-
lation of the multi-target filtering/tracking problem in which the collection of target states,
referred to as the multi-target state, is treated as a finite set”. Also if we would keep all the
chosen states from previous iterations, and build new ones for each one of this, the number of
hypotheses would grow exponentially making it impossible to calculate after some iterations.
That’s why this framework is usually assumed as a Markov process, meaning every state is
dependant only of the previous state, which is coherent with the usage of Bayes’ rule, but
mainly that the number of possible states doesn’t explode.

The multi-target states X, which represent the kinematic state (position and velocity)
of the objects through the video, is obtain using Kalman filters, which will be explained in
more detain in the next subsection. But in a general way they are recursive algorithms that
estimate the real value of variables based on a combination of predictions and that that is
assumed to be noisy.

The concept of RFS based in multi-Bernoulli filter has been studied intensively in many
works [11] [14] [7] [22] [24] [6], who have not only proposed some implementations, but have
also worked deeply on the mathematics behind its application, with mathematical proposi-
tions, proofs and corollaries on the behaviour of the filter.

Probability Hypothesis Density (PHD)

Presented originally in [10] by Zhe Chen, where is propose the propagation of a first-order
statistical moment of the multi-target posterior. This moment, the probability hypothesis
density (PHD), is the function whose integral in an region of state space is the expected
number of targets in that region. They derive recursive Bayes filter equations for the PHD
that account for multiple sensors, non-constant probability of detection, Poisson false alarms,
and appearance, spawning, and disappearance of targets. They also show that the PHD is a
best-fit approximation of the multi-target posterior in an information-theoretic sense. This
filter can be interpreted as a multi-target statistical analog of a constant-gain Kalman filter
and is it how is used for the estimation of new states.

The implementation used in this work is the Gaussian mixture Probability Hypothesis
Density Filter (GMPHD) [18] done by Ba Tuong Vo et al using a recursive algorithm:
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“This work shows that under linear, Gaussian assumptions on the target dynamics and
birth process, the posterior intensity at any time step is a Gaussian mixture. More impor-
tantly, closed form recursions for propagating the means, covariances and weights of the con-
stituent Gaussian components of the posterior intensity are derived. The proposed algorithm
combines these recursions with a strategy for managing the number of Gaussian components
to increase efficiency. This algorithm is extended to accommodate mildly nonlinear target
dynamics using approximation strategies from the extended and unscented Kalman filters”.

1.1.4 Delta-Generalized Labeled Multi-Bernoulli Tracking Filter (δ-
GLMB)

The δ-GLMB filter presented in [5][20][21], is a type of labeled RFS which allows individual
track labels for targets, not only recognizing individuals, but also knowing their trajectory.
this label contains information of the time the target its born, and the birth region. For this
a new discrete label space L is presented such that now a the RFS comes from the space
N× L. Here each element of an RFS is augmented with a unique label l ∈ L = {αi : i ∈ N,
where N denotes the set of positive integers and the αi’s are distinct. The new states X
are now defines as X ⊂ N × L, where x = (x, l). To obtain the label of a single-object a
projection is defined as L : N × L → L where L((x, l)) = l and is said that X have distinct
labels if only if |X| = |L(X)|, that can calculated using the distinct label indicator:

∆(X) = δ|X|(|L(X)|)

A δ-GLMB RFS is a labeled RFS with state space X and a discrete label space L, that
distribute according to:

π(X) = ∆(X)
∑

(I,ξ)∈F(L)×Ξ

ω(I,ξ)δl(L(X))
[
p(ξ)
]X

Where Ξ is a discrete space while ω(I,ξ) and p(ξ) satisfy:

∑
(I,ξ)∈F(L)×Ξ

ω(I,ξ) = 1

∫
p(ξ)(x, l)dx = 1

jointGLMB

the joint-GLMB is a faster implementation of δ-GLMB to reduce the amount of calculations
as presented in [24]. This is done by having a joint prediction and update, as opposite of the
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original algorithm that does a different calculation for each step, as explained in the paper:
‘In contrast to the original implementation which requires different truncation procedures for
each component in the prediction and update, the joint strategy involves only one truncation
per component in the filtering density, thus drastically reducing the number of computations
without affecting the filtering performance.’[19]

We will use this implementation through this work, so whenever we mention the δ-GLMB
filter in the next chapters we will be referring to it.

1.1.5 Poisson Multi Bernoulli Mixture (PMBM )

For this work we will use a Poisson Multi Bernoulli Mixture (PMBM ) filter, which differs
from other random finite sets algorithms mainly in the way it manage new detection, where
other algorithms generate a grid of Gaussian distributions through the space to represent
the probability of a new object been born in there, the position of the Poisson distribution
in the space is determined by previous births, so it can also help in reducing the mount of
calculations.

In this type of implementations, the following parameters must be chosen: the targets
survival probability ps and a probability pd if they are detected. Also new targets can appear
with intensity β and false positives detection can happen with intensity κ. This last one is
assumed constant to make the calculations easier, finally the existence probability r is used.
In some cases this one can be considered a constant of value 1, to simplify calculations.

Each target will have a Kalman filter associated for predicting their future position, and
it will be updated with new measurements every time a iteration of the PMBM is done and
the detection in Z are assign to their respective objects in X.

with all this a matrix of size (N + 1×M + 1) is generated, where the rows represent the
new detection but the last row contains the values of the probability of a new object been
born combined with the probability of been a false alarm, while the columns represent the
live objects and the last column is the probability of not been detected or that disappear, the
rest of the values represent the correlation between the new detection and the live objects.
Once we have all this values calculated, we can proceed to assign the id’s to the detections
using the Moore or Gibbs implementation.

7



1.1.6 Kalman filters

We will use a Kalman Filter for the estimation of the new position of the tracked objects.
A Kalman filter is a recursive algorithm that estimate the future value of variables [17] [3],
based on the measured data over time. This estimation is made through a probabilistic ap-
proach, assuming a Gaussian distributions to represent the possible measurments and a linear
model for the variables. Because it is still a Bayes filter, it is separated in two main parts, a
prediction state and an correction state, both used to make a prediction of the future. Both
of these two parts are regulated by a constant called Kalman gain, which try’s to minimize
the variance of the estimation by getting as much information as possible from uncertain
measurements. For this work we pretend to use an already existing Extended Kalman Filter
(EKF) implementation, found in Ba Tuong Vo library, taht we will explain how it differen-
tiate from the general case afterwards.

Prediction

Given a n-dimentional Gaussian distribution ~Xk−1 that represents the state of the tracked
object in time k − 1, we are interested in estimating its new state vector in the next time
step, what we will call X̂k. Because it is a Gaussian distribution, it’s defined by a mean ~µ
and a co-variance matrix Pk.

We define this prediction through the matrix Fk (This matrix can also be presented as
“A” in the literature), which is presented in the eq. 1.8. This state transition matrix will
represents the kinematics of the system as is defined previously, because it will not update
or adjust though time, unlike ~X. There are controlled factors inside the estimation, but as
the name says, they exist if there is a way to control this variables internally, these are called
control matrix B and vector û. Finally we have wk and Qk which represent the noise in
the estimations, specifically the predicted state noise vector and the process noise covariance
matrix. For the covariance matrix of our estimation 1.9, is just the covariance of our previous
state combined with the prediction and the process noise added to that.

X̂k = FkX̂k−1 +Bµk + wk (1.8)
Pk = FkPk−1F

T
k +Qk (1.9)

Update

For the update step we first have to understand the measurement input Yk, as shown in eq.
1.10, is composed of two parts, a state vector Xk with a matrix transform C that defines
what are we observing and finally Zk that represents once again the noise or error, in this
case of the measurement.
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The idea is to combine the information contained in the measurements with the predictions
to minimize the variance of the process. For this a constant called Kalman Gain is presented
in the eq 1.11. This Value is a weighing between the confidence in the estimation and the
measurement. Its result isn’t very intuitive, because it comes from the solution of multiplying
two multidimensional Gaussian distributions, but understanding its purpose as a controller
between both the estimation and the measurement is more important, a simplification is
presented in the eq 1.12.

Yk = CXk + Zk (1.10)
K ′ = PkH

T
k (HkPkH

T
k +Rk)

−1 (1.11)

K =
Eest

Eest + Emea

(1.12)

(1.13)

On the measurements we model the sensor with a matrix Hk (eq. ??) the same way we
modeled the estimation with the matrix Fk and the co-variance of the measurements with be
Rk (eq.1.15).

X̂ ′k = X̂k +K ′(Yk −HkX̂k) (1.14)
Pk
′ = Pk −K ′HkPk (1.15)

In a more simple way, the update of both the state and the co-variance are a combination
of the previous state and the how much the new information modifies it, as the simplified
version is shown in eq. 1.16, where as mentioned before the Kalman gain K is used as a
regulator depending on the certainty of each case.

~X ′ = ~X0 +K( ~X1 − ~X0) (1.16)
Σ′ = Σ0 −KΣ0 (1.17)

Extended Kalman Filter (EKF)

The Extended Kalman filter is used in reality because unlike what the Kalman filter expects,
the real world is not linear nor their measurements are Gaussian distributions. This is solved
by the EKF by linearlizing locally the estimated function, to fit all the steps needed to solve
the problem. This linearization is done by calculating the first order derivate in a point and
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then studying how far from the linearization our measurements are.

this modifications to the real function causes the EKF to not be an optimal estimator,
unlike the Kalman filter for the basic model. In any case it should allows a good estimation
of the curve if the time discretization is fine enough.

1.2 Pedestrian Detection

The more modern approach for pedestrian detection comes from the area of deep learning,
using deep convolutional networks able to copy up to certain level the way human eyes work.
Starting from a defined graph structure, the network re-adjust its arcs and nodes values to
optimize the association between an input, in this case images, and specific labels assigned
to each image.

Inside this world, the problem of detection and classification of object classes have had
an enormous weight on the direction this technology have taken. With modern architectures
able to detect and classify hundreds if not thousands of different classes in ms. making of the
old solution obsolete technology. Between this modern approach’s we find You Only Look
Once (YOLO), Faster R-CNN, Inception, ResNet, RetinaNet, etc... For this work, we will
use YOLOv3 [8] (Figure 1.3), that have shown a great combination of accuracy and execution
time (Figure 1.1). Though its not the one with the best mAP, it still maintain great results
while having a significantly lower time of execution.

YOLOv3 is a 53 layered Convolutional Neural Network (Figure 1.2) implemented over
Darknet by Joseph Redmon, “Darknet is an open source neural network framework written
in C and CUDA.” [8] which allows a faster and better implementation for neural networks.
It can also allows for multiple inputs by loading the net and leaving it in stand by and then
inputting different images, which works great with real time videos, like security surveillance.
It can also be retrained o readjust its parameters for a better performance in a specific case.
In particular for the detection in this work, we will filter them to get only the ones with a
’person’ label, and also the threshold of probability of each class is set in 75%, meaning that
any prediction bellow this threshold will be discarded by YOLO itself.

1.3 Evaluation & Datasets

There are a number of different proposed methods on how to measure the performance of
visual tracking, and so, it’s performance can be change drastically depending on way its done.
Multi-object filter has their own specific metrics: OSPA and OMAT[16] [13] that in first
instance we will not work with, because their are not useful for comparing the results with
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Figure 1.1: Graph comparison with RetinaNet.

Figure 1.2: YOLOv3 Arquitecture.

general tracking systems. For evaluating the performance of the software, we will use the
The Multiple Object Tracking Benchmark given by the MOT challenge [2], who have worked
on the standardization of multiple target tracking evaluation. They don’t only supply the
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Figure 1.3: Example of YOLOv3 detection.

most known data sets of surveillance videos and their ground truth, like PETS2009[1], but
also standardize the metrics used to measure the performance. We will use the this data set
as a basis and use the metrics defined by the benchmark[12], from which the most important
ones are the following:

1.3.1 Error Types

The main types of error that can be generated during the tracking of multiple objects is
shown in the figure 1.4 presented in [4], where the small circles hi are the detection, its color
represent its true label, and the color areas 0i are the estimations for each time: (a) If the
distance between o1 and h1 is bigger than a threshold T, it is not possible to keep assigning
the same label, even though in reality are the same object, generating a false positive of a
new object. (b) The near movement of objects can create the illusion of intersections that
are not actually occurring, generating mismatches in the labels, what we will be calling an
id switch. (c) An example of a false negative is shown, where two different objects (h1 and
h2) are label as the same because they share a common path. (d) Finally a different case of
False Positive is shown where after a miss, a new object is detected closer that the actual
true one, which because of the miss has a distance bigger than expected from the estimation,
generating a mismatch and calling the old object a new detection.

Number of ID Switches (IDSW)

IDSW = No the Switched IDs

This value represents the number of miss matches on the Id assignation.
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Figure 1.4: Different types of errors in multi-object tracking.

Multi Object Tracking Accuracy (MOTA)

MOTA = 1−
n∑
t=1

(FNt + FPt + IDSWt)

GTt

Where t is the frame number, FNt denotes the False Negatives in the frame t, FPt
denotes the False Positives, IDSW is the Number of ID Switches defined before and GTt
is the number of tracked objects defined on the ground truth of that frame. The range of
MOTA is (−∞, 100%].

Multi Object Tracking Precision (MOTP)

MOTP =

n,I∑
t=1,i=1

dt,i
ct

Where ct denotes the number of matches in frame t and dt,i is the bounding box overlap
of target i with its assigned ground truth object. MOTP thereby gives the average overlap
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between all correctly matched hypotheses and their respective objects, and ranges between
dt = 50% and 100%.

False Alarm per Frame (FAF)

FAF =

∑n
t=1 FAt
N

This value represents a mean defined by the number of false detections (FAt) that ocurr
per frame, divided by total amount of frames, represented by N .

Optimal Sub Pattern Assignment (OSPA)

This metric is not obtain from the MOT benckmark, but presented in shumacher et al.
work [15] an referenced in works like [16] [13], which is used specifically for random finite
set implementations of multi-object trackers. OSPA metric measures the distance between
two finite sets of target states denoted by d(c)(x, y) := min(c, d(x, y)) where c > 0 is a
limit for a max distance, and x, y ∈ W a closed and bounded observation window. Then
considering Πk the set of permutations on {1, 2, 3, ..., k} for any k ∈ N = {1, 2, ...}. For
1 < p < ∞, c > 0 and arbitrary finite subsets X = {x1, ..., xm} and Y = {x1, ..., xn} of W ,
where m,n ∈ N0 = {0, 1, 2, ...}:

ē
(c)
p,card(X, Y ) :=

(
1

n

(
min
π∈Πn

m∑
i=1

d(c)(xi, yπ(i))
p + cp(n−m)

)) 1
p

This metric can be divided in its location ēcp,loc(X, Y ) and cardinality ēcp,card(X, Y ) which are
defined as next:

ēcp,loc(X, Y ) :=

(
1

n
· min
π∈Πn

m∑
i=1

d(c)(xi, yπ(i))
p

) 1
p

ēcp,card(X, Y ) :=

(
cp(n−m)

n

) 1
p

In the paper it was proposed, its mention that although the decomposition is not necessary
for generation a metric of comparison between results, it may be useful for a better under-
standing of the results, as it show how the values evolve through time. We will also compute
the mean of the distance though time, so we can have a simple value to make comparison
between these.
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1.3.2 Data Base

PETS2009

The videos used are taken from the PETS2009 data set [1] (Figure 1.5), which gives a great
amount of different options of videos for tracking people though cameras, intended for differ-
ent problems which include: counting, general tracking, tracking inside of crowds, and more.
videos work at different camera ratios, positions, angles, lighting and also has cameras with
overlapping fields of view. We will work with the video S2L1 which works great as security
cam from height and some occlusion generated by physical object in the scene rather than
just the natural occlusion generated by the people transiting through the place.

The specifications of the video are shown on the table 1.1. The N of trajectories doesn’t
measure the number of people that appear on the video, but the number of time a pedestrian
walks in frame, so one person can be count more than once if he walk out of frame and back.
The Density value is the average number of pedestrian per frame.

Name FPS Resolution Length [Frames] Length [minutes] Tracks Density
S2L1 7 768x576 795 01:54 19 5.6

Table 1.1: S2L1 video specifications.

Figure 1.5: Caption of video S2L1, from PETS2009 dataset.

Towncenter

The TownCenter database is also used for testing pedestrian tracking algorithms, released
too in 2009 by the Active Vision Laboratory from Oxford University [9] with their results

15



of the “Coarse Gaze Estimation in Visual Surveillance” project. This video presents around
20 minutes of pedestrian walking though a street, mainly in the same direction of the street
as can be seen in fig 1.6. The frame is from a surveillance camera with natural light, in
almost the same conditions from the S2L1 video from PETS2009. Other is that the id of
each pedestrian is maintained during a whole trajectory inside the frame, so if a person walks
out of frame and reappears is considered a new id, different from the one before. Finally the
whole specifications of the database are presented in table 1.2.

Name FPS Resolution Length [Frames] Length [minutes] Tracks Density
TownCenter 2.5 1920x1080 450 03:45 226 15.9

Table 1.2: TownCenter video specifications.

Figure 1.6: Example of frame from TownCenter data base.
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Chapter 2

Methodology

2.1 General Specifications

As mentioned in the preview section, we will be working with the PETS2009 data set, par-
ticularly with the video S2L1 which is a recording using an angle and position similar to
security cameras, thou acting as an surveillance video. Making it the most suitable of all 8
videos of the data set for our work.

There is no official ground truth included in the PETS site, so an unofficial data set
was used, which contain almost all of the trajectories available in the video, except for one
that occurs in the background. It was extensively studied to assure it wont have any mistake.

Also this work will be realized on a notebook with a 7th generation i5 Intel CPU of
2.5GHz, 16 GB of DDR4 RAM and a NVIDIA Geforce GTX1050 ti (4GB) GPU in Ubuntu
18.04 . Because the library that Ba Tuong Vo has released is in Matlab, most of the work
will be done in this language, while the process of detection of the pedestrian in the video
using YOLOv3 will be done in Python, and after wards the data will be loaded in Matlab.

Ba Tuong Vo, the main publisher in these area, has released in his personal site a code
set of different tracking implementations [23], this are all wrote in Matlab, so the main
part of this implementation will be done in this programming language. This library contain
multiple filters: ‘singletarget’, ‘bernoulli’, ‘phd’, ‘cphd’, ‘cbmember’, ‘glmb’, ‘lmb’, ‘jointglmb’
and ‘jointlmb’. Each has different implementations: ‘gms’, ‘ekf ’, ‘ukf ’, and ‘smc’.
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2.2 Implementation

Once the video is obtained, YOLOv3 is used to get the detection, which are wrote in a .txt
file, saving each detection position and the frame it was obtained. YOLOv3 library comes
with a Python wrapper, so its implementation is almost direct, only small modifications had
to be made to it so the data needed could be obtain.

About the structure of the algorithms implemented by Vo, it is important to highlight
what is commented in the library documentation:

• All linear Gaussian examples use a 4D CV model (x/y position and velocity) with 2D
observations (position only).

• All non linear examples use a 5D CT model (x/y position, velocity and unknown turn
rate) with 2D observations (range and bearing).

Our ground truth contains only position and its corresponding id, so based in that in-
formation, it was able to calculate their velocity and turn rate using some naive heuristics,
mainly the difference between a value and its value in the previous frame.

The main problem of this implementation came in that the models are used originally
for the tracking of space derby or objects that have a more linear movement, while human
behavior can be completely erratic. Specially in the video used, where people movement
was intentionally stranger than what can be expected from pedestrian. This can be seen in
figures 2.1 and 2.2, where the lines are the true trajectories of objects and the grey crosses ’x’
are the measurements generated. In this case, figure 2.1 show an example generated by the
library, of data similar to what the algorithms and models were created for. While the figure
2.3 show the ground truth of the video PETS2009 S2L1, which has a completely non-linear
movement. The way of reading this last figure, is that circles represent the birth of an object,
and the triangles its death, while the black line connecting them is the trajectory of that
object. As one can see, there are some cases that doesn’t end on a triangle, this particular
objects appear at the end of the video and it is cut before they reach the end of their trajectory.

Also are presented the number of existing trajectories in each frame (figure 2.4) and the
OSPA metrics (figure 2.5). So the main work will be the modification of the model to adjust
it to this problem, making it able to use the tracking implementations in the data set and
the implementation of the metrics defined in the theoretical framework. The OSPA output
shown in figure 2.5 shows first (top) the value of the distance on each time step, while the
other two are the decomposition explained in the previous chapter. We will use this plot to-
gether with the mean of their values as a tool to compare and understand the results obtained.

The model we work with consider not just the movement of already existing objects, but
the probability of birth and death of them, and all of this must be adjust for each new case so
the model can get the best results. In this case, the model generates four Gaussian distribu-
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Figure 2.1: Tracker example generated by the library.

Figure 2.2: Video Ground Truth through time.

tions, each of 4 dimensions, which represent the possible position of birth of each new object,
with its respectively velocity and probability distribution, as so its variance, co-variance ma-
trix and its noise. This Gaussian distributions must be correctly laid on the sample space,
so the model can correctly detect any new object, otherwise it will not only generate more
false negatives by not detecting any new birth, but also generate more false positive, by
considering objects already been tracked as a new birth, generating also id switches. In the
figure 2.7 is shown a representation of where the Gaussian distributions are placed in the
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Figure 2.3: Video Ground Truth in 2D.

Figure 2.4: Cardinality of estimation compared to ground truth.

demo example, as you can see they are centered in points with a high amount of actual birth
occurring around it.

The code presented below is part of the Matlab file that defines the model we work with
for GMS, which returns a model object containing the general parameters of the model we
will work with. As mentioned before, expects that the ground truth values are represented
as a vector of 4 scalar components in the following order: x -axis position, x -axis velocity,
y-axis position and y-axis velocity. For the measurements only the position is expected, and
this is defined in lines 4 and 5 as model.x_dim and model.z_dim. Next the Dynamic Model
Parameters are defined, some of this will be the parameters we will have to adjust for our
data to get better results, mainly the sampling period and the sigma velocity, defined as
model.T and model.sigma_v. The Survival parameter is assumed ∼ 1, and so the death
parameter ∼ 0, this because of the type of problem we are working with, witch has almost no
error in detection and pedestrians don’t suddenly disappear inside of the frame, only when
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Figure 2.5: OSPA results per iteration for demo.

some occlusion may occur, but these are not deaths, but failed detection, the death of an
object means no more detection of him, essentially that it is not in frame anymore, but that
case is controlled buy another parameter afterwards. the survival (model.P_S ) and death
(model.Q_S ) variables are defined in lines 17 and 18. In line 21 its defined the number of
Gaussian Distributions that will be placed in frame for detecting and generating new objects
as mentioned before, for this case, 4 Gaussians distributions are defined, the same amount
as the example shown in figure 2.7.

1 function model= gen_model
2

3 % basic parameters
4 model.x_dim= 4; %dimension of state vector
5 model.z_dim= 2; %dimension of observation vector
6

7 % dynamical model parameters (CV model)
8 model.T= 5; %sampling period [s]

= fps
9 model.A0= [ 1 model.T; 0 1 ]; %transition

matrix
10 model.F= [ model.A0 zeros (2,2); zeros (2,2) model.A0 ];
11 model.B0= [ (model.T^2)/2; model.T ];
12 model.B= [ model.B0 zeros (2,1); zeros (2,1) model.B0 ];
13 model.sigma_v = 15;
14 model.Q= (model.sigma_v)^2* model.B*model.B’; %process noise

covariance
15

16 % survival/death parameters
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17 model.P_S= .999999;
18 model.Q_S= 1-model.P_S;
19

20 % birth parameters (LMB birth model , single component only)
21 model.T_birth= 4; %no. of LMB birth terms

Finally some general parameters are assigned, the detection value (model.P_D) is set
very close to 1, because we know from the detection obtain by YOLO that the probability
of been an false positive is extremely low. The clutter parameter represents the amount of
’noise’ in the detection in an area, but again because of the good performance of YOLO,
this is considered to be as low as necessary, in comparison with a traditional problem for
this kind of algorithms, like the example shown in fig 2.6, which has a clutter value orders of
magnitude bigger. Lastly the model.range_c defines the margins of the frame in where the
tracking will be done this will affect the results of the estimations too so they must be set to
the size of the frame.

1 % detection parameters
2 model.P_D= .999999; %probability of detection in measurements
3 model.Q_D= 1-model.P_D; %probability of missed detection in

measurements
4

5 % clutter parameters
6 model.lambda_c= 0.1; %poisson average

rate of uniform clutter (per scan)
7

8 %###%%
9 %model.range_c= [ -1000 1000; -1000 1000 ]; %uniform clutter

region
10 model.range_c= [ 0 795; 0 800]; %uniform clutter region
11 model.pdf_c= 1/prod(model.range_c (:,2)-model.range_c (:,1)); %uniform

clutter density

For the EKF model a directional value is added to the ground truth values, making its
vector of 5 parameters instead of 4. Also for the measurements the positions is expected to
be in polar coordinates, while the GMS works with a Cartesian system. The same happens
with the model.range_c, where the boundaries must be defined in polar coordinates.

Apart from the adjustment of the parameters for our new data bases, different sensibility
test are made with it as so with the original examples. For the first one its proposed to see
at which level of clutter the different filters stop working, this is because if we are proposing
to check how they work in new conditions we need to understand first their own limitations,
so the clutter will be moved in both directions, higher and lower to see how it changes the
results of them. Next we will evaluate different values of clutter and sigma_v to observe the
how it vary the results, so we don’t only have a final result of finely tuned parameters, but
to understand their relevance in how this algorithms work. The clutter represent the amount
of noisy detection or false positives occurring in the measurements, while the sigma_v is the

22



Figure 2.6: Example with clutter value of 100.

constant of acceleration for the moving objects assumed for the model.

Finally for the implementation of the new metrics, as said before, they are mainly counting
the number of false positive and false negatives generated through the test, so is a comparison
between the actual label and the one given in the ground truth. Also for defining if a label
was correctly assign we are setting a minimum distance as shown in figure 1.4 (a) and (d),
so the value of this thresholds will affect the results of the calculations and will be a point of
consideration in the adjustments.
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Figure 2.7: Representative example of Gaussian distributions.
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Chapter 3

Results

3.1 New Visualization

First, a visual analysis is made for the original output generated by the library, which prints
the trajectories of the tracked objects separated by its X and Y axis, each vs time. We print
a new view, between both X and Y axis and superimposing the time lapse in it. This is
done because some cross information is lost when the axis are separated, the main example
can be seen in fig 3.1a, where the detection made by YOLO are not as precise as thought
compared with the ground truth, detail that can’t be seen in the fig 3.1b, this can be at-
tributed to the deformation of the data with the different margins of the plot which causes
a ’squeeze’ effect on the way the data is presented. This doesn’t only makes the false idea
that the detection are closer to the ground truth, but also the trajectories in have less space
to be plotted so the data is superimposed with itself, making harder to see any possible
error. The new view is free of this problems other but is considered an improvement and
for cases with a big amount of trajectories, plots of sub sections of the time lapse will be
generated so they don’t end up having the same problems as before. This new view also
makes it easier to detect and classify the type of problem with the estimation, between an
ID swap, new ID assignation or no tracking at all, the fig 3.2 are an example of how they
facilitate this analysis. As same as before, is it much easier to detect visually this kind of er-
rors with the new visualization leading us to a better study and comprehension of the results.

On the other hand, fig 3.2 is also a good example to show that the original results are not
completely disposable, as they show in a better way the consistency of the estimation through
time, as it is more ’tidy’ and well presented because of the less amount of superimposition of
information occurring in the plots. So both views will be used for the analysis of the results
as they complement in the information they present and we will use the one we consider best
for each case or both.

For the Extended Kalman Filter, two interesting thins can be appreciated with the new
visualization that wasn’t able with the original one. First is that the predictions made by
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the EKF is more of an oscillation around the true track, what is expected because of how
Kalman filters work, trying to balance the weight of the estimation and the measurement,
giving more to one or the other depending on the one is more stable, measured with the
Kalman gain. This can be seen on the left tracks on the fig 3.3a, thing that is not so much
noticeable in the second fig 3.3b.

Second is that the range calculated for the clutter, which is defined by the size of the
image does not consider the whole space of possibility for the trajectories. We present two
cases, the first one (fig 3.4a) is for a standard value of clutter, 30 that is a level the filter is
expected to work with, and and extreme case with a value of 250, shown in fig 3.4b, where
the range of the clutter is much more demarcated. This lets us know that is probable that
some trajectories will fall short or have more error at the end of it, where there will be less
measurements to make a good estimation.

26



(a) X vs. Y.

(b) X Y vs. Time.

Figure 3.1: Comparison of views in PETS2009 Dataset.
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(a) X vs. Y.

(b) X Y vs. Time.

Figure 3.2: Comparison of views in the simulation.
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(a) X vs. Y.

(b) X Y vs. Time.

Figure 3.3: Comparison of views with EKF.
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(a) Example with clutter level of 30.

(b) Example with clutter level of 250.

Figure 3.4: Comparison of views in the simulation.
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3.2 Variability of results.

Because we are working with stochastic algorithms, a same experiment may have different
outcomes if its reproduced several times, so what is important is that these results are con-
sistent within the frame we are working with. As shown in fig 3.7 we even got some rather
different results for the exact same values, where in the first (fig 3.5a) one there is no big
error, but for the second one (fig 3.5b) there is an ID swap for the violet and gray labels,
both over tracks that start on position {400,-600}. Finally the last one (fig 3.5c) has an un-
tracked object of the simulation and the ID swap mentioned before but this time occurring
in a different moment in time. For this reason, for all the next test realized and presented
at multiple samples were generated for each case and what is presented is a generalization of
each one.

Then the same experiment is repeated for the EKF, where many different results are
obtained, although the same kind of problems appear as before, having for a same set of
variables, different amount of the types of errors we just discuss. So we present the results
obtained with the OSPA distance, the figure 3.6a is an standard result for this conditions,
with a high peak at the start and the rest of the values mostly under the 50 mark, its impor-
tant to remember that this type of distribution depends completely on the model we define
and the values c, and p of the OSPA distance, so what we are interested in is the differences
between the results and not the results per se, results for other data will return completely
different results.

For the figure 3.6b, an out layer outcome is presented where a second peek occurs right
after the first one, this one within the first 10 time steps, where as can be seen in figure 3.7b
there is only one object been tracked, which has a not so stable estimation of position, but
because is the only object this error of estimation has a much bigger impact in the OSPA
value than the same error when there are more objects in frame. This can cause major dif-
ferences in the interpretation of the data if its not considered with the care it deserves.

For the third fig 3.6c the same case can be done the other way around, where there is no
peak is at the beginning, reducing the mean value of the OSPA Distance by a huge margin.
We present this results to show that its important not only to understand how the model
work and the data we are working with, but that because we are working with an stochastic
algorithm, many iterations must be done and we can’t just take the first result obtained, but
that a general conclusion must be made for each case, for now on all results presented will
be the standard result for each set of variables selected, trying to be the most faithful to the
mean of the data obtained.
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(a) Example without errors.

(b) Example with ID Swap.

(c) Example with an untracked object.

Figure 3.5: Comparison of different results for the same experiment.
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(a) Example of standard result.

(b) Example with double peak.

(c) Example with no peaks.

Figure 3.6: Comparison of different OSPA values for the same experiment.
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(a) Example of standard result.

(b) Example with double peak.

(c) Example with no peaks.

Figure 3.7: Comparison of different OSPA values for the same experiment.
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3.3 Sensibility Tests

3.3.1 Sensibility Test - Clutter

Next we present the study of the variation of the value of clutter in the model, making a
sensibility study of the value and so to see how it affects the results. It is important to men-
tion that this parameter is not used in the real data sets, because it represents the amount of
noisy measurements that can be obtained in the simulation, but we are interested in showing
the resilience of the algorithms before we use them. In the simulation, test where made for
values 1, 5, 10, 100, 200, 300, 400, 500, but only the results for 10, 100, 200 are shown because
the most differences can be seen between them. The value of 10 is the original value of the
example so it return some of the best results, and reducing it wont cause any new error
to appear, because we are just reducing the possibility of error by removing false positives.
This experiment is done for the PHD and GLMB filters, as mentioned before the first one
only returns the selected measurements, but it doesn’t assign an specific ID to it, while the
second one does, there for in fig 3.10 all the selected values by the filter are highlighted with
the same color (black), but the results in fig 3.12 are highlighted with different colors which
represent each other label or ID.

It can be noticed that with the increasing amount of false positives the filters are less
capable of correctly detect the measurements corresponding to the real trajectories of the
simulated objects. For the first two cases of the PHD filter (figs 3.10a and 3.10b) is easier to
notice that it is able to assign the correct values, although in the second one is clearly less
precise because the measurements are farther away from the ground truth. For the last one
(fig 3.10c) the filter is still able to find the trajectories, but the amount of error is way higher,
having many values that are extremely far from the ground truth, making it even hard to
know to which tracks are they even assigned.

We choose to show the values of 10, 100, 200 also because are mid points that are good
representations of the errors found in each level of clutter for the GLMB filter. For the value
of 10, the results of the GLMB are good because is a small value, considering the original
value is 30 in this case, as same of before reducing the values wrong add any type of error
because we are just reducing the amount of false positives. In general not many error ap-
pears, mainly a little amount of ID swaps in some of the 10 results generated for each case.
Then for 100 the miss tracking of at least one object is common with in the sample, with
more swapping of IDs happening. Finally for the value of 200 not only there are more miss
tracks and ID switches, but wrongly estimated trajectories appears for some cases and the
correctly estimated ones are less precise, giving higher values of OSPA .

For the value of 100 we can see differences between both filters, mainly that in the PHD
filter all trajectories has some amount of detection, while the GLMB there’s already one that
is not been detected completely. For the value of 200 the amount of false negative is larger
in this filter, compared with the PHD filter as seen in fig 3.17c and 3.10c respectively, where
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almost any object is detected and tracked, but not in the PHD filter which is able to detect
at least to some amount almost every object.

Using EKF and δ − GLMB, the results where a bit different in the way that the errors
appear way sooner than with the GMS filter, in both figs 3.10a and 3.10b there is already
existing errors that weren’t that frequent in the last part. ID switches and mismatches that
previously occur for bigger values of clutter here are present for all values making of this
filter a less robust one, at least for this simulation. For the value of 100 (fig 3.10c), multiple
targets weren’t tracked and ID switches occur more frequently too.

But as seen in fig 3.10, the results using PHD are similar to the previous part, the filter
is capable of maintaining a coherent estimation of the true tracks, but with the increasing
value of clutter, this estimations become more erratic and less accurate, but they are able to
track all objects in frame, while the δ−GLMB couldn’t. Comparing the results of the OSPA
distance in fig 3.11 another point appears, mainly with the fig 3.11c, where the first values
get off the chart for the cardinality graph, this mainly because only one object is present
in frame at the time but the estimations generate more than one tracker, creating a huge
difference and so obtaining this level of error compared with the other results. In particular
the mean OSPA value for each one is 23, 33 and 47 respectively, highlighting how much more
error this estimations have. But also is important to notice that it shows that the the first
case is more precise than could be noticeable visually, when both the first and the second
figs are very much alike.
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(a) clutter value = 1

(b) clutter value = 10

(c) clutter value = 100

Figure 3.8: Variation of clutter value for the simulation using the PHD Filter.
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(a) clutter value = 1

(b) clutter value = 10

(c) clutter value = 100

Figure 3.9: Variation of clutter value for the simulation using the GLMB Filter.
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(a) clutter value = 1

(b) clutter value = 10

(c) clutter value = 100

Figure 3.10: Variation of clutter value for the simulation using the EKF and PHD.
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(a) clutter value = 1

(b) clutter value = 10

(c) clutter value = 100

Figure 3.11: Variation of clutter value for the OSPA results using the EKF and PHD.
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(a) clutter value = 1

(b) clutter value = 10

(c) clutter value = 100

Figure 3.12: Variation of clutter value for the simulation using EKF and the GLMB Filter.
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3.3.2 Sensibility test - sigma_v

As it can be seen in the fig 3.16, with the increase of this variable, the variation of the results
for the PHD filter are very similar to the previews test, where the sparsity of the selected
estimations is bigger with each new value. This means that the distance between the assigned
measurement and the true track is bigger for the last example compared with the ones with
lower values of σv, although for this variable new values were chosen to be presented={1,
30, 150}. As same as before, this are selected specifically to show the scenarios where the
difference are more notorious, mainly for the δ−GLMB filter, where different type pf errors
can be seen.

The main difference between both PHD and δ − GLMB filters is that for the first one,
with the increase of the value of the variable, the results start to be more disperse, while
the results of the second one is a bigger amount of errors in the ID assignation, more than
a more erratic selection of measurements. This can be observed in both the cases of the
GMS and EKF filters, where in the first one it is a bit more robust to the variance of the
tracking values. In fig ?? is shown the most common mistake in for this value, that is an ID
switch caused by an intersection of two objects, the second one most common error is the
generation of a new ID for already tracked objects, this can be seen in the fig 3.14c where
the red trajectory is mismatched after the intersection with the green one, so the true track
is assigned a new ID of color blue instead.

Finally the value of 150 was chosen because it is around the break point for the δ−GLMB
with GMS filter, as can be seen in fig 3.14c, where a true track is not tracked and most of the
other ones have very erratic results or ID switches because of intersections or poor tracking.
This results are expected for the filter, because we are making the acceleration step way to
big to generate any consistent tracking, so erratic behaviour is expected.

Although, different to the previous experiment, for the lower values of sigma_v it shows
a more stable δ − GLMB filter over the PHD for the GMS like the value of σv = 1. This
is more noticeable in the fig 3.18, where PHD has a higher value on average, with a value
of: 11 and 15 corresponding to δ − GLMB and PHD. As we mentioned before, this is not
the optimal way to compare this results, because a lot of different edges of the problem are
collapsed into a single value, loosing information in the process, but it gives a general idea
of which example had the most stable results.

For most of the results obtained for the EKF, all said before keeps been true, but we
have to remember that because of how the the approximation works, the resulting tracked
trajectory will be less stable than the GMS, so for example the OSPA mean for the EKF is
much higher than the values presented before, with values of 23 and 27 for δ −GLMB and
PHD. Also the errors of the first one occur much earlier than for GMS solution and so by the
value presented of 150, more true tracks are not tracked and errors generated by intersections
or faulty tracking.
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(a) sigma_v value = 1

(b) sigma_v value = 30

(c) sigma_v value = 150

Figure 3.13: Variation of sigma_v value for the simulation using the PHD Filter.
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(a) sigma_v value = 1

(b) sigma_v value = 30

(c) sigma_v value = 150

Figure 3.14: Variation of sigma_v value for the simulation using the GLMB Filter.
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(a) sigma_v PHD’s OSPA result

(b) sigma_v jointGLMB’s OSPA result

Figure 3.15: Comparition of OSPA results.
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(a) sigma_v value = 1

(b) sigma_v value = 30

(c) sigma_v value = 100

Figure 3.16: Variation of sigma_v value for the simulation using the PHD Filter.
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(a) sigma_v value = 1

(b) sigma_v value = 30

(c) sigma_v value = 150

Figure 3.17: Variation of sigma_v value for the simulation using the GLMB Filter.
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(a) sigma_v PHD’s OSPA result

(b) sigma_v jointGLMB’s OSPA result

Figure 3.18: Comparition of OSPA results.
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3.3.3 Sensibility test - PETS2009

From the previous part we can make a more educated guess, and choose to work in the range
of [1-45] for the adjustment of value sigma_v for the new data sets, in particularly from the
results of this sensibility test it can be seen in fig 3.19 that there is a trade-off between the
amount of measurements assigned to each label, and the amount of labels generated. For
the labels in 3.19a, there is not much ID swapping or new ones been generated, but there
are some big gaps in time where some object are not been tracked and then are assigned
a new label, this can be seen in the fig 3.19c in the x-coordinate figure. But as the value
increase the amount of new id generated start to increase too, this is most noticeable in the
y-coordinates figure, where the amount of color change is easier to detect. Once the value
start to increase too much, the weight of increasingly new labels for each trajectory is too
big compared with the amount of correctly assigned measurements that we get, making it
not acceptable, and so we decide to stay with a sigma value of 15.

For the EKF the results are more variable than the ones of the GMS, while the first one
tries to interpolate between the estimation of the true track and the measurement, the second
one “plays it safer” and the results obtained by it are almost always indistinguishable from
the measurement done by YOLOv3. This has to do with the way each solution works, and
in part the level of certainty given to the probability of detection for a measurement that
was almost 1. Now this clearly depends completely in the quality of the detector and how
much accuracy and precision it has, also in our case, we decided to choose a high threshold
for YOLO to detect pedestrians, this way we can assure a high level of confidence on it by
sacrificing some detection in the process, but taking care of maintaining enough ones for a
trajectory to me detected.

An interesting result is the mean OSPA value obtained, mainly because from figs 3.21
and 3.23 not much information can be obtained. But we expected it to have a more notice-
able difference for the sigma_v value of 45, but for the GMS the results where in average
similar for the three cases, as seen in the table 3.1, and for the EKF the first case has
the highest mean in average. Also it can be seen that the mean obtained for all cases of
EKF are “worse” than the ones of GMS, but as it will mentioned later, this is just one of
many ways to evaluate the performance of the trackers and it is important to understand
what it really measures before using it as a tool for naming one tracking better than the other.

Tracker σv = 1 σv = 15 σv = 45
GMS 20 19 20
EKF 26 22 22

Table 3.1: Result Comparison of OSPA mean.
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(a) sigma_v value = 1

(b) sigma_v value = 15

(c) sigma_v value = 45

Figure 3.19: Variation of sigma_v value for PETS2009 dataset using GMS, coordinate vs
time.
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(a) sigma_v value = 1

(b) sigma_v value = 15

(c) sigma_v value = 45

Figure 3.20: Variation of sigma_v value for PETS2009 dataset using GMS, X vs Y repre-
sentation.
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(a) sigma_v value = 1

(b) sigma_v value = 15

(c) sigma_v value = 45

Figure 3.21: Variation of sigma_v value for PETS2009 dataset using GMS, OSPA output.
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(a) sigma_v value = 1

(b) sigma_v value = 15

(c) sigma_v value = 45

Figure 3.22: Variation of sigma_v value for PETS2009 datasey using EKF, coordinate vs
time.
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(a) sigma_v value = 1

(b) sigma_v value = 15

(c) sigma_v value = 45

Figure 3.23: Variation of sigma_v value for PETS2009 dataset using EKF, X vs Y represen-
tation.
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(a) sigma_v value = 1

(b) sigma_v value = 15

(c) sigma_v value = 45

Figure 3.24: Variation of sigma_v value for PETS2009 dataset using EKF, OSPA output.
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3.4 General Results

3.4.1 JointGLMB - PETS2009

As told before, the values of the variables of the model will affect the results, and so their
adjustment is crucial, as shown in figure 3.25 after some sensibility test, and fitting the Gaus-
sian distributions that defines the possible births within the frame to the entrance points in
the video. Because of the accuracy of YOLOv3 as a detection algorithm, we adjusted the
variables of the survival probability “model.P_S ” and the probability of detection in mea-
surements “model.P_D” to .999999 as an approximation to 1, we can’t assign the value of
1 because of how some calculations are made that would generate NaN errors. As it can
be seen, we get an stable tracking in the general part of the true tracks, but we still have
errors occurring in the intersections. Also as mentioned before, a big problem that is not
completely resolved is the lack of tracking in some segments of the trajectories. Even by as-
signing values of probability of detection in measurements as close as possible to “1”, there still
ones that are not selected nor considered enough as to add them to the tracking of the object.

A lot of false positives are generated in the beginning and end of this trajectories, this can
be explained by a general understanding of the problem, mainly that he pedestrian walking
in and out of frame are doing so in closed street (fig 1.5), so all movements will be happen-
ing inside this delimited area, and so they are entering and leaving frame through the same
places. This implies that the birth Gaussian distributions will be in the set in the same place
where the true tracks die, so is understandable that all trajectories will be very prone to get
assigned as a new birth and get Re ID if it goes through one of these Gaussian distributions.

Figure 3.25: Tracked objects trajectories.
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Figure 3.26: Number of trajectories per frame.

From figure 3.26 we can see that there is no consistency though time of the number of
objects tracked, not maintaining any value for much time compare with the ground truth
where its values are less variable. Although a stable number of objects tracked doesn’t assure
a correct tracking of the objects in the video, this variability does confirm that there isn’t
one. This directly influence the OSPA results in figure 3.27, as one of the two parts of its is
to check the correct amount of tracks compared with the ground truth. This will cause all
of OSPA values to be higher than we could expect, this doesn’t mean that the tracking in
general will be completely faulty, so it must be taken with a grain of salt when analysing its
performance.

Figure 3.27: OSPA measurements.

With a better adjustment of the values many of the problems mentioned before can be
reduced as seen in figure 3.28, where trajectories has less changes of id (fewer color changes
in each trajectory), which can also be seen in figures 3.30 and 3.31, were the number of
trajectories through the video isn’t changing as much as the previous example. As has been
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mentioned before, the biggest contributor in the results of the OSPA metric in our data set
is the amount of false IDs, as can be seen in figure 3.31, where the Cardinality plot has much
more variability than the Location plot.

In the fig 3.29, the trajectory of the pedestrian that was not added to the ground truth
and that has no true track, can be seen alone in the bottom left, is a great example of what
happens when we have a high threshold in our detector, because if this there are some specific
locations where it is not detected for a couple of frames and so when it reappears a new id is
given, this happens 2 times and the third time it is just never reassigned an ID even having
a simple movement. This will also generate a bigger error value in the OSPA metric that we
have to consider at the moment of using it as tool to evaluate the tracker.

Figure 3.28: Tracked objects trajectories.

58



Figure 3.29: Tracked objects trajectories in 2D.

Figure 3.30: Number of trajectories per frame.

As shown in the table 3.2, the results are not as good compared with the best results of
the MOT challenge. Although the results presented are of a number of different data sets
while our results is obtain with only one of them, this mainly because we didn’t have access
to the ground truth of the rest of them. This is the reason why we don’t show the values of
IDSW and FAF, because is a sum of all those data sets.

Tracker MOTA IDSW FAF
Ours -229.7655 110 0.3522
BnW 42.9 - -

CRF_RNN15 38.9 - -
AP_HWDPL_p 38.5 - -

AMIR15 37.6 - -

Table 3.2: Result Comparation.
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Figure 3.31: OSPA measurements.

3.4.2 JointGLMB - Towncenter

As mentioned before, we were not able to find according values for the parameters so to gen-
erate better results for this data set, even though we choose this specific data set assuming it
would generate better results by having more simple trajectories. The fig 3.32a is an example
of this, the amount of objects tracked doesn’t even allows to make a good visual analysis but
the fig 3.32b let us know that too much false ids are been generated, this is the main reason
the new visualisation plot isn’t shown here.

Other problem that didn’t allows us to to make further test, was that because of the high
frame rate of the video, it was necessary a higher amount of frames to show the trajectories,
by reducing the amount of frames less and shorter trajectories would be tested, while we are
interested in see how they perform in a general case. But by testing with the full video the
amount of time it takes for obtaining this results go to around 1:30 hours approximately per
example.
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(a) Towncenter Results.

(b) Towncenter OSPA results.

Figure 3.32: Towncenter Test.
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Conclusion

Through this work, we tested how Random Finite Sets (RFS ) algorithms perform on a prob-
lem outside of their scoop, while they are design to expect a high amount of noise in the
measurements and more simple movements, we try them in a scenario with almost no noise
but with a very unpredictable movements. This scenario been the tracking of pedestrian on
video. We generated their measurement though state of the art implementations with high
levels of accuracy and precision, compared with the detection generated with radar or laser
(lidar) that are usually used in RFS implementations. All of this expecting to see if they
could still perform correctly on this conditions. Also we studied how different variables of
the model affect the results and how the visualization of the data can affect the analysis made.

From the results obtained, it was shown that adjusting the model parameters completely
defines the results, and even though the final results presented for the PETS data set weren’t
as good as the ones shown in the MOT challenge, with more time and adjustment it is pos-
sible to get results closer to the ones expected. Also sensibility tests where made over these
parameters, with the intention to understand in more deep how this affect the results, and
learning from it, a more educated adjustment could be made for our data sets.

We used this new visualization of the data in conjunction with the already existing ones to
complement the information we can obtain, using the X vs Y projection for a more accurate
understanding of how close the measurements and estimation are to the true tracks, given
that with the X/Y vs time plot wasn’t able to truly show any discrepancy. On the other
hand, this plot can let us understand the amount of tracks that happen in a specific time
and combining the information of both, we can know the intersections that occur between
tracks, and so see if a change of ID is a result of this or just a wrongly assigned new birth.

Also the mean of the OSPA distance was calculated for each example, because it allows
to quantifies the ”cuality” of the tracking done in each case. The original output of this mea-
sure was a plot against time of the whole distance and its decomposition of the location and
cardinality, but with this we are able to compare different results and have a more objective
differentiation between them than a visual analysis of their trajectories, and so giving us a
more precise tool.

Other point we would like to emphasize is that this results can depend strongly on the
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quality of the detection algorithm used. in this work we used an state of the art deep learning
algorithm, YOLOv3, which at the moment of the realization of this work was categorized as
the best general detector. This could be as a curse as a blessing, because of its high level
of understanding of what a pedestrian is, it can generate confusing results that at the end
could be more a problem than any thing else. Particularly for occlusions or intersections its
able to correctly label a pedestrian, even if it is only partially visible. So through multiples
frames a detection will be done in the same position, lets say next to a pole or other occlusive
object, generating what in the data is a stationary object, but in reality is moving pedestrian
with different level of occlusion. So when it finally appears by the other side its given a new
ID an the stationary label dies. This is just one example of why we decided to use high
levels of threshold for YOLOv3, even if it would hurt the results. Other reason of this is that
even if its the best detector as right now, its not perfect, and for level still usually used in
other applications, it gave us some false positives like assigning the label of pedestrian to a
stationary cone in the video.

We would like to argue that even though the true tracks we had for the PETS2009 data
set were very precise, a trajectory was missing, of a person walking on the back of the video,
this is because the original use of this video is to test the count of people in areas and other
problems were its more defined the space to work with, so because we were detecting this
pedestrian our results would always had her detected, this affect the OSPA measurements,
influencing in the final result of it.

The final comparison done with this results are done with the MOTA metric, this because
the ground truth we work with only had the center position of the detection, but not its
bounding box. Having this the MOTP can be calculated, and so we could have a more rep-
resentative view of the results. The MOTP checks the intersection over union (IOU) of each
detection assigned the corresponding label. As can be noticed, this metric relies completely
on how this ground truth is generated, this is specially important in our case of pedestrian
detection, since the definition of a ”correct” bounding box may vary greatly depending on
the convention you are considering, this because of the human movement while walking. The
bounding box can consider just the head, torso and legs, with out taking account of the arms,
because while walking human tend to extend them, generating a bounding box bigger than
what it really is. This is why it was chosen to give more attention to the MOTA metric first,
which doesn’t vary so much from ground truth to ground truth.

Also although test were made for the Towncenter data set, we couldn’t get good results
for it, we believe that there must be some bug still in the code that we weren’t able to detect.
We expected better results for this data set because it is a video showing people walking in
mostly straight lines down a street, so the tracking should had been easier to predict by been
a more similar to what this algorithms are made for. Also because the video was in a higher
frame rate we made some small test of the sensibility on the variable that adjust the time
step of the model, but no noticeable improvement was measured, so was set a side so more
time was given to the main test and results.
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For the EKF we were able to see how the linearizing small portions of the trajectory can
generate an oscillating pattern in the estimations by trying to readjust and constantly over-
estimating the value because of trying to fit a linear equation where it should be a function
of higher order so to evade this king of problems.

For improving the analysis as a whole, is necessary to do more testing and try other
benchmarks for getting more precise results, this could include the addition of our own data
to test in a real case scenario. Also the library itself has other filters and models that should
be tested too, this was left out because of time, but should be considered for a more in
depth study. finally is proposed for a future work to use the intrinsic qualities of the video
and add visual descriptors to this implementations, since we are working with the raw data
obtained from the video, but not taking advantage of this. A visual descriptor is any form
of data obtained from an image that retains the visual characteristics of it, that allows for
a classification or comparison between images that may contain the same information but
are physically different. An example is how neural networks generate descriptors that allow
them to classify different type of objects: cats, dogs, airplanes, etc... even though the photos
or images contain different breeds of dogs or different model of planes.

Other area of machine learning that could be used for improving the results, would be
genetic algorithms for adjusting the parameters. This kind of programs try to optimize a
reward function design by the user and by imitating nature tries a population where individual
has a different pool of value for the parameters to adjust. They are evaluated and then a new
generations ’breed’ maintaining the cases that give good results (selection) and generating a
new pool of samples by a combination of them (crossover), adding small variations in some
of them (mutation), mirroring how nature and evolution works. Thou its implementation
would be of a great interest, their implementation is out of the scope of this work.
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