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article is to present COACH (COrrective Advice Communicated by Humans), a new learning

framework that allows non-expert humans to advise an agent while it interacts with the environment

in continuous action problems. The human feedback is given in the action domain as binary

corrective signals (increase/decrease the current action magnitude), and COACH is able to adjust

the amount of correction that a given action receives adaptively, taking state-dependent past

feedback into consideration. COACH also manages the credit assignment problem that normally

arises when actions in continuous time receive delayed corrections. The proposed framework is

characterized and validated extensively using four well-known learning problems. The experimental

analysis includes comparisons with other interactive learning frameworks, with classical

reinforcement learning approaches, and with human teleoperators tryi


