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#### Abstract

We study a nonlinear system of differential delay equations describing a model of a chain of two chemostats, where one contains two microbial species in competition for a single limiting nutrient and receives an external input of the less advantaged competitor, which is cultivated in an external chemostat. We obtain sufficient conditions ensuring coexistence of all the species in competition which consist in upper delay bounds.
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## 1. Introduction

The chemostat [1,2] or continuous stirred-tank reactor (CSTR) is a continuous bioreactor whose operating parameters allow to reproduce the essential features of simple microbial ecosystems, namely, a spatially homogeneous and time invariant environment with a constant supply of limiting nutrients. In addition to its industrial applications, the chemostat has also a theoretical interest since is a remarkable tool employed to mimic a scenario of pure and simple competition between two or more microbial species inhabiting a common environment with a unique limiting nutrient whose availability affects the growth rate of the populations and the competition for this nutrient is the unique ecological interaction between the microbial populations.

The description of the population densities of the competing species and their evolution in time have several outcomes, one of the most usual ones being the competitive exclusion. This outcome contrasts sharply with the high levels of biodiversity observed in wild ecosystems, which has triggered illuminating debates and consequent progress in theoretical ecology [3,4] and mathematical modeling [5].

The classical model of competition in a stirred chemostat is described by the system of differential equations:

$$
\left\{\begin{array}{l}
\dot{s}(t)=D\left[s^{0}-s(t)\right]-\sum_{i=1}^{n} \gamma_{i}^{-1} \mu_{i}(s(t)) x_{i}(t)  \tag{1.1}\\
\dot{x}_{j}(t)=x_{j}(t) \mu_{j}(s(t))-D x_{j}(t) \text { for } j=1, \ldots, n,
\end{array}\right.
$$

[^0]where $n$ microbial species with densities denoted by $x_{1}, \ldots, x_{n}$ compete for a single nutrient, also called limiting substrate with concentration $s$. The positive constants $s^{0}$ and $D$ are called the input nutrient concentration and dilution rate, respectively. For any $i=1, \ldots, n$, the functions $\mu_{i}:[0,+\infty) \rightarrow[0,+\infty)$ describe simultaneously the per-capita growth of the $i$ th species and its consumption of nutrient. The constant $\gamma_{i}>0$ is a yield constant which relates the growth of the species with nutrient consumption.

The basic assumption of (1.1) is to consider that the consumption of nutrient has immediate effects on the growth rate of microbial biomass. In the present paper we will consider the existence of a time interval $[t-\tau, t]$ that any microbial species takes to metabolize the nutrient.

After a change of variables and taking into in consideration the delays stated above, the system (1.1) can be transformed into

$$
\left\{\begin{array}{l}
\dot{s}(t)=D\left[s^{0}-s(t)\right]-\sum_{i=1}^{n} \mu_{i}(s(t)) x_{i}(t)  \tag{1.2}\\
\dot{x}_{j}(t)=x_{j}(t) \mu_{j}(s(t-\tau))-D x_{j}(t) \text { for } j=1, \ldots, n
\end{array}\right.
$$

The model (1.2) with $n=1$ was introduced by Thingstad [6] which considers the experimental evidence of a time delay between a change in nutrient conditions and the resulting change in division rate of the cell population observed in [7]. A first generalization is made by Bush and Cook [8], where a more general uptake function is considered and the case $n=2$ was studied in [9]. The main focus of all these references is the existence of periodic orbits.

The case $n=1$ was revisited in [10-12], where existence and global stability of a positive equilibrium are studied. The general case, in which an arbitrary number of competing species was considered, has been studied in [13], where it is assumed that the functions $\mu_{i}$ satisfy the following properties:
(H1) The functions have the Monod or Michaelis-Menten form:

$$
\begin{equation*}
\mu_{i}(s)=\frac{m_{i} s}{a_{i}+s} \quad \text { with } \quad m_{i}>0 \quad \text { and } \quad a_{i}>0 \tag{1.3}
\end{equation*}
$$

(H2) For any $i=1, \ldots, n$, there exists $\lambda_{i} \in\left(0, s^{0}\right)$ such that $\mu_{i}\left(\lambda_{i}\right)=D$ and

$$
\begin{equation*}
0<\lambda_{n}<\lambda_{n-1}<\ldots<\lambda_{2}<\lambda_{1}<s^{0} \tag{1.4}
\end{equation*}
$$

The parameters $m_{i}$ and $a_{i}$ in ( $\left.\mathbf{H} \mathbf{1}\right)$ are known as the maximal growth rate and the half saturation constant corresponding to the $i$ th species. On the other hand, the assumption (H2) implies that $D<\mu_{n}\left(s^{0}\right)$. The constant $\lambda_{i}$ is known as the break-even concentration corresponding to the $i$ th species, namely, the minimal nutrient necessary to ensure the positive growth of the $i$ th species.

The assumption (H2) implies that for a given dilution rate $D$, all the species can be ordered with respect to their competitive ability, the $n$th species being the most advantaged competitor due to the fact that it needs a lower concentration of nutrient to have a positive growth. In fact, the result in [13] states the long time consequences for this hierarchization of the competitive abilities: the most advantaged species converges to the $n$th break even concentration while the $i$ th species ( $i=1, \ldots, n-1$ ) converges to extinction.
Proposition 1. Assume that assumptions (H1) and (H2) are satisfied and let

$$
\mathcal{M}=\max _{i \in \mathbb{N}_{n-1}}\left\{m_{i}\right\}, \quad \mathcal{C}=\max _{i \in \mathbb{N}_{n-1}}\left\{D-\mu_{i}\left(\lambda_{n}\right)\right\} \quad \text { and } \quad \mathcal{T}=\max _{i \in \mathbb{N}_{n-1}}\left\{\left(\frac{s^{0}}{a_{i}}+3\right) \frac{s^{0} m_{i}}{a_{i}}\right\}
$$

where $\mathbb{N}_{n-1}=\{1,2, \ldots, n-1\}$. Then, there exists $0<\tau_{0}^{*}=\min _{i=1, \ldots, 5}\left\{A_{i}\right\}$, with

$$
\begin{aligned}
& A_{1}=\frac{1}{D} \ln \left(\frac{6}{5}\right), \quad A_{2}=\frac{1}{\mathcal{M}-D} \ln \left(\frac{4 \mathcal{M}}{4 \mathcal{M}-D}\right), \quad A_{3}=\frac{a_{n}^{2} \mathcal{C}}{8 s^{0}\left(a_{n}+s^{0}\right) m_{n} \mathcal{M}} \\
& A_{4}=\frac{\mathcal{C}}{8 \mathcal{M T}} \quad \text { and } \quad A_{5}=\frac{a_{n}^{2} D}{2 \sqrt{2} s^{0} m_{n}\left(3 a_{n}+s^{0}\right) \max \left\{1, \frac{s^{0}}{a_{n}}, \frac{\sqrt{D}}{\sqrt{C}}\right\}}
\end{aligned}
$$

such that, for any $\tau \in\left[0, \tau_{0}^{*}\right)$ the solutions of system (1.2) verify:

$$
\lim _{t \rightarrow+\infty}\left(s(t), x_{1}(t), \ldots, x_{n}(t)\right)=\left(\lambda_{n}, 0, \ldots, s^{0}-\lambda_{n}\right)
$$

Proposition 1 can be seen as a chemostat's version of the competitive exclusion principle, which has been described by Hardin [14] for two species as follows: "(i) if two noninterbreeding populations "do the same thing"-that is, occupy precisely the same ecological niche in Elton's sense [15] and (ii) if they are "sympatric" that is, if they occupy the same geographic territory and (iii) if population A multiplies even the least bit faster than population B, then ultimately, A will completely displace B, which will become extinct".

It is worth emphasizing that there exist other approaches describing the delay between consumption of nutrient and the corresponding growth of the microbial species. In particular, we highlight the model developed by Freedman et al. [16] and Ellermeyer [17], which has been extended in several directions [18,19] where the competitive exclusion is also verified.


Fig. 1. The competitor $x_{1}$ is cultivated in an external chemostat and pumped into a chemostat containing the two competitors.

The competitive exclusion has been the subject of several debates and controversies due to the difficulty to conciliate it with theoretical approaches devoted to biodiversity. For example, Darlington [3] recalls that the competitive exclusion is "only an hypothesis" and several misuses and misconceptions are pointed out. In addition, Keymer et al. [4] propose a unified framework to understand the emergence and maintaining of the biodiversity, where the competitive exclusion is considered as a particular regime. Now, with respect to the systems (1.1) and (1.2), several modifications are introduced in order to explain the coexistence of all the competing species by considering some decoupling between niche and territory in Hardin's definition which can be induced by multiple factors such as environmental variability either stochastic [20-23] or deterministic [24-26], spatial heterogeneity of the liquid medium [5,27], intraspecific competition [28,29], multiple limiting nutrients [30,31], etc.

In spite of the above discussion, it is also important to emphasize that the competitive exclusion has been verified experimentally in microbial aquatic ecosystems described by (1.1) with $n=2$ in [32-34]. In this context, an idea is to introduce some inputs in the model as feedback control [35] or constant inputs of the weaker competitors [36] in order to obtain the coexistence of the competing species.

This article must be considered in the "input oriented" approach above described since it proposes a chain of chemostats interconnected in series, where the weaker competitor is cultivated in a first chemostat and, in order to promote the coexistence its output becomes the input of a second chemostat containing the two species in competition. We find a set of sufficient conditions in terms of upper delay bounds which ensure the coexistence of the species in competition.

This article is organized as follows. Section 2 introduces the chain of chemostat mentioned above, whose mathematical model consists in a system of differential delay equations. Section 3 is devoted to the study of the local asymptotic stability of the system via quasi-polynomials associated to the delay system linearized around the unique positive equilibrium. Section 4 introduces a set of conditions ensuring global asymptotical stability of the equilibrium and the corresponding proofs are given in Sections 5 and 6, respectively. The proofs are strongly inspired by the ideas and methods developed in [37,38]. The Section 7 provides an application of the model, namely, an improvement and complementary strategy to the feedback approach developed by De Leenher and Smith [35] in order to avoid the competitive exclusion. In addition, a numerical example of coexistence between Saccharomyses cerevisiae and Candida utilis is carried out. Some final comments are given in Section 8.

## 2. Problem statement

We will consider an idea developed by Contreras [39; Fig. 1] for the case without delay, where the competitive exclusion is verified and external inputs are introduced in order to promote coexistence. We will consider (1.2) with $n=2$ and then Proposition 1 ensures that $x_{1}$ will not persist in the long term. In order to promote the coexistence of the two species, the first species, namely the less advantaged competitor, with concentration $x_{11}$ is cultivated in a first chemostat, whose dynamics is described for any $t \geq 0$ by the system

$$
\left\{\begin{array}{l}
\dot{s}_{1}(t)=D\left[s^{0}-s_{1}(t)\right]-\mu_{1}\left(s_{1}(t)\right) x_{11}(t)  \tag{2.1}\\
\dot{x}_{11}(t)=x_{11}(t) \mu_{1}\left(s_{1}(t-\tau)\right)-D x_{11}(t)
\end{array}\right.
$$

and by (H1)-(H2) it is easy to deduce that $E_{0}^{*}=\left(\lambda_{1}, x_{11}^{*}\right)$ with $x_{11}^{*}=s^{0}-\lambda_{1}$ is the unique positive equilibrium.
Now, if the output of (2.1) becomes the input of (1.2) with $n=2$, we obtain the coupled system:

$$
\left\{\begin{array}{l}
\dot{s}_{1}(t)=D\left[s^{0}-s_{1}(t)\right]-\mu_{1}\left(s_{1}(t)\right) x_{11}(t),  \tag{2.2}\\
\dot{x}_{11}(t)=x_{11}(t) \mu_{1}\left(s_{1}(t-\tau)\right)-D x_{11}(t), \\
\dot{s}_{2}(t)=D\left[s_{1}(t)-s_{2}(t)\right]-\mu_{1}\left(s_{2}(t)\right) x_{12}(t)-\mu_{2}\left(s_{2}(t)\right) x_{22}(t), \\
\dot{x}_{12}(t)=x_{12}(t) \mu_{1}\left(s_{2}(t-\tau)\right)+D\left[x_{11}(t)-x_{12}(t)\right], \\
\dot{x}_{22}(t)=x_{22}(t) \mu_{2}\left(s_{2}(t-\tau)\right)-D x_{22}(t),
\end{array}\right.
$$

which emphasizes that $x_{i j}$ is the concentration of the $i$ th species in the $j$ th chemostat, while $s_{i}$ is the concentration of the same nutrient in the $i$ th chemostat.
(H3) The constants $\lambda_{1}$ and $\lambda_{2}$ are such that the following inequality is satisfied

$$
\begin{equation*}
\lambda_{2}+\frac{\mu_{1}\left(\lambda_{2}\right)\left(s^{0}-\lambda_{1}\right)}{D-\mu_{1}\left(\lambda_{2}\right)}<\lambda_{1} . \tag{2.3}
\end{equation*}
$$

One can prove that this assumption implies that (2.2) has a unique positive equilibrium $E^{*}=\left(s_{1}^{*}, x_{11}^{*}, s_{2}^{*}, x_{11}^{*}, x_{12}^{*}\right)$ whose components are:

$$
\begin{cases}s_{1}^{*}=\lambda_{1}, \quad s_{2}^{*}=\lambda_{2}, & x_{11}^{*}=s^{0}-\lambda_{1}  \tag{2.4}\\ x_{12}^{*}=\frac{D x_{11}^{*}}{D-\mu_{1}\left(\lambda_{2}\right)}, & x_{22}^{*}=\lambda_{1}-\lambda_{2}-\frac{\mu_{1}\left(\lambda_{2}\right) x_{11}^{*}}{D-\mu_{1}\left(\lambda_{2}\right)}\end{cases}
$$

The assumption (H3) is equivalent to

$$
\begin{equation*}
s^{0}<\lambda_{1}+\left(\lambda_{1}-\lambda_{2}\right)\left(\frac{D-\mu_{1}\left(\lambda_{2}\right)}{\mu_{1}\left(\lambda_{2}\right)}\right) \tag{2.5}
\end{equation*}
$$

which suggests an interesting ecological interpretation: there is a threshold for the concentration of the limiting substrate $s^{0}$ that must be pumped into the first chemostat in order to ensure the existence of the two species equilibrium $E^{*}$. Indeed, in [39], the system (2.2) is studied when $\tau=0$ and it was proved that $E^{*}$ is globally attractive for any componentwise positive initial condition if and only if (2.5) is verified. On the other hand, if (2.5) is not satisfied the species $x_{2}$, the strongest competitor in the previous context, cannot persist while $x_{1}$, the weakest competitor, is the only survival species. This is a counterintutive fact: the excess of nutrient does not promote the coexistence of the species.

In this article, we obtain sufficient conditions ensuring the global stability of $E^{*}$ for some delay margin $\left[0, \tau^{*}\right.$ ). While in [39] the proof is made by using monotone dynamical systems combined with some asymptotic properties of triangular systems, our proof will be made by constructing a Lyapunov-like function. Indeed, the Lyapunov functions have been used in several ecological and bioprocesses models as in [40-42] and several techniques of [37,38] can be adapted in order to carry out a stability study of (2.1) and (2.2).

## 3. Local stability results

### 3.1. Linearization of (2.1) around $E_{0}^{*}$

After the simple change of coordinates $u_{1}=s_{1}-\lambda_{1}, u_{2}=x_{11}-x_{11}^{*}$, one can easily check that the linearization of the system (2.1) around the equilibrium ( $\lambda_{1}, x_{11}^{*}$ ) is given by

$$
\begin{equation*}
\dot{u}(t)=A_{0} u(t)+B_{0} u(t-\tau) \tag{3.1}
\end{equation*}
$$

where the matrices $A_{0}$ and $B_{0}$ are

$$
A_{0}=\left[\begin{array}{cc}
-\left(D+\mu_{1}^{\prime}\left(\lambda_{1}\right) x_{11}^{*}\right) & -D \\
0 & 0
\end{array}\right], \quad \text { and } \quad B_{0}=\left[\begin{array}{cc}
0 & 0 \\
\mu_{1}^{\prime}\left(\lambda_{1}\right) x_{11}^{*} & 0
\end{array}\right]
$$

The asymptotic stability analysis of (3.1) has been carried out in several works as for instance [10,11,43]. Nevertheless, the following result is included for the sake of completeness.

Lemma 3.1. There exists a delay margin

$$
\begin{equation*}
\tau_{0}=\frac{1}{\omega_{0}} \arccos \left(\frac{\omega_{0}^{2}}{\mathcal{B}}\right) \quad \text { with } \quad \omega_{0}=\sqrt{\frac{-\mathcal{A}^{2}+\sqrt{\mathcal{A}^{4}+4 \mathcal{B}^{2}}}{2}} \tag{3.2}
\end{equation*}
$$

where the constants $\mathcal{A}$ and $\mathcal{B}$ are defined by

$$
\begin{equation*}
\mathcal{A}=D+\mu_{1}^{\prime}\left(\lambda_{1}\right) x_{11}^{*} \quad \text { and } \quad \mathcal{B}=D \mu_{1}^{\prime}\left(\lambda_{1}\right) x_{11}^{*} \tag{3.3}
\end{equation*}
$$

such that if $\tau \in\left[0, \tau_{0}\right)$ then the origin is an asymptotically stable equilibrium of (3.1).
Proof. The characteristic equation of (3.1) is

$$
\begin{equation*}
p_{1}\left(s, e^{-\tau s}\right)=\operatorname{det}\left(s I-A_{0}-B_{0} e^{-\tau s}\right)=s^{2}+\mathcal{A} s+\mathcal{B} e^{-\tau s} \tag{3.4}
\end{equation*}
$$

Thus the origin is a uniformly asymptotically stable solution of (3.1) if and only if all the roots of (3.4) have a negative real part. Moreover, it is well known (see e.g. [44] for details) that the function $\Omega: \mathbb{R}_{+} \rightarrow \mathbb{C}$ defined by $\Omega(\tau)=\sup \{$ Res : $\left.p_{1}(s, \tau)=0\right\}$ is continuous.

As $A_{0}+B_{0}$ is a Hurwitz matrix, the system (3.1) is asymptotically stable when $\tau=0$. On the other hand, the characteristic equation (3.4) is a polynomial when $\tau=0$ but becomes a quasipolynomial as $\tau$ increases and the number of roots becomes infinite and vary continuously with respect to $\tau$. In addition, there exists a delay margin $\tau_{0}$ such that the origin of (3.1) is asymptotically stable for any $\tau \in\left[0, \tau_{0}\right)$ and $p_{1}\left(i \omega, e^{-i \tau_{0} \omega}\right)=0$.

The equation $\left|p_{1}\left(i \omega, e^{-i \tau_{0} \omega}\right)\right|^{2}=0$ is equivalent to

$$
\begin{equation*}
\omega^{4}+\mathcal{A}^{2} \omega^{2}-\mathcal{B}^{2}=0 \tag{3.5}
\end{equation*}
$$

whose real roots (also called crossover frequencies) are $\pm \omega_{0}$, which are defined in (3.2). Now, note that $p_{1}\left(i \omega_{0}, e^{-i \omega_{0} \tau_{0}}\right)=0$ is also equivalent to

$$
\omega_{0}^{2}-\mathcal{B} \cos \left(\omega_{0} \tau\right)=0 \quad \text { and } \quad \mathcal{A} \omega_{0}+\mathcal{B} \sin \left(\omega_{0} \tau\right)=0
$$

and (3.2) follows by the left above identity.

### 3.2. Linearization of (2.2) around $\mathrm{E}^{*}$

Using the additional change of variables $u_{3}=\lambda_{2}-s_{2}, u_{4}=x_{12}-x_{12}^{*}$ and $u_{5}=x_{22}-x_{22}^{*}$, we deduce that the linearization around the equilibrium $E_{*}$ is

$$
\dot{u}=\left[\begin{array}{cc}
A_{0} & 0  \tag{3.6}\\
A_{1} & A_{2}
\end{array}\right] u(t)+\left[\begin{array}{cc}
B_{0} & 0 \\
0 & B_{2}
\end{array}\right] u(t-\tau)
$$

where $A_{0}$ and $B_{0}$ are defined above while $A_{1}, A_{2}$ and $B_{2}$ are

$$
A_{1}=\left[\begin{array}{ll}
D & 0 \\
0 & D \\
0 & 0
\end{array}\right], \quad A_{2}=\left[\begin{array}{ccc}
-\left\{D+\mu_{1}^{\prime}\left(\lambda_{2}\right) x_{12}^{*}+\mu_{2}^{\prime}\left(\lambda_{2}\right) x_{22}^{*}\right\} & -\mu_{1}\left(\lambda_{2}\right) & -D \\
0 & \mu_{1}\left(\lambda_{2}\right)-D & 0 \\
0 & 0 & 0
\end{array}\right],
$$

and

$$
B_{2}=\left[\begin{array}{ccc}
0 & 0 & 0 \\
\mu_{1}^{\prime}\left(\lambda_{2}\right) x_{12}^{*} & 0 & 0 \\
\mu_{2}^{\prime}\left(\lambda_{2}\right) x_{22}^{*} & 0 & 0
\end{array}\right] .
$$

As the determinant of a block triangular matrix is the product of the determinants of its diagonal blocks, the characteristic quasipolynomial of (3.6) is

$$
p\left(s, e^{-\tau s}\right)=p_{1}\left(s, e^{-\tau s}\right) p_{2}\left(s, e^{-\tau s}\right),
$$

where $p_{1}\left(s, e^{-\tau s}\right)$ was stated in (3.4) and $p_{2}\left(s, e^{-\tau s}\right)$ is

$$
p_{2}\left(s, e^{-\tau s}\right)=\operatorname{det}\left(s I-A_{2}-B_{2} e^{-\tau s}\right)=Q_{0}(s)+Q_{1}(s) e^{-\tau s}
$$

where $Q_{0}$ and $Q_{1}$ are the polynomials

$$
Q_{0}(s)=s^{3}+a s^{2}+b s, \quad \text { and } \quad Q_{1}(s)=c s+d
$$

with the coefficients

$$
\begin{array}{ll}
a=2 D-\mu_{1}\left(\lambda_{2}\right)+\sum_{i=1}^{2} \mu_{i}^{\prime}\left(\lambda_{2}\right) x_{i 2}^{*}, & b=-\left(D+\sum_{i=1}^{2} \mu_{i}^{\prime}\left(\lambda_{2}\right) x_{i 2}^{*}\right)\left(\mu_{1}^{\prime}\left(\lambda_{2}\right)-D\right) \\
c=\sum_{i=1}^{2} \mu_{i}\left(\lambda_{2}\right) \mu_{i}^{\prime}\left(\lambda_{2}\right) x_{i 2}^{*}, & d=-\mu_{2}^{\prime}\left(\lambda_{2}\right) x_{22}^{*} D\left[\mu_{1}\left(\lambda_{2}\right)-D\right] .
\end{array}
$$

Lemma 3.2. The equilibrium $E^{*}$ is an asymptotically stable solution of (3.6) if $\tau \in\left[0, \min \left\{\tau_{0}, \widehat{\tau}_{0}\right\}\right.$ ), with $\widehat{\tau_{0}}=u_{0}$ or $\widehat{\tau_{0}}=$ $\min \left\{u_{1}, u_{2}, u_{3}\right\}$, where

$$
u_{j}=\frac{1}{\omega_{j}} \arccos \left(\frac{\{b c-a d\} \omega_{j}^{2}-a c \omega_{j}^{4}}{d^{2}+c^{2} \omega_{j}^{2}}\right) \quad \text { with } j=0 \text { or } j=1,2,3,
$$

and the $\omega_{j}$ s are positive roots of the polynomial

$$
\begin{equation*}
Q_{2}(\omega)=-d^{2}+\left(b^{2}-c^{2}\right) \omega^{2}-\left(a^{2}-2 b\right) \omega^{4}+\omega^{6} \tag{3.7}
\end{equation*}
$$

Proof. In order to find the crossover frequencies, the identity $p_{2}\left(i \omega, e^{-i \tau \omega}\right)=0$ leads to $\left|Q_{0}(i \omega)\right|=\left|Q_{1}(i \omega)\right|$, which is equivalent to the equation $Q_{2}(\omega)=0$.

Notice that, the polynomial (3.7) has either two roots $\pm \omega_{0}$ or six roots $\pm \omega_{j}$ with $j=1,2$, 3 . Without loss of generality, we will consider the last case and consider the identities $Q_{0}\left(i \omega_{j}\right) / Q_{1}\left(i \omega_{j}\right)=e^{i \tau \omega_{j}}$, which give, by taking the real parts,

$$
\cos \left(\tau \omega_{j}\right)=\frac{(b c-a d) \omega_{j}^{2}-a c \omega_{j}^{4}}{d^{2}+c^{2} \omega_{j}^{2}}
$$

and the lemma follows.

## 4. Global stability results

In order to state our first global stability result, let us introduce the constants

$$
\begin{align*}
& d_{0}=\frac{2 s^{0} \mu_{1}\left(s^{0}\right) e^{\tau\left[\mu_{1}\left(s^{0}\right)-D\right]} a_{1} m_{1}}{a_{1}+\lambda_{1}} \quad \text { and } \quad a_{0}=\sqrt{\frac{s^{0}}{a_{1}+s^{0}}}  \tag{4.1}\\
& \bar{\Gamma}=D+\frac{a_{1} m_{1} x_{11}^{*}}{\left(a_{1}+\lambda_{1}\right)\left(a_{1}+s^{0}\right)} \quad \text { and } \quad s_{1}=\frac{D s^{0}}{D+2 s^{0} \frac{m_{1}}{a_{1}} e^{\tau D}} \tag{4.2}
\end{align*}
$$

Theorem 1. If the assumptions (H1) and (H2) are satisfied for $n=1$ and the delay $\tau$ is such that the inequalities

$$
0<\tau<\bar{\tau}_{1}=\left\{\begin{array}{cll}
\frac{1}{D-\mu_{1}\left(s^{0}\right)} \ln \left(1-\frac{D}{2 \mu_{1}\left(s^{0}\right)}\right) & \text { if } & 2 \mu_{1}\left(s^{0}\right)>D  \tag{4.3}\\
+\infty & \text { if } & 2 \mu\left(s^{0}\right) \leq D
\end{array}\right.
$$

and

$$
\begin{equation*}
\tau^{2}\left(d_{0} a_{0}\right)^{2}<\bar{\Gamma}^{2} \underline{s}_{1}\left(\underline{s}_{1}+\lambda_{1}\right) \tag{4.4}
\end{equation*}
$$

are verified, then the equilibrium $\left(\lambda_{1}, s^{0}-\lambda_{1}\right)$ of (2.1) is globally asymptotically stable for any positive initial condition.
The global stability of (2.1) has been previously studied in [12], where the authors introduce sufficient conditions for the global asymptotic stability of $E_{0}^{*}$. We point out that these conditions are not directly comparable with those of Theorem 1. In addition, we will see that our method can be easily extended to other systems of delay equations.

In order to state our main result for (2.2), let us introduce the constants:

$$
\begin{align*}
& \bar{\Theta}=D+\sum_{i=1}^{2} \frac{a_{i} m_{i} x_{i 2}^{*}}{\left(a_{i}+\lambda_{2}\right)\left(a_{i}+\lambda_{1}\right)}, \quad C=\lambda_{1}+x_{11}^{*} e^{\tau\left[\mu_{1}\left(s^{0}\right)-\mu_{1}\left(\lambda_{2}\right)\right]}  \tag{4.5}\\
& \underline{s}=\frac{D \lambda_{1}}{D+2 C \sum_{i=1}^{2} \frac{m_{i}}{a_{i}} e^{\mu_{i}\left(\lambda_{2}\right) \tau}}, \quad B_{i}=\mu_{i}\left(\lambda_{1}\right)-\mu_{i}\left(\lambda_{2}\right), \quad c_{i}=\frac{a_{i}}{a_{i}+\lambda_{2}}  \tag{4.6}\\
& \underline{\xi}_{1}=\frac{x_{11}^{*}}{e^{\tau \mu_{1}\left(\lambda_{2}\right)}}, \quad q=\frac{B_{1}}{c_{1}}, \quad b=D x_{11}^{*} m_{1} e^{\tau B_{1}} \quad d_{i}=4 C m_{i} c_{i} \mu_{i}\left(\lambda_{1}\right) e^{\tau B_{i}} \tag{4.7}
\end{align*}
$$

where $i \in\{1,2\}$.
Theorem 2. If assumptions (H1)-(H3) are satisfied, the delay $\tau$ satisfies the inequalities stated in Proposition 1 and Lemma 3.2 together with

$$
0<\tau<\bar{\tau}_{2_{i}}=\left\{\begin{array}{cll}
\frac{1}{\mu_{i}\left(\lambda_{2}\right)-\mu_{i}\left(\lambda_{1}\right)} \ln \left(1-\frac{D}{2 \mu_{i}\left(\lambda_{1}\right)}\right) & \text { if } & 2 \mu_{i}\left(\lambda_{1}\right)>D  \tag{4.8}\\
+\infty & \text { if } & 2 \mu_{i}\left(\lambda_{1}\right) \leq D
\end{array}\right.
$$

for $i=1,2$

$$
\begin{equation*}
\tau \lambda_{1}\left(\frac{1}{2 \bar{\Theta} \underline{s}} \max _{1 \leq i \leq 2}\left\{\frac{d_{i}^{2}}{\left(\underline{s}+a_{i}\right)\left(a_{i}+\lambda_{1}\right)}\right\}+\frac{b^{2}}{4 q \underline{\xi}_{1}\left(a_{1}+\underline{s}\right)\left(a_{1}+\lambda_{1}\right)}\right)<\bar{\Theta} \tag{4.9}
\end{equation*}
$$

holds, then the equilibrium $E^{*}$ is a globally asymptotically stable solution of (2.2) for any positive initial condition.
Note that (2.2) has hierarchical structure, namely the behavior of (2.1) is independent of the other equations. This prompts us to consider the subsystem

$$
\left\{\begin{array}{l}
\dot{s}_{2}(t)=D\left[s_{1}(t)-s_{2}(t)\right]-\mu_{1}\left(s_{2}(t)\right) x_{12}(t)-\mu_{2}\left(s_{2}(t)\right) x_{22}(t),  \tag{4.10}\\
\dot{x}_{12}(t)=x_{12}(t) \mu_{1}\left(s_{2}(t-\tau)\right)+D\left[x_{11}(t)-x_{12}(t)\right], \\
\dot{x}_{22}(t)=x_{22}(t) \mu_{2}\left(s_{2}(t-\tau)\right)-D x_{22}(t),
\end{array}\right.
$$

where $t \mapsto s_{1}(t)$ and $t \mapsto x_{11}(t)$ are solutions of (2.1). Now, under the assumptions of Theorem 1 , we can verify that (4.10) is asymptotically autonomous to

$$
\left\{\begin{array}{l}
\dot{s}_{2}(t)=D\left[\lambda_{1}-s_{2}(t)\right]-\mu_{1}\left(s_{2}(t)\right) x_{12}(t)-\mu_{2}\left(s_{2}(t)\right) x_{22}(t),  \tag{4.11}\\
\dot{x}_{12}(t)=x_{12}(t) \mu_{1}\left(s_{2}(t-\tau)\right)+D\left[x_{11}^{*}-x_{12}(t)\right] \\
\dot{x}_{22}(t)=x_{22}(t) \mu_{2}\left(s_{2}(t-\tau)\right)-D x_{22}(t),
\end{array}\right.
$$

for any positive initial condition. This system has been studied in a more general context but without delays in [36].

On the other hand, (4.10) is also equivalent to the perturbed system

$$
\left\{\begin{array}{l}
\dot{s}_{2}(t)=D\left[\lambda_{1}-s_{2}(t)\right]-\mu_{1}\left(s_{2}(t)\right) x_{12}(t)-\mu_{2}\left(s_{2}(t)\right) x_{22}(t)+\delta_{0}(t),  \tag{4.12}\\
\dot{x}_{12}(t)=x_{12}(t) \mu_{1}\left(s_{2}(t-\tau)\right)+D\left[x_{11}^{*}-x_{12}(t)\right]+\delta_{1}(t), \\
\dot{x}_{22}(t)=x_{22}(t) \mu_{2}\left(s_{2}(t-\tau)\right)-D x_{22}(t),
\end{array}\right.
$$

where the perturbations $t \mapsto \delta_{i}(t)(i=0,1)$ are defined by

$$
\delta_{0}(t)=D\left[s_{1}(t)-\lambda_{1}\right] \quad \text { and } \quad \delta_{1}(t)=D\left[x_{11}(t)-x_{11}^{*}\right] .
$$

We can see that (4.12) has similar structure to the system studied in [38], where general bounded and measurable perturbations $\delta_{i}$ are considered and sufficient conditions ensuring input -to- state stability (ISS) are obtained with respect to the disturbances $\delta_{i}$. We point out that under the assumptions of Theorem 1 it follows that $\lim _{t \rightarrow+\infty} \delta_{i}(t)=0$ and this case has not been considered in [37,38].

## 5. Proof of Theorem 1

The proof will be decomposed in several steps.
Step 1: A priori estimations. As in [38], we introduce the operators

$$
\begin{equation*}
\alpha_{1}(t)=x_{11}(t) e^{\int_{t-\tau}^{t}\left[\mu_{1}\left(s_{1}(\ell)\right)-D\right] d \ell} \tag{5.1}
\end{equation*}
$$

and the system (2.1) gives

$$
\left\{\begin{array}{l}
\dot{s}_{1}(t)=D\left[s^{0}-s_{1}(t)\right]-\mu_{1}\left(s_{1}(t)\right) \alpha_{1}(t) e^{\int_{t-\tau}^{t}\left[D-\mu_{1}\left(s_{1}(\ell)\right)\right] d \ell}  \tag{5.2}\\
\dot{\alpha}_{1}(t)=\alpha_{1}(t)\left[\mu_{1}\left(s_{1}(t)\right)-D\right]
\end{array}\right.
$$

Now, we use the following lemma:
Lemma 5.1. There is a constant $T_{c}>0$ such that $s(t)<s^{0}$ for all $t \geq T_{c}$.
Proof. Let us observe that if the initial conditions are in the interior of the positive cone, then $s_{1}(t)$ and $\alpha_{1}(t)$ are positive for any $t \geq 0$. Now, let us distinguish between 2 cases.
(Case i ): There is $t_{l} \geq 0$ such that $s_{1}\left(t_{l}\right) \leq s^{0}$. Then it is easy to prove that $s_{1}(t)<s^{0}$ for all $t>t_{l}$.
(Case ii): $s_{1}(0)>s^{0}$. Let us proceed by contradiction. Assume that for all $t \geq 0$, we have $s_{1}(t) \geq s^{0}$. Then for all $t \geq 0$, we also have $\dot{s}_{1}(t)<0$. Therefore, there is a constant $s_{\infty} \geq s^{0}$ such that $\lim _{t \rightarrow+\infty} s_{1}(t)=s_{\infty}$. From $\mu_{1}\left(s^{0}\right)>D$, we deduce that $\alpha_{1}$ is increasing and $\lim _{t \rightarrow+\infty} \alpha_{1}(t)=+\infty$. Also,

$$
\begin{equation*}
\int_{0}^{t} \mu_{1}\left(s^{0}\right) \alpha_{1}(\ell) d \ell \leq s_{1}(0)-s_{1}(t) \leq s_{1}(0)-s_{\infty} \tag{5.3}
\end{equation*}
$$

for all $t \geq 0$. It follows that $t \mapsto \int_{0}^{t} \alpha_{1}(\ell) d \ell$ is bounded, which yields a contradiction with the fact that $\alpha_{1}$ is increasing and $\lim _{t \rightarrow+\infty} \alpha_{1}(t)=+\infty$.

In order to state the next result, let us define

$$
\sigma_{1}(t)=s_{1}(t)+\alpha_{1}(t)
$$

Lemma 5.2. If Assumptions (H1) and (H2) hold, then for any $\theta_{1}>1$ arbitrarily close to 1 , there is a constant $T_{d} \geq T_{c}+\tau$ such that $\sigma_{1}(t) \leq 2 s^{0} \theta_{1}$ for all $t \geq T_{d}$.

Proof. It follows from (5.2) that

$$
\begin{equation*}
\dot{\sigma}_{1}(t)=D\left[s^{0}-\sigma_{1}(t)\right]+\mu_{1}\left(s_{1}(t)\right) \alpha_{1}(t)\left[1-e^{\int_{t-\tau}^{t}\left[D-\mu_{1}\left(s_{1}(\ell)\right)\right] \mathrm{d} \ell}\right] . \tag{5.4}
\end{equation*}
$$

From the fact that $s(t) \leq s^{0}$ when $t \geq T_{c}$ combined with the upper bound $\bar{\tau}_{1}$ for the delay from (4.3), we can deduce

$$
\begin{aligned}
\dot{\sigma}_{1}(t) & \leq D s^{0}-D \sigma_{1}(t)+\mu_{1}\left(s^{0}\right)\left[1-e^{\tau\left[D-\mu_{1}\left(s^{0}\right)\right]}\right] \sigma_{1}(t) \\
& \leq D s^{0}-\frac{D}{2} \sigma_{1}(t) \text { for anyt } \geq T_{c}+\tau
\end{aligned}
$$

By using comparison results for scalar differential inequalities, for example the Theorem 3.4.1 from [45], we can deduce that $\sigma_{1}(t) \leq u(t)$ for any $t \geq T_{c}+\tau$, where $u(\cdot)$ is solution of

$$
\dot{u}(t)=D s^{0}-\frac{D}{2} u(t) \quad \text { with } u\left(T_{c}+\tau\right)=\sigma_{1}\left(T_{c}+\tau\right) .
$$

Now, letting $t \rightarrow+\infty$, we have that

$$
\limsup _{t \rightarrow+\infty} \sigma_{1}(t) \leq 2 s^{0}
$$

which implies that for any $\theta_{1}>1$ close enough to 1 , there exists $T_{d}>T_{c}$ such that $\sigma_{1}(t) \leq 2 s^{0} \theta_{1}$ for all $t \geq T_{d}$.
The following result provides a useful positive lower bound for $s(t)$ for sufficiently large values of the time.
Lemma 5.3. If assumptions (H1)-(H2) hold, then for any couple $\left(\theta_{1}, \theta_{2}\right)$ with $\theta_{2}<1<\theta_{1}$ and $\theta_{i}$ arbitrarily close to 1 , there is a constant $T_{e} \geq T_{d}+\tau$ such that

$$
\begin{equation*}
s_{1}(t) \geq \underline{s}_{\theta}=\frac{D \theta_{2} s^{0}}{D+2 \theta_{1} s^{0} \frac{m_{1}}{a_{1}} e^{\tau D}} \quad \text { for any } t \geq T_{e} \tag{5.5}
\end{equation*}
$$

Proof. For any $\theta_{1}>1$ (arbitrarily close to 1 ), Lemma 5.2 ensures the existence of $T_{d}>T_{c}$ such that $\alpha_{1}(t) \leq 2 s^{0} \theta_{1}$ for any $t \geq T_{d}+\tau$ and we can deduce that

$$
\dot{s}_{1}(t) \geq D\left[s^{0}-s_{1}(t)\right]-2 s^{0} \theta_{1} \frac{m_{1}}{a_{1}} e^{\tau D} s_{1}(t)
$$

for any $t \geq T_{d}+\tau$. Now, we can consider the differential equation

$$
\dot{w}(t)=D\left[s^{0}-w(t)\right]-2 s^{0} \theta_{1} \frac{m_{1}}{a_{1}} e^{\tau D} w(t) \quad \text { with } \quad s_{1}\left(T_{d}+\tau\right)=w\left(T_{d}+\tau\right)
$$

By using again comparison results of differential inequalities we have that $s_{1}(t) \geq w(t)$ for any $t \geq T_{d}+\tau$, which implies

$$
\liminf _{t \rightarrow+\infty} s_{1}(t) \geq \frac{D s^{0}}{D+2 \theta_{1} s^{0} \frac{m_{1}}{a_{1}} e^{\tau D}}
$$

Then, for any $\theta_{2}<1$, there exists $T_{e}>T_{d}$ such that (5.5) is satisfied.
Step 2: Error dynamics. From now on, we will assume that $t \geq T_{e}+\tau$ and introduce the new functions

$$
\begin{equation*}
\tilde{s}_{1}(t)=s_{1}(t)-\lambda_{1} \quad \text { and } \quad \tilde{\alpha}_{1}(t)=\alpha_{1}(t)-\chi_{11}^{*} \tag{5.6}
\end{equation*}
$$

From the identities

$$
D\left[s^{0}-\lambda_{1}\right]=D x_{11}^{*} \quad \text { and } \quad \frac{\mu_{1}\left(\lambda_{1}\right)-\mu_{1}\left(s_{1}(t)\right)}{\lambda_{1}-s_{1}(t)}=\frac{a_{1}}{\lambda_{1}+a_{1}} \frac{m_{1}}{s_{1}(t)+a_{1}}
$$

we can verify that (5.2) becomes

$$
\left\{\begin{array}{l}
\dot{\widetilde{s}}_{1}(t)=-\Gamma\left(s_{1}(t)\right) \widetilde{s}_{1}(t)-\mu_{1}\left(s_{1}(t)\right) \widetilde{\alpha}_{1}(t)+\mu_{1}\left(s_{1}(t)\right) \alpha_{1}(t)\left\{1-e^{\int_{t-\tau}^{t}\left[D-\mu_{1}\left(s_{1}(\ell)\right)\right] d \ell}\right\}  \tag{5.7}\\
{\underset{\tilde{\alpha}}{1}}(t)=\frac{a_{1}}{a_{1}+\lambda_{1}} \mu_{1}\left(s_{1}(t)\right) \frac{s_{1}(t)}{s_{1}(t)} \alpha_{1}(t)
\end{array}\right.
$$

with $\Gamma$ defined as follows

$$
\Gamma\left(s_{1}\right)=D+\frac{a_{1} m_{1} \chi_{11}^{*}}{\left(a_{1}+\lambda_{1}\right)\left(a_{1}+s_{1}\right)}
$$

Step 3: Construction of a Lyapunov-like function. Let us consider the function

$$
V_{1}\left(\widetilde{s}_{1}(t), \widetilde{\alpha}_{1}(t)\right):=V_{1}(t)=v\left(\widetilde{s}_{1}(t)\right)+\frac{a_{1}+\lambda_{1}}{a_{1}} \Psi_{1}\left(\tilde{\alpha}_{1}(t)\right)
$$

where $v\left(\tilde{s}_{1}\right)$ and $\Psi_{1}\left(\tilde{\alpha}_{1}\right)$ are defined by

$$
v\left(\tilde{s}_{1}\right)=\tilde{s}_{1}-\lambda_{1} \ln \left(\frac{\tilde{s}_{1}+\lambda_{1}}{\lambda_{1}}\right) \text { and } \Psi_{1}\left(\tilde{\alpha}_{1}\right)=\tilde{\alpha}_{1}-x_{11}^{*} \ln \left(\frac{\tilde{\alpha}_{1}+x_{11}^{*}}{x_{11}^{*}}\right)
$$

which are nonnegative and of class $C^{1}$ on $\left(-\lambda_{1},+\infty\right)$ and $\left(-x_{11}^{*},+\infty\right)$ respectively.
By elementary calculations along the solutions of (5.7) it is easy to see that

$$
\begin{aligned}
\dot{v}(t)= & -\Gamma\left(s_{1}(t)\right) \frac{\tilde{s}_{1}^{2}(t)}{s_{1}(t)}-\mu_{1}\left(s_{1}(t)\right) \tilde{\alpha}_{1}(t) \frac{\tilde{s_{1}}(t)}{s_{1}(t)} \\
& +\mu_{1}\left(s_{1}(t)\right) \alpha_{1}(t) \frac{\tilde{s}_{1}(t)}{s_{1}(t)}\left[1-e^{\int_{t-t}^{t}\left[\mu_{1}\left(\lambda_{1}\right)-\mu_{1}\left(s_{1}(\ell)\right)\right] \mathrm{d} \ell}\right], \\
\dot{\Psi}_{1}\left(\tilde{\alpha}_{1}(t)\right)= & \frac{a_{1}}{a_{1}+\lambda_{1}} \mu_{1}\left(s_{1}(t)\right) \tilde{\alpha}_{1}(t) \frac{\tilde{s}_{1}(t)}{s_{1}(t)} .
\end{aligned}
$$

The time derivative of $V_{1}$ along the solutions of the system (5.7) satisfies

$$
\dot{V}_{1}(t)=-\Gamma\left(s_{1}(t)\right) \frac{\tilde{s}_{1}^{2}(t)}{s_{1}(t)}+\mu_{1}\left(s_{1}(t)\right) \alpha_{1}(t) \frac{\tilde{s}_{1}(t)}{s_{1}(t)}\left[1-e^{\int_{t-\tau}^{t}\left[\mu_{1}\left(\lambda_{1}\right)-\mu_{1}\left(s_{1}(\ell)\right)\right] \mathrm{d} \ell}\right]
$$

By Lemma 5.1, we have that for any $t \geq T_{c}+\tau$,

$$
\dot{V}_{1}(t) \leq-\bar{\Gamma} \frac{\tilde{s}_{1}^{2}(t)}{s_{1}(t)}+\mu_{1}\left(s^{0}\right) \alpha_{1}(t) \frac{\left|\tilde{s}_{1}(t)\right|}{s_{1}(t)}\left|1-e^{\Delta \mu_{1}\left(s_{1}(t)\right)}\right|,
$$

where $\bar{\Gamma}=\Gamma\left(s^{0}\right)$ was defined in (4.2) and $\Delta \mu_{1}\left(s_{1}(t)\right)$ is defined by

$$
\Delta \mu_{1}\left(s_{1, t}\right)=\left|\int_{t-\tau}^{t}\left[\mu_{1}\left(\lambda_{1}\right)-\mu_{1}\left(s_{1}(\ell)\right)\right] \mathrm{d} \ell\right|=\left|\int_{t-\tau}^{t} \frac{a_{1}}{a_{1}+\lambda_{1}} \frac{m_{1} \tilde{s}_{1}(\ell)}{a_{1}+s_{1}(\ell)} d \ell\right|
$$

The mean value theorem ensures that

$$
\left|1-e^{\xi}\right| \leq|\xi| e^{|\xi|}
$$

for any $\xi \in \mathbb{R}$. This fact combined with Lemma 5.2 allows to deduce that for any $t \geq T_{d}+\tau$,

$$
\begin{align*}
\dot{V}_{1}(t) & \leq-\bar{\Gamma} \frac{\tilde{s}_{1}^{2}(t)}{s_{1}(t)}+2 s^{0} \mu_{1}\left(s^{0}\right) \theta_{1} \frac{\left|\tilde{s}_{1}(t)\right|}{s_{1}(t)} \Delta \mu_{1}\left(s_{1}(t)\right) e^{\Delta \mu_{1}\left(s_{1}(t)\right)}, \\
& \leq-\bar{\Gamma} \frac{\tilde{s}_{1}^{2}(t)}{s_{1}(t)}+2 s^{0} \mu_{1}\left(s^{0}\right) \theta_{1} \frac{\left|\tilde{s}_{1}(t)\right|}{s_{1}(t)} \Delta \mu_{1}\left(s_{1}(t)\right) e^{\tau\left[\mu_{1}\left(s^{0}\right)-\mu_{1}\left(\lambda_{1}\right)\right]} \\
& \leq-\bar{\Gamma} \frac{\tilde{s}_{1}^{2}(t)}{s_{1}(t)}+\theta_{1} r_{0}\left|\int_{t-\tau}^{t} \frac{a_{1}}{a_{1}+\lambda_{1}} \frac{m_{1} \tilde{s}_{1}(\ell)}{a_{1}+s_{1}(\ell)} d \ell\right| \frac{\left|\tilde{s}_{1}(t)\right|}{s_{1}(t)} \\
& \leq-\bar{\Gamma} \frac{\tilde{s}_{1}^{2}(t)}{s_{1}(t)}+\int_{t-\tau}^{t} \frac{\theta_{1} d_{0}\left|\tilde{s}_{1}(\ell)\right|}{a_{1}+s_{1}(\ell)} d \ell \frac{\left|\tilde{s}_{1}(t)\right|}{s_{1}(t)} \tag{5.8}
\end{align*}
$$

where $d_{0}$ is defined in (4.1) and $r_{0}$ is defined by

$$
r_{0}=\frac{d_{0}\left(a_{1}+\lambda_{1}\right)}{a_{1} m_{1}}=2 s^{0} \mu_{1}\left(s^{0}\right) e^{\tau\left[\mu_{1}\left(s^{0}\right)-D\right]}
$$

Now we use (4.1) and (4.2) and recall that Lemmas 5.1, 5.2 and 5.3 guarantee that $\underline{s}_{\theta} \leq s_{1}(t) \leq s^{0}$ for any $t \geq T_{e}$. We deduce that

$$
\begin{aligned}
\int_{t-\tau}^{t} \frac{\theta_{1} d_{0}\left|\tilde{s}_{1}(\ell)\right|}{a_{1}+s_{1}(\ell)} d \ell \frac{\left|\tilde{s}_{1}(t)\right|}{s_{1}(t)} & \leq\left\{\frac{\theta_{1} d_{0} a_{0}}{\sqrt{\bar{\Gamma} \underline{s}_{\theta}\left(\underline{s}_{\theta}+a_{1}\right)}} \int_{t-\tau}^{t} \frac{\left|\tilde{s}_{1}(\ell)\right|}{\sqrt{s_{1}(\ell)}} d \ell\right\}\left\{\frac{\sqrt{\bar{\Gamma}}\left|\tilde{s}_{1}(t)\right|}{\sqrt{s_{1}(t)}}\right\} \\
& \leq \frac{\left(\theta_{1} d a_{0}\right)^{2}}{2 \bar{\Gamma} \underline{s}_{\theta}\left(\underline{s}_{\theta}+a_{1}\right)}\left(\int_{t-\tau}^{t} \frac{\left|\tilde{s}_{1}(\ell)\right|}{\sqrt{s_{1}(\ell)}} d \ell\right)^{2}+\frac{\bar{\Gamma}}{2} \frac{\left|\tilde{s}_{1}(t)\right|^{2}}{s_{1}(t)}
\end{aligned}
$$

for any $t \geq T_{e}+\tau$. Moreover, the Jensen integral inequality implies

$$
\int_{t-\tau}^{t} \frac{\theta_{1} d\left|\tilde{s}_{1}(\ell)\right|}{a_{1}+s_{1}(\ell)} d \ell \frac{\left|\tilde{s}_{1}(t)\right|}{s_{1}(t)} \leq \frac{\tau\left(\theta_{1} d_{0} a_{0}\right)^{2}}{2 \bar{\Gamma} \underline{s}_{\theta}\left(\underline{s}_{\theta}+a_{1}\right)} \int_{t-\tau}^{t} \frac{\tilde{s}_{1}^{2}(\ell)}{s_{1}(\ell)} d \ell+\frac{\bar{\Gamma}}{2} \frac{\left|\tilde{s}_{1}(t)\right|^{2}}{s_{1}(t)}
$$

and the above estimation together with (5.8) imply

$$
\begin{equation*}
\dot{V}_{1}(t) \leq-\frac{\bar{\Gamma}}{2} \frac{\tilde{s}_{1}^{2}(t)}{s_{1}(t)}+\frac{\tau\left(\theta_{1} d a_{0}\right)^{2}}{2 \bar{\Gamma} \underline{s}_{\theta}\left(\underline{s}_{\theta}+a_{1}\right)} \int_{t-\tau}^{t} \frac{\tilde{s}_{1}^{2}(\ell)}{s_{1}(\ell)} d \ell \quad \text { for any } t \geq T_{e}+\tau \tag{5.9}
\end{equation*}
$$

By the Leibniz rule, we know that

$$
\frac{d}{d t}\left(\int_{t-\tau}^{t} \int_{\ell}^{t} \frac{\tilde{s}_{1}^{2}(r)}{s_{1}(r)} d r d \ell\right)=\tau \frac{\tilde{s}_{1}^{2}(t)}{s_{1}(t)}-\int_{t-\tau}^{t} \frac{\tilde{s}_{1}^{2}(\ell)}{s_{1}(\ell)} d \ell
$$

Then we deduce that, for any $t \geq T_{e}+\tau$ the derivative along the trajectories of (5.7) of function

$$
V\left(\tilde{s}_{1, t}, \tilde{\alpha}_{1, t}\right)=V_{1}(t)+\mathcal{M}_{\theta}(\tau) \int_{t-\tau}^{t} \frac{\tilde{s}_{1}^{2}(\ell)}{s_{1}(\ell)} d \ell \text { with } \mathcal{M}_{\theta}(\tau)=\frac{\tau\left(\theta_{1} d_{0} a_{0}\right)^{2}}{2 \bar{\Gamma} \underline{s}_{\theta}\left(\underline{s}_{\theta}+a_{1}\right)}
$$

satisfies

$$
\dot{V}(t) \leq\left(-\frac{\bar{\Gamma}}{2}+\tau \mathcal{M}_{\theta}(\tau)\right) \frac{\left|\tilde{s}_{1}(t)\right|^{2}}{s_{1}(t)}
$$

Since the inequality (4.4) is strict, we can chose $\theta_{1}$ and $\theta_{2}$ close enough to 1 such that $\tau \mathcal{M}_{\theta}(\tau)<\bar{\Gamma} / 2$ and there exists $c_{0}>0$ such that

$$
\begin{equation*}
\dot{V}(t) \leq-c_{0} \frac{\left|\tilde{s}_{1}(t)\right|^{2}}{s_{1}(t)} \tag{5.10}
\end{equation*}
$$

Step 4: Convergence towards the equilibrium. Recall from Lemmas 5.1, 5.2 and 5.3 that all the solutions enter (in finite time) a compact set which is independent of the initial conditions. It follows that all the solutions are uniformly continuous and $t \mapsto \tilde{s}_{1}(t)$ is a uniformly continuous function. Moreover (5.10), combined with the nonnegativeness of $V$, implies that

$$
\begin{equation*}
\int_{0}^{+\infty} \frac{\tilde{s}_{1}^{2}(\ell)}{s_{1}(\ell)} \mathrm{d} \ell<+\infty \tag{5.11}
\end{equation*}
$$

By Barbǎlat's Lemma (see e.g. Lemma 8.2 from [46] for details) combined with the strict positiveness and boundedness of $s_{1}(t)$, we deduce that $\lim _{t \rightarrow+\infty} \tilde{s}_{1}(t)=0$ and consequently

$$
\begin{equation*}
\lim _{t \rightarrow+\infty} s_{1}(t)=\lambda_{1} . \tag{5.12}
\end{equation*}
$$

As $\lim _{t \rightarrow+\infty} \mu_{1}\left(s_{1}(t)\right)=D$, it follows that (5.4) is of type

$$
\begin{equation*}
\dot{\sigma}_{1}(t)=D\left[s^{0}-\sigma_{1}(t)\right]+\Delta(t) \tag{5.13}
\end{equation*}
$$

where $\Delta(t)=\mu_{1}\left(s_{1}(t)\right) \alpha_{1}(t)\left\{1-e^{\int_{t-\tau}^{t}\left[D-\mu_{1}\left(s_{1}(\ell)\right)\right] d \ell}\right\}$ verifies $\lim _{t \rightarrow+\infty} \Delta(t)=0$.
The following result is a direct consequence of $D>0$ and $\lim _{t \rightarrow+\infty} \Delta(t)=0$ :
Lemma 5.4. The solutions of Eq. (5.13) verify $\lim _{t \rightarrow+\infty} \sigma_{1}(t)=s^{0}$.
Hence, by using our definition of $\sigma_{1}(t)$ and (5.12) we obtain

$$
\lim _{t \rightarrow+\infty} \alpha_{1}(t)=s^{0}-\lim _{t \rightarrow+\infty} s_{1}(t)=s^{0}-\lambda_{1}=x_{11}^{*}
$$

Finally, by using the above limit combined with (5.1) and (5.12), we have

$$
\lim _{t \rightarrow+\infty} x_{11}(t)=\lim _{t \rightarrow+\infty} \alpha_{1}(t) e^{\int_{t-\tau}^{t}\left[D-\mu_{1}\left(s_{1}(\ell)\right)\right] d \ell}=x_{11}^{*}
$$

This concludes the proof.
Remark 1. Lemma 5.4 can be generalized: if $\delta:\left[t_{0},+\infty\right) \rightarrow \mathbb{R}$ is continuous and such that $\lim _{t \rightarrow+\infty} \delta(t)=0$, then the scalar differential equations

$$
\dot{u}(t)=a-b u(t)+\delta(t) \quad \text { and } \quad \dot{v}(t)=a-b v(t) \quad \text { with } a, b>0
$$

are asymptotically equivalent, namely, $\lim _{t \rightarrow+\infty} u(t)=\lim _{t \rightarrow+\infty} v(t)=a / b$. This property will be useful in the next section.
Corollary 1. For any solution $t \mapsto x(t, \varphi)$ of (2.1) such that $x(\theta)=\varphi(\theta)>0$ for any $\theta \in[-\tau, 0]$, there exists $\tilde{T}(\varphi)>0$ and $K(\varphi)>1$ such that

$$
|x(t, \varphi)| \leq K e^{-\lambda t} \quad \text { for anyt }>\tilde{T}+\tau
$$

Proof. The system (2.1) with the above initial condition can be written as

$$
\begin{equation*}
\dot{x}(t)=g(x(t), x(t-\tau)) \tag{5.14}
\end{equation*}
$$

and $u(t)=x(t)-E^{*}$ leads to

$$
\begin{equation*}
\dot{u}(t)=A_{0} u(t)+B_{0} u(t-\tau)+f(u(t), u(t-\tau)) \tag{5.15}
\end{equation*}
$$

where $A_{0} u(t)+B_{0} u(t-\tau)$ is the right part of (3.1) and

$$
f(u(t), u(t-\tau))=g\left(u(t)+E^{*}, u(t-\tau)+E^{*}\right)-A_{0} u(t)-B_{0} u(t-\tau) .
$$

As the global asymptotic stability of $E^{*}$ implies the existence of $T_{2}(\varphi)>\max \left\{T_{e}, T_{1}\right\}$ such that $\left|\left(s_{1}(t), x_{11}(t)\right)-E^{*}\right|<\varepsilon$ or equivalently $|u(t)|<\varepsilon$ for any $t>T_{2}+\tau$, the mean value theorem for functions on convex sets combined with $f(0,0)=0$ and the definition of $A_{0}$ and $B_{0}$ implies that $|f(u(t), u(t-\tau))| \leq \gamma(\varepsilon)\{|u(t)|+|u(t-\tau)|\}$, where $\gamma(\varepsilon)$ converges to zero when $\varepsilon \rightarrow 0$.

By Lemma 3.1 we know that the origin is an asymptotically stable solution of (3.1). In addition, as the system is autonomous, the stability is indeed uniform and Theorem 4.6 from [47] ensures that the origin is a uniformly asymptotically stable solution of (5.14). Moreover, a careful reading of the end of the proof in [47] makes it possible to conclude that the origin is in fact exponentially stable.

## 6. Proof of Theorem 2

The proof has a similar structure and uses similar methods as the previous one: Firstly we obtain upper and lower bounds for some variables (Lemmas 6.1, 6.2 and 6.3). Secondly, we define the error dynamics described by (6.6) and finish by constructing a Lyapunov-like function and studying the convergence to the equilibrium. As it was stated at Section 3, we will only study the system (4.10).

Now, as in the previous section, we introduce the operators

$$
\begin{equation*}
\xi_{i}(t)=x_{i 2}(t) e^{\int_{t-\tau}^{t}\left[\mu_{i}\left(s_{2}(\ell)\right)-\mu_{i}\left(\lambda_{2}\right)\right] d \ell} \tag{6.1}
\end{equation*}
$$

and the system (4.10) gives

$$
\left\{\begin{array}{l}
\dot{s}_{2}(t)=D\left[\lambda_{1}-s_{2}(t)\right]-\sum_{i=1}^{2} \mu_{i}\left(s_{2}(t)\right) e^{\int_{t-\tau}^{t}\left[\mu_{i}\left(\lambda_{2}\right)-\mu_{i}\left(s_{2}(\ell)\right)\right] d \ell} \xi_{i}(t)+D \tilde{s}_{1}(t)  \tag{6.2}\\
\dot{\xi_{1}}(t)=\left[\mu_{1}\left(s_{2}(t)\right)-D\right] \xi_{1}(t)+D x_{11}^{*} \int_{t-\tau}^{t}\left[\mu_{1}\left(s_{2}(\ell)\right)-\mu_{1}\left(\lambda_{2}\right)\right] d \ell \\
\dot{\xi}_{2}(t)=\left[\mu_{2}\left(s_{2}(t)\right)-D\right] \tilde{\alpha}_{2}(t) e^{\int_{t-\tau}^{t}\left[\mu_{1}\left(s_{2}(\ell)\right)-\mu_{1}\left(\lambda_{2}\right)\right] d \ell}
\end{array}\right.
$$

Lemma 6.1. For any $\hat{\theta}_{0}>1$, there exists a constant $\widehat{T}_{c} \geq 0$ such that $s_{2}(t) \leq \hat{\theta}_{0} \lambda_{1}$ for any $t>\hat{T}_{c}$.
Proof. Notice that

$$
\dot{s}_{2}(t) \leq D\left[\lambda_{1}-s_{2}(t)\right]+D \tilde{s}_{1}(t)
$$

and consider the equations

$$
\dot{u}(t)=D\left[\lambda_{1}-u(t)\right]+D \tilde{s}_{1}(t) \quad \text { and } \quad \dot{v}(t)=D\left[\lambda_{1}-v(t)\right] \quad \text { with } \quad u(0)=s_{2}(0)
$$

By using the previous comparison result for scalar differential inequalities, we can deduce easily that $s_{2}(t) \leq u(t)$ for any $t \geq 0$. On the other hand, as $\tilde{s}_{1}(t) \rightarrow 0$ when $t \rightarrow+\infty$, we can prove as in Lemma 5.4 , that $u$ and $v$ are asymptotically equivalent, which implies that $\limsup _{t \rightarrow+\infty} s_{2}(t) \leq \lambda_{1}$ and the lemma follows.

Lemma 6.2. For any $\hat{\theta}_{1}>1$ there exists $\hat{T}_{d}>\hat{T}_{c}$ such that

$$
\sigma_{2}(t)=s_{2}(t)+\xi_{1}(t)+\xi_{2}(t)<2 \hat{\theta}_{1} C_{\theta} \quad \text { where } \quad C_{\theta}=\lambda_{1}+x_{11}^{*} e^{\tau\left[\mu_{1}\left(\lambda_{1} \hat{\theta}_{0}\right)-\mu_{1}\left(\lambda_{2}\right)\right]}
$$

for any $t>\hat{T}_{d}+\tau$.
Proof. Notice that $\sigma_{2}(t)$ satisfies

$$
\begin{align*}
\dot{\sigma}_{2}(t)= & D\left[\lambda_{1}+x_{11}^{*}-\sigma_{2}(t)\right]+D x_{11}^{*}\left(e^{\int_{t-\tau}^{t}\left[\mu_{1}\left(s_{2}(\ell)\right)-\mu_{1}\left(\lambda_{2}\right)\right] d \ell}-1\right) \\
& \sum_{i=1}^{2} \mu_{i}\left(s_{2}(t)\right) \xi_{i}(t)\left\{1-e^{\int_{t-\tau}^{t}\left[\mu_{i}\left(\lambda_{2}\right)-\mu_{i}\left(s_{2}(\ell)\right)\right] d \ell}\right\} \\
& +D\left(\tilde{s}_{1}(t)+\tilde{\alpha}_{1}(t) e^{\int_{t-\tau}^{t}\left[\mu_{1}\left(s_{2}(\ell)\right)-\mu_{1}\left(\lambda_{2}\right)\right] d \ell}\right) \tag{6.3}
\end{align*}
$$

If $t \geq \hat{T}_{c}+\tau$, it follows that

$$
\begin{aligned}
\dot{\sigma}_{2}(t) \leq & D\left[\lambda_{1}-\sigma_{2}(t)\right]+\sum_{i=1}^{2} \mu_{i}\left(\hat{\theta}_{0} \lambda_{1}\right) \xi_{i}(t)\left\{1-e^{\tau\left[\mu_{i}\left(s_{2}\left(\hat{\theta}_{0} \lambda_{1}\right)-\mu_{i}\left(\lambda_{2}\right)\right]\right.}\right\} \\
& +D x_{11}^{*} e^{\tau\left[\mu_{1}\left(s_{2}\left(\hat{\theta}_{0} \lambda_{1}\right)-\mu_{1}\left(\lambda_{2}\right)\right]\right.}+D\left(\tilde{s}_{1}(t)+\tilde{\alpha}_{1}(t) e^{\tau\left[\mu_{1}\left(\hat{\theta}_{0} \lambda_{1}\right)-\mu_{1}\left(\lambda_{2}\right)\right]}\right)
\end{aligned}
$$

By (4.8), we know that if

$$
\mu_{i}\left(\lambda_{1}\right)\left\{1-e^{\tau\left[\mu_{i}\left(\lambda_{2}\right)-\mu_{i}\left(\lambda_{1}\right)\right]}\right\}<\frac{D}{2}
$$

this inequality is still valid when $e^{-\tau \mu_{1}\left(\lambda_{1}\right)}$ is replaced by $e^{-\tau \mu_{1}\left(\hat{\theta}_{0} \lambda_{1}\right)}$ with $\hat{\theta}_{0}$ arbitrarily close to 1 . Now, in this case we can deduce that $\sigma_{2}$ satisfies the differential inequality

$$
\dot{\sigma}_{2}(t) \leq D\left[\lambda_{1}-\frac{1}{2} \sigma_{2}(t)\right]+D x_{11}^{*} e^{\tau\left[\mu_{1}\left(s_{2}\left(\hat{\theta}_{0} \lambda_{1}\right)-\mu_{1}\left(\lambda_{2}\right)\right]\right.}+\delta(t)
$$

where $\delta(t)=D\left(\tilde{s}_{1}(t)+\tilde{\alpha}_{1}(t) e^{\tau\left[\mu_{1}\left(\hat{\theta}_{0} \lambda_{1}\right)-\mu_{1}\left(\lambda_{2}\right)\right]}\right)$ converges to zero when $t \rightarrow+\infty$. Now, let us consider the differential equations

$$
\dot{u}(t)=D\left[\lambda_{1}-\frac{1}{2} u(t)\right]+D x_{11}^{*} e^{\tau\left[\mu_{1}\left(s_{2}\left(\hat{\theta}_{0} \lambda_{1}\right)-\mu_{1}\left(\lambda_{2}\right)\right]\right.}+\delta(t) \quad \text { with } \quad \sigma_{2}\left(\hat{T}_{c}\right)=u\left(\hat{T}_{c}\right)
$$

and

$$
\dot{v}(t)=D\left[\lambda_{1}-\frac{1}{2} v(t)\right]+D x_{11}^{*} e^{\tau\left[\mu_{1}\left(s_{2}\left(\hat{\theta}_{0} \lambda_{1}\right)-\mu_{1}\left(\lambda_{2}\right)\right]\right.}
$$

By standard results of differential inequalities, we can deduce that $\sigma_{2}(t) \leq u(t)$ for any $t \geq \hat{T}_{c}$. In addition, we know that $v(t)$ converges to $2 C_{\theta}$ when $t \rightarrow+\infty$. Now, by Remark 1 we can prove that the two above equations are asymptotically equivalent, which implies that $\limsup _{t \rightarrow+\infty} \sigma_{2}(t) \leq 2 C_{\theta}$ and the lemma follows.

Remark 2. Note that (6.3) can be written as

$$
\begin{equation*}
\dot{\sigma}_{2}(t)=D\left[\lambda_{1}+x_{11}^{*}-\sigma_{2}(t)\right]+\Delta\left(s_{2}(t)\right) \tag{6.4}
\end{equation*}
$$

with $\Delta$ such that $\lim _{t \rightarrow+\infty} \Delta\left(s_{2}(t)\right)=0$ if $\lim _{t \rightarrow+\infty} s_{2}(t)=\lambda_{2}$. We shall return to this fact at the end of the proof.
Lemma 6.3. For any $\hat{\theta}_{2}<1$, there exists $\hat{T}_{e}>\hat{T}_{d}+\tau$ such that

$$
s_{2}(t) \geq \hat{\theta}_{2} \underline{s}_{\theta}=\frac{D \lambda_{1} \hat{\theta}_{2}}{D+2 \hat{\theta}_{1} C_{\theta} \sum_{i=1}^{2} \frac{m_{i}}{a_{i}} e^{\mu_{i}\left(\lambda_{2} \tau\right)}} \quad \text { and } \quad \xi_{1}(t) \geq \underline{\xi}_{1 \theta}=\hat{\theta}_{2} x_{11}^{*} e^{-\mu_{1}\left(\lambda_{2}\right) \tau}
$$

for any $t \geq \hat{T}_{e}$.
Proof. By Lemma 6.2, we can verify that $s_{2}(t)$ satisfies the differential inequality for any $t>\hat{T}_{d}$

$$
\dot{s}_{2}(t) \geq D \lambda_{1}-\left(D+2 \hat{\theta}_{1} C_{\theta} \sum_{i=1}^{2} \frac{m_{i}}{a_{i}} e^{\mu_{i}\left(\lambda_{2}\right) \tau}\right) s_{2}(t)+D \tilde{s}_{1}(t) .
$$

As before, let us consider the differential equations

$$
\begin{aligned}
& \dot{u}(t)=D \lambda_{1}-\left(D+2 \hat{\theta}_{1} C_{\theta} \sum_{i=1}^{2} \frac{m_{i}}{a_{i}} e^{\mu_{i}\left(\lambda_{2}\right) \tau}\right) u(t)+D \tilde{s}_{1}(t) \\
& \dot{v}(t)=D \lambda_{1}-\left(D+2 \hat{\theta}_{1} C_{\theta} \sum_{i=1}^{2} \frac{m_{i}}{a_{i}} e^{\mu_{i}\left(\lambda_{2}\right) \tau}\right) v(t)
\end{aligned}
$$

where $u\left(\hat{T}_{d}+\tau\right)=s_{2}\left(\hat{T}_{d}+\tau\right)$. Now, by the previous results of differential inequalities, we can deduce that $s_{2}(t) \geq u(t)$ for any $t \geq \hat{T}_{d}$. Moreover, we know that $v(t)$ converges to $\underline{\mathrm{s}}_{\theta}$ when $t \rightarrow+\infty$. Now, by Remark 1 we can prove that the two above equations are asymptotically equivalent, which implies that $\limsup _{t \rightarrow+\infty} s_{2}(t) \geq s_{\theta}$ and the first inequality follows.

The second inequality can be proved similarly by considering the differential inequality and the differential equations with $v\left(\hat{T}_{d}+\tau\right)=\xi_{1}\left(\hat{T}_{d}+\tau\right)$

$$
\begin{aligned}
\dot{\xi}_{1}(t) & \geq-D \xi_{1}(t)+D x_{11}^{*} e^{-\mu_{1}\left(\lambda_{2}\right) \tau}+D \tilde{\alpha}_{1}(t) e^{\int_{t-\tau}^{t}\left[\mu_{1}\left(s_{2}(\ell)\right)-\mu_{1}\left(\lambda_{2}\right)\right] d \ell} \\
\dot{v}(t) & =-D v(t)+D x_{11}^{*} e^{-\mu_{1}\left(\lambda_{2}\right) \tau}+D \tilde{\alpha}_{1}(t) e^{\int_{t-\tau}^{t}\left[\mu_{1}\left(s_{2}(\ell)\right)-\mu_{1}\left(\lambda_{2}\right)\right] d \ell} \\
\dot{u}(t) & =-D u(t)+D x_{11}^{*} e^{-\mu_{1}\left(\lambda_{2}\right) \tau}
\end{aligned}
$$

Let us introduce the change of variables

$$
\begin{equation*}
\tilde{s}_{2}(t)=s_{2}(t)-\lambda_{2} \quad \text { and } \quad \tilde{\xi}_{i}(t)=\xi_{i}(t)-x_{i 2}^{*} \quad(i=1,2) . \tag{6.5}
\end{equation*}
$$

By (6.5) combined with the identities

$$
D\left(\lambda_{1}-\lambda_{2}\right)=\mu_{1}\left(\lambda_{2}\right) x_{12}^{*}+\mu_{2}\left(\lambda_{2}\right) x_{22}^{*} \quad \text { and } \quad \mu_{i}\left(\lambda_{2}\right)-\mu_{i}\left(s_{2}(t)\right)=\frac{a_{i}}{a_{i}+\lambda_{2}} \mu_{i}\left(s_{2}(t)\right) \frac{\tilde{s}_{2}(t)}{s_{2}(t)}
$$

the system (6.2) becomes

$$
\left\{\begin{align*}
\dot{\tilde{s}}_{2}(t)= & -\Theta\left(s_{2}(t)\right) \tilde{s}_{2}(t)-\sum_{i=1}^{2} \mu_{i}\left(s_{2}(t)\right) \tilde{\xi}_{i}(t)+D \tilde{s}_{1}(t)  \tag{6.6}\\
& +\sum_{i=1}^{2} \mu_{i}\left(s_{2}(t)\right) \xi_{i}(t)\left\{1-e^{\int_{t-\tau}^{t}\left[\mu_{i}\left(\lambda_{2}\right)-\mu_{i}\left(s_{2}(\ell)\right)\right] d \ell}\right\} \\
\dot{\xi}_{1}(t)= & c_{1} \xi_{1}(t) \mu_{1}\left(s_{2}(t)\right) \frac{\tilde{s}_{2}(t)}{s_{2}(t)}+D x_{11}^{*}\left\{e^{\int_{t-\tau}^{t}\left[\mu_{1}\left(s_{2}(\ell)\right)-\mu_{1}\left(\lambda_{2}\right)\right] d \ell}-1\right\} \\
& -p \tilde{\xi}_{1}(t)+D \tilde{\alpha}_{1}(t) e^{\int_{t-\tau}^{t}}\left[\mu_{1}\left(s_{2}(\ell)\right)-\mu_{1}\left(\lambda_{2}\right)\right] d \ell \\
\dot{\tilde{\xi}}_{2}(t)= & c_{2} \xi_{2}(t) \mu_{2}\left(s_{2}(t)\right) \frac{\tilde{s}_{2}(t)}{s_{2}(t)}
\end{align*}\right.
$$

where $\Theta$ is defined by

$$
\Theta\left(s_{2}\right)=D+\sum_{i=1}^{2} \frac{\mu_{i}\left(s_{2}\right)-\mu_{i}\left(\lambda_{2}\right)}{s_{2}-\lambda_{2}} x_{i 2}^{*}=D+\sum_{i=1}^{2} \frac{m_{i} a_{i} x_{i 2}^{*}}{\left(a_{i}+s_{2}\right)\left(a_{i}+\lambda_{2}\right)}
$$

while $c_{i}(i=1,2)$ are defined in (4.6) and $p$ is defined by

$$
\begin{equation*}
p=D-\mu_{1}\left(\lambda_{2}\right)>0 \tag{6.7}
\end{equation*}
$$

Now let us define the function

$$
W_{1}(t)=v_{2}\left(\widetilde{s}_{2}(t)\right)+\sum_{i=1}^{2} \frac{1}{c_{i}} \Psi_{i}\left(\tilde{\xi}_{i}(t)\right)
$$

with

$$
v\left(\tilde{s}_{2}\right)=\tilde{s}_{2}-\lambda_{2} \ln \left(\frac{\tilde{s}_{2}+\lambda_{2}}{\lambda_{2}}\right) \text { and } \Psi_{i}\left(\tilde{\xi}_{i}\right)=\tilde{\xi}_{i}-x_{2 i}^{*} \ln \left(\frac{\tilde{\xi}_{i}+x_{2 i}^{*}}{x_{2 i}^{*}}\right)
$$

which are nonnegative and of class $C^{1}$ on their domain of definition.
One can verify that

$$
\begin{aligned}
\dot{\nu}_{2}(t)= & -\Theta\left(\tilde{s}_{2}(t)\right) \frac{\tilde{s}_{2}^{2}(t)}{s_{2}(t)}-\sum_{i=1}^{2} \mu_{i}\left(s_{2}(t)\right) \tilde{\xi}_{i}(t) \frac{\tilde{s}_{2}(t)}{s_{2}(t)}+D \tilde{s}_{1}(t) \frac{\tilde{s}_{2}(t)}{s_{2}(t)} \\
& +\sum_{i=1}^{2} \mu_{i}\left(s_{2}(t)\right) \xi_{i}(t)\left\{1-e^{\int_{t-\tau}^{t}\left[\mu_{i}\left(\lambda_{2}\right)-\mu_{i}\left(s_{2}(\ell)\right)\right] d \ell}\right\} \frac{\tilde{s}_{2}(t)}{s_{2}(t)} \\
\dot{\Psi}_{1}(t)= & -p \frac{\tilde{\xi}_{1}^{2}(t)}{\xi_{1}(t)}+c_{1} \mu_{1}\left(s_{2}(t)\right) \tilde{\xi}_{1}(t) \frac{\tilde{s}_{2}(t)}{s_{2}(t)}+D \tilde{\alpha}_{1}(t) e^{\int_{t-\tau}^{t}\left[\mu_{1}\left(s_{2}(\ell)\right)-\mu_{1}\left(\lambda_{2}\right)\right]} \frac{\tilde{\xi}_{1}(t)}{\xi_{1}(t)} \\
& +D x_{11}^{*}\left\{e^{\int_{t-\tau}^{t}\left[\mu_{1}\left(s_{2}(\ell)\right)-\mu_{1}\left(\lambda_{2}\right)\right]}-1\right\} \frac{\tilde{\xi}_{1}(t)}{\xi_{1}(t)} \\
\dot{\Psi}_{2}(t)= & c_{2} \mu_{2}\left(s_{2}(t)\right) \tilde{\xi}_{2}(t) \frac{\tilde{s}_{2}(t)}{s_{2}(t)}
\end{aligned}
$$

and deduce the identity

$$
\begin{aligned}
\dot{W}_{1}(t)= & -\Theta\left(\tilde{s}_{2}(t)\right) \frac{\tilde{s}_{2}^{2}(t)}{s_{2}(t)}+\frac{D}{c_{1}} x_{11}^{*}\left\{e^{\int_{t-\tau}^{t}\left[\mu_{1}\left(s_{2}(\ell)\right)-\mu_{1}\left(\lambda_{2}\right)\right]}-1\right\} \frac{\tilde{\xi}_{1}(t)}{\xi_{1}(t)} \\
& +\sum_{i=1}^{2} \mu_{i}\left(s_{2}(t)\right) \xi_{i}(t)\left\{1-e^{\int_{t-\tau}^{t}\left[\mu_{i}\left(\lambda_{2}\right)-\mu_{i}\left(s_{2}(\ell)\right)\right] d \ell}\right\} \frac{\tilde{s}_{2}(t)}{s_{2}(t)} \\
& -\frac{p}{c_{1}} \frac{\tilde{\xi}_{1}^{2}(t)}{\xi_{1}(t)}+D \tilde{s}_{1}(t) \frac{\tilde{s}_{2}(t)}{s_{2}(t)}+\frac{D}{c_{1}} \tilde{\alpha}_{1}(t) e^{\int_{t-t}^{t}\left[\mu_{1}\left(s_{2}(\ell)\right)-\mu_{1}\left(\lambda_{2}\right)\right]} \frac{\tilde{\xi}_{1}(t)}{\xi_{1}(t)} .
\end{aligned}
$$

By Lemmas 6.1 and 6.2 we know that for any $t>\hat{T}_{d}+\tau$,

$$
\begin{aligned}
\dot{W}_{1}(t) \leq & -\mathcal{N}\left(\tilde{s}_{2}(t), \tilde{\xi}_{1}(t)\right)+\frac{D}{c_{1}} \chi_{11}^{*}\left\{e^{\int_{t-\tau}^{t}\left[\mu_{1}\left(s_{2}(\ell)\right)-\mu_{1}\left(\lambda_{2}\right)\right]}-1\right\} \frac{\tilde{\xi}_{1}(t)}{\xi_{1}(t)} \\
& +4 \hat{\theta}_{1} C_{\theta} \max _{i=1,2}\left\{\mu_{i}\left(\hat{\theta}_{0} \lambda_{1}\right)\left|1-e^{\int_{t-\tau}^{t}\left[\mu_{i}\left(\lambda_{2}\right)-\mu_{i}\left(s_{2}(\ell)\right)\right] d \ell}\right|\right\} \frac{\left|\tilde{s}_{2}(t)\right|}{s_{2}(t)}+o(1)
\end{aligned}
$$

where $\mathcal{N}_{2}$ is defined by

$$
\mathcal{N}\left(\tilde{s}_{2}, \tilde{\xi}_{1}\right)=\Theta\left(\tilde{s}_{2}\right) \frac{\tilde{s}_{2}^{2}}{s_{2}}+\frac{p}{c_{1}} \frac{\tilde{\xi}_{1}^{2}}{\xi_{1}}
$$

and $o(1)$ denotes the function

$$
o(1)=D \tilde{s}_{1}(t) \frac{\tilde{s}_{2}(t)}{s_{2}(t)}+\frac{D}{c_{1}} \tilde{\alpha}_{1}(t) e^{\int_{t-\tau}^{t}\left[\mu_{1}\left(s_{2}(\ell)\right)-\mu_{1}\left(\lambda_{2}\right)\right]} \frac{\tilde{\xi}_{1}(t)}{\xi_{1}(t)},
$$

which converges to zero when $t \rightarrow+\infty$.
By using again the inequality (5), we can deduce that when $t \geq \hat{T}_{e}+\tau$,

$$
\begin{aligned}
\dot{W}_{1}(t) \leq & -\mathcal{N}\left(\tilde{s}_{2}(t), \tilde{\xi}_{1}(t)\right)+\frac{D x_{11}^{*}}{c_{1}} \frac{\left|\tilde{\xi}_{1}(t)\right|}{\xi_{1}(t)}\left|\Delta \mu_{1}\left(s_{2, t}\right)\right| e^{\Delta \mu_{1}\left(s_{2, t}\right)} \\
& +4 \hat{\theta}_{1} \max _{i \in\{1,2\}}\left\{C_{\theta} \mu_{i}\left(\hat{\theta}_{0} \lambda_{1}\right)\left|\Delta \mu_{i}\left(s_{2}(t)\right)\right| e^{\Delta \mu_{i}\left(s_{2}(t)\right)}\right\} \frac{\left|\tilde{s}_{2}(t)\right|}{s_{2}(t)}+o(1),
\end{aligned}
$$

with

$$
\Delta \mu_{i}\left(s_{2, t}\right)=\left|\int_{t-\tau}^{t}\left[\mu_{i}\left(s_{2}(\ell)\right)-\mu_{i}\left(\lambda_{2}\right)\right] \mathrm{d} \ell\right|=\left|\int_{t-\tau}^{t} \frac{c_{i} m_{i} \tilde{s}_{2}(\ell)}{a_{i}+s_{2}(\ell)} d \ell\right|
$$

From Lemma 6.1 we deduce

$$
\Delta \mu_{i}\left(s_{2}(t)\right) \leq \tau\left[\mu_{i}\left(\hat{\theta}_{0} \lambda_{1}\right)-\mu_{i}\left(\lambda_{2}\right)\right]=B_{i, \theta} \tau
$$

and it follows that for $t \geq \hat{T}_{e}+\tau$, we have

$$
\begin{align*}
\dot{W}_{1}(t) \leq & -\frac{p}{c_{1}} \frac{\tilde{\xi}_{1}^{2}(t)}{\xi_{1}(t)}+\hat{\theta}_{1} \max _{i=1,2}\left\{\int_{t-\tau}^{t} \frac{d_{i, \theta}\left|\tilde{s}_{2}(\ell)\right|}{a_{i}+s_{2}(\ell)} \mathrm{d} \ell\right\} \frac{\left|\tilde{s}_{2}(t)\right|}{s_{2}(t)} \\
& -\Theta\left(\hat{\theta}_{0} \lambda_{1}\right) \frac{\tilde{s}_{2}^{2}(t)}{s_{2}(t)}+\frac{\left|\tilde{\xi}_{1}(t)\right|}{\xi_{1}(t)} \int_{t-\tau}^{t} \frac{b_{\theta}\left|\tilde{s}_{2}(\ell)\right|}{a_{1}+s_{2}(\ell)} \mathrm{d} \ell+o(1), \tag{6.8}
\end{align*}
$$

where $d_{i, \theta}$ (with $i=1,2$ ) and $b_{\theta}$ are defined by

$$
d_{i, \theta}=4 C_{\theta} m_{i} c_{i} \mu_{i}\left(\hat{\theta}_{0} \lambda_{1}\right) e^{\tau B_{i, \theta}} \quad \text { and } \quad b_{\theta}=D x_{11}^{*} m_{1} e^{\tau B_{1, \theta}} .
$$

By using the inequalities

$$
\underline{s}_{\theta} \leq s_{2}(t) \leq \hat{\theta}_{0} \lambda_{1} \quad \text { and } \quad \underline{\xi}_{1 \theta} \leq \xi_{1}(t) \quad \text { for } \quad t \geq \tau+\hat{T}_{e}
$$

and defining $a_{i}^{*}=\sqrt{s^{0} /\left(a_{i}+s^{0}\right)}$, it follows that

$$
\int_{t-\tau}^{t} \frac{\left|\tilde{s}_{2}(\ell)\right|}{a_{i}+s_{2}(\ell)} d \ell \leq \frac{a_{i}^{*}}{\sqrt{a_{i}+\underline{s}_{\theta}}} \int_{t-\tau}^{t} \frac{\left|\tilde{s}_{2}(\ell)\right|}{\sqrt{s_{2}(\ell)}} d \ell \quad \text { for any } i=1,2
$$

This inequality combined with the well known inequality $a b \leq \frac{a^{2}}{2 \varepsilon}+\frac{\varepsilon b^{2}}{2}$ with $\varepsilon=1$ and $\varepsilon=2$ and the Jensen integral inequality, allows to prove that

$$
\begin{aligned}
\hat{\theta}_{1} d_{i, \theta} \int_{t-\tau}^{t} \frac{\left|\tilde{s}_{2}(\ell)\right|}{a_{i}+s_{2}(\ell)} \mathrm{d} \ell \frac{\left|\tilde{s}_{2}(t)\right|}{s_{2}(t)} & \leq\left\{\frac{\hat{\theta}_{1} d_{i, \theta} a_{i}^{*}}{\sqrt{\bar{\Theta}_{\theta} \underline{s}_{\theta}\left(a_{i}+\underline{s}_{\theta}\right)}} \int_{t-\tau}^{t} \frac{\left|\tilde{s}_{2}(\ell)\right|}{\sqrt{s_{2}(\ell)}} \mathrm{d} \ell\right\}\left\{\frac{\sqrt{\bar{\Theta}_{\theta}}\left|\tilde{s}_{2}(t)\right|}{\sqrt{s_{2}(t)}}\right\} \\
& \leq \frac{\tau \hat{\theta}_{1}^{2} d_{i, \theta}^{2}}{2 \bar{\Theta}_{\theta} \underline{s}_{\theta}\left(a_{i}+\underline{s}_{\theta}\right)} \frac{\hat{\theta}_{0} \lambda_{1}}{\hat{\theta}_{0} \lambda_{1}+a_{i}} \int_{t-\tau}^{t} \frac{\tilde{s}_{2}^{2}(\ell)}{s_{2}(\ell)} \mathrm{d} \ell+\frac{\bar{\Theta}_{\theta} \tilde{s}_{2}^{2}(t)}{2 s_{2}(t)},
\end{aligned}
$$

and

$$
\begin{aligned}
b_{\theta} \frac{\left|\tilde{\xi}_{1}(t)\right|}{\xi_{1}(t)} \int_{t-\tau}^{t} \frac{\left|\tilde{s}_{2}(\ell)\right|}{a_{1}+s_{2}(\ell)} \mathrm{d} \ell & \leq\left\{\frac{b_{\theta} a_{1}^{*}}{\sqrt{\hat{\theta}_{2} q \underline{\xi}_{1 \theta}\left(a_{1}+\underline{s}_{\theta}\right)}} \int_{t-\tau}^{t} \frac{|\tilde{s}(\ell)|}{\sqrt{s_{2}(\ell)}} \mathrm{d} \ell\right\}\left\{\frac{\sqrt{q \hat{\theta}_{2}}\left|\tilde{\xi}_{1}(t)\right|}{\sqrt{\xi_{1}(t)}}\right\} \\
& \leq \frac{\tau b_{\theta}^{2}}{4 \hat{\theta}_{2} q \underline{\xi}_{1 \theta}\left(a_{1}+\underline{s}_{\theta}\right)} \frac{\hat{\theta}_{0} \lambda_{1}}{\hat{\theta}_{0} \lambda_{1}+a_{1}} \int_{t-\tau}^{t} \frac{\tilde{s}_{2}^{2}(\ell)}{s_{2}(\ell)} \mathrm{d} \ell+\frac{\hat{\theta}_{2} q \tilde{\xi}_{1}^{2}(t)}{\xi_{1}(t)}
\end{aligned}
$$

where $\bar{\Theta}_{\theta}=\Theta\left(\hat{\theta}_{0} \lambda_{1}\right)$ and $q=p / c_{1}$, see also (4.7) for details.

By using Corollary 1, it is tedious but not difficult to prove the existence of positive constants $K, \eta_{1}, \eta_{2}$ and $\hat{T}>\hat{T}_{e}$ (dependent of the initial condition) such that

$$
\begin{equation*}
\left|\tilde{s}_{1}(t)\right| \leq K e^{-\eta_{1} t} \quad \text { and } \quad\left|\tilde{\alpha}_{1}(t)\right| \leq K e^{-\eta_{2} t} \quad \text { for any } t>\hat{T}+\tau \tag{6.9}
\end{equation*}
$$

The previous inequalities lead to

$$
\begin{aligned}
\dot{W}_{1}(t) \leq & -\frac{\bar{\Theta}_{\theta}}{2} \frac{\tilde{s}_{2}^{2}(t)}{s_{2}(t)}-q\left(1-\hat{\theta}_{2}\right) \frac{\tilde{\xi}_{1}^{2}(t)}{\xi_{1}(t)}+\tau \mathcal{M}_{\theta}(\tau) \int_{t-\tau}^{t} \frac{\tilde{s}_{1}^{2}(\ell)}{s_{1}(\ell)} \mathrm{d} \ell \\
& +D K e^{-\eta_{1} t} \frac{\tilde{s}_{2}(t)}{s_{2}(t)}+\frac{D}{c_{1}} K e^{-\eta_{2} t}\left|\Delta \mu_{1}\left(s_{2}(t)\right)\right| e^{\Delta \mu_{1}\left(s_{2}(t)\right)} \frac{\left|\tilde{\xi}_{1}(t)\right|}{\xi_{1}(t)}
\end{aligned}
$$

where

$$
\mathcal{M}_{\theta}(\tau)=\frac{\hat{\theta}_{0} \lambda_{1}}{2}\left(\frac{\hat{\theta}_{1}^{2}}{\bar{\Theta}_{\theta} \underline{s}_{\theta}} \max _{1 \leq i \leq 2}\left\{\frac{d_{i}^{2}}{\left(\underline{s}_{\theta}+a_{i}\right)\left(a_{i}+\hat{\theta}_{0} \lambda_{1}\right)}\right\}+\frac{b_{\theta}^{2}}{2 \hat{\theta}_{2} q \underline{\xi}_{1 \theta}\left(a_{1}+\underline{s}_{\theta}\right)\left(a_{1}+\hat{\theta}_{0} \lambda_{1}\right)}\right)
$$

Now, we define the function

$$
\begin{align*}
W_{2}(t)= & W_{1}(t)+\tau \mathcal{M}_{\theta}(\tau) \int_{t-\tau}^{t} \int_{\ell}^{t} \frac{\tilde{s}_{2}^{2}(r)}{s_{2}(r)} \mathrm{d} r \mathrm{~d} \ell+\int_{t}^{\infty} K D e^{-\eta_{1} \ell} \frac{\tilde{s}_{2}(\ell)}{s_{2}(\ell)} d \ell \\
& +\frac{K D}{c_{1}} \int_{t}^{\infty} e^{-\eta_{2} \ell}\left|\Delta \mu_{1}\left(s_{2}(\ell)\right)\right| e^{\Delta \mu_{1}\left(s_{2}(\ell)\right)} \frac{\left|\tilde{\xi}_{1}(\ell)\right|}{\xi_{1}(\ell)} d \ell \tag{6.10}
\end{align*}
$$

for any $t>\hat{T}+\tau$. We notice that $\dot{W}_{2}(t)$ satisfies

$$
\dot{W}_{2}(t) \leq-\left(\frac{\bar{\Theta}_{\theta}}{2}-\tau \mathcal{M}_{\theta}(\tau)\right) \frac{\left|\tilde{S}_{2}(t)\right|^{2}}{s_{2}(t)}-q\left(1-\hat{\theta}_{2}\right) \frac{\left|\tilde{\xi}_{1}(t)\right|^{2}}{\xi_{1}(t)} .
$$

As the inequality (4.9) is strict, we can choose $\hat{\theta}_{2}<1<\hat{\theta}_{i}(i=0,1)$ arbitrarily close to 1 , such that $\tau \mathcal{M}_{\theta}(\tau)<\bar{\Theta}_{\theta} / 2$. In addition, we can prove the existence of $c_{1}>0$ such that

$$
\dot{W}_{2}(t) \leq-c_{1}\left(\frac{\left|\tilde{s}_{2}(t)\right|^{2}}{s_{2}(t)}+\frac{\left|\tilde{\xi}_{1}(t)\right|^{2}}{\xi_{1}(t)}\right)
$$

Lemmas 6.1, 6.2 and 6.3 imply that any solution enters a compact set in a finite time (independent of the initial conditions), which also implies that the solutions $t \mapsto \tilde{s}_{2}(t)$ and $t \mapsto \tilde{\xi}_{1}(t)$ are uniformly continuous. Then, proceeding as in the previous section we can prove by Barbălat's lemma that $\lim _{t \rightarrow+\infty} \tilde{s}_{2}(t)=0$ and $\lim _{t \rightarrow+\infty} \tilde{\xi}_{1}(t)=0$. This fact combined with (6.1) and (6.5) allows us to verify that

$$
\begin{equation*}
\lim _{t \rightarrow+\infty} s_{2}(t)=\lambda_{2} \quad \text { and } \lim _{t \rightarrow+\infty} x_{12}(t)=x_{12}^{*} \tag{6.11}
\end{equation*}
$$

By using the above property together with Remark 2, we can verify that (6.3) is of type

$$
\dot{\sigma}_{2}(t)=D\left[\lambda_{1}+x_{11}^{*}-\sigma_{2}(t)\right]+\Delta(t) \quad \text { where } \quad \lim _{t \rightarrow+\infty} \Delta(t)=0
$$

Now, by following the lines of Lemma 5.4, we can prove that

$$
\lim _{t \rightarrow+\infty} \sigma_{2}(t)=\lim _{t \rightarrow+\infty}\left[s_{2}(t)+\xi_{1}(t)+\xi_{2}(t)\right]=\lambda_{1}+x_{11}^{*}
$$

which, combined with (2.4), (6.1), (6.5) and (6.11), imply that

$$
\begin{aligned}
\lim _{t \rightarrow+\infty} x_{22}(t) & =\lambda_{1}-\lambda_{2}+x_{11}^{*}-x_{12}^{*} \\
& =\lambda_{1}-\lambda_{2}-\frac{\mu_{1}\left(\lambda_{2}\right)}{D-\mu_{1}\left(\lambda_{2}\right)} x_{11}^{*}=x_{22}^{*}
\end{aligned}
$$

This allows us to conclude.
Remark 3. A basic assumption of our model was that both species have similar delay $\tau>0$ between consumption of nutrient and growth of biomass. When dropping this assumption, the model becomes

$$
\left\{\begin{array}{l}
\dot{s}_{1}(t)=D\left[s^{0}-s_{1}(t)\right]-\mu_{1}\left(s_{1}(t)\right) x_{11}(t), \\
\dot{x}_{11}(t)=x_{11}(t) \mu_{1}\left(s_{1}\left(t-\tau_{1}\right)\right)-D x_{11}(t), \\
\dot{s}_{2}(t)=D\left[s_{1}(t)-s_{2}(t)\right]-\mu_{1}\left(s_{2}(t)\right) x_{12}(t)-\mu_{2}\left(s_{2}(t)\right) x_{22}(t), \\
\dot{x}_{12}(t)=x_{12}(t) \mu_{1}\left(s_{2}\left(t-\tau_{1}\right)\right)+D\left[x_{11}(t)-x_{12}(t)\right], \\
\dot{x}_{22}(t)=x_{22}(t) \mu_{2}\left(s_{2}\left(t-\tau_{2}\right)\right)-D x_{22}(t) .
\end{array}\right.
$$

Nevertheless, a careful reading of the proofs of Theorems 1 and 2 shows that the upper bounds for the delays $\tau_{1}$ and $\tau_{2}$ can be obtained in a similar procedure.

Table 1
Parameters.

| Competitor | Maximal growth rate | Half saturation constant |
| :--- | :--- | :--- |
| S. cerevisiae | $m_{1}=0.49 \pm 0.01\left(h^{-1}\right)$ | $a_{1}=110 \pm 10(\mu M)$ |
| Candida utilis | $m_{2}=0.59 \pm 0.01\left(h^{-1}\right)$ | $a_{2}=15 \pm 2(\mu M)$ |

## 7. An illustrative application

As an application, we will show that our global stability result can be seen as a complement or an alternative to the feedback control strategy developed by Smith and de Leenheer [35] in order to avoid the competitive exclusion in a chemostat with two species. These authors assume that the competitive exclusion is verified in the model (1.2) with $n=2$ and $\tau=0$ while the uptake functions $\mu_{i}(\cdot)$ satisfy (H2) combined with the additional property:
(H4) There exists a unique $s^{*} \in\left(0, s^{0}\right)$ such that $\mu_{1}(s)=\mu_{2}(s)$.
In [35] it is also assumed that each microbial species can be measured online while the dilution rate $D$ can be implemented as a feedback control variable depending on the output $y(t)=\left(x_{1}(t) x_{2}(t)\right)$. Under these assumptions, the feedback model becomes the system:

$$
\left\{\begin{array}{l}
\dot{s}(t)=D\left(x_{1}(t), x_{2}(t)\right)\left[s^{0}-s(t)\right]-\sum_{i=1}^{2} \mu_{i}(s(t)) x_{i}(t)  \tag{7.1}\\
\dot{x}_{1}(t)=x_{1}(t) \mu_{1}(s(t))-D\left(x_{1}(t), x_{2}(t)\right) x_{1}(t) \\
\dot{x}_{2}(t)=x_{2}(t) \mu_{2}(s(t))-D\left(x_{1}(t), x_{2}(t)\right) x_{2}(t),
\end{array}\right.
$$

where the dilution is now depending of the output and defined by

$$
D\left(x_{1}(t), x_{2}(t)\right)=k_{1} x_{1}(t)+k_{2} x_{2}+\varepsilon \quad \text { with } k_{1}>0, k_{2}>0 \text { and } \varepsilon \geq 0 .
$$

The assumption (H4) plays a key role in the main result of [35], which states conditions on the parameters $k_{i}$ and $\varepsilon$ ensuring the existence of a globally asymptotically stable equilibrium $E^{*}=\left(s^{*}, x_{1}^{*}, x_{2}^{*}\right)$, where $s^{*}$ is stated in ( $\left.\mathbf{H} 4\right)$ and $x_{i}^{*}>0$ with $i=1$, 2 .

When considering a delay between consumption of biomass and growth of species, the above system becomes:

$$
\left\{\begin{array}{l}
\dot{s}(t)=D\left(x_{1}(t), x_{2}(t)\right)\left[s^{0}-s(t)\right]-\sum_{i=1}^{2} \mu_{i}(s(t)) x_{i}(t)  \tag{7.2}\\
\dot{x}_{1}(t)=x_{1}(t) \mu_{1}(s(t-\tau))-D\left(x_{1}(t), x_{2}(t)\right) x_{1}(t) \\
\dot{x}_{2}(t)=x_{2}(t) \mu_{2}(s(t-\tau))-D\left(x_{1}(t), x_{2}(t)\right) x_{2}(t)
\end{array}\right.
$$

It is worth emphasizing that (7.2) has not been studied previously in the literature but the robustness of (7.1) for small delays can be easily verified numerically which allow us to conjecture that the positive equilibrium $E^{*}$ for (7.2) is globally asymptotically stable for small delays.

Now, let us observe that the assumption (H4) is not verified when considering a couple of functions satisfying the following property:

$$
\begin{equation*}
\mu_{1}(s)<\mu_{2}(s) \text { for any } s \in\left(0, s^{0}\right) \tag{7.3}
\end{equation*}
$$

Notice that when the property (7.3) is verified, the feedback control strategy described by (7.2) cannot achieve the coexistence of the two species in competition because (H4) is not satisfied. Nevertheless, as the chain of two chemostats (2.2) is not affected by (7.3), the coexistence can be obtained for a wide range of parameters satisfying (H3). This crucial fact shows a practical advantage of our model.

In order to illustrate this application, we will consider a liquid medium where two species, namely, Candida utilis and Saccharomyces cerevisiae are in competition for glucose. The growth of these species is described by the Monod's functions (1.3) considered by Potsma et al. [33, p.3215] and described in the Table 1.

It is easy to see that $\mu_{1}(s)<\mu_{2}(s)$ for any $s>0$. Then, the assumption (H4) is not satisfied and the coexistence between the two species cannot be obtained by the feedback control strategy described by (7.2).

From now on, we will take the values $m_{i}$ and $a_{i}(i=1,2)$ without considering uncertainties. When the dilution is $D=0.01\left(h^{-1}\right)$ we obtain the break even concentrations $\lambda_{1}=2.291666$ and $\lambda_{2}=0.258620$. Proposition 1 ensures that the competitive exclusion is verified for some $\tau \in\left[0, \tau_{0}^{*}\right)$ and $C$. utilis will be always the advantaged competitor. On the other hand, by (2.5) we can see that (H3) is verified for any $s^{0}<15.889$ ( $\mathrm{g} / \mathrm{liter}$ ).

We made a numerical simulation considering $s^{0}=5$, which leads to

$$
s_{1}^{*}=\lambda_{1}, x_{11}^{*}=2.7083, s_{2}^{*}=\lambda_{2}, x_{12}^{*}=3.06 \text { and } x_{22}^{*}=1.6813 .
$$

In order to study the local stability of $E_{0}^{*}$ in the system (2.1), we have that the constants $\mathcal{A}$ and $\mathcal{B}$ defined in (3.3) and the crossover frequency are

$$
\mathcal{A}=0.021884, \quad \mathcal{B}=0.000119 \quad \text { and } \quad \omega_{0}=0.9650485
$$



Fig. 2. Time evolution of $x_{11}$ (red), $x_{12}$ (blue) and $x_{22}$ (green). The species converge to $x_{11}^{*}, x_{12}^{*}$ and $x_{22}^{*}$. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
which leads to a delay margin $\tau_{0}=117.2399$.
In order to study the global asymptotic stability of $E_{0}^{*}$ in (2.1), we observe that

$$
\bar{\Gamma}=0.021304, \quad a_{0}=0.208514, \quad \mu_{1}\left(s^{0}\right)=0.021304
$$

and

$$
d_{0}=0.102261 e^{0.011304 \tau} \quad \text { and } \quad \underline{s}_{1}=\frac{0.05}{0.01+0.044545 e^{\tau}}
$$

We can verify that the inequalities (4.3) and (4.4) are satisfied for any $\tau \in[0,10.276118$ ) and $\tau \in[0,0.021$ ) respectively.
In order to study the global asymptotic stability of $E^{*}$ in (2.2), one can easily verify that the inequality (4.8) is satisfied with $\tau_{2_{1}}=78.315834$ and $\tau_{2_{2}}=0.420841$. The constants stated in (4.5)-(4.7) are $\bar{\Theta}=0.079717, B_{1}=0.088851$, $B_{2}=0.068192, c_{1}=0.997654, c_{2}=0.983051$ and $q=0.0872$. The $\tau$-dependent parameters are

$$
\begin{aligned}
& d_{1}=d_{11} e^{d_{12} \tau}+d_{13} e^{d_{14} \tau}, \quad d_{2}=d_{21} e^{d_{22} \tau}+d_{23} e^{d_{24} \tau}, \quad \underline{\xi}_{1}=\xi_{11} e^{-\xi_{12} \tau} \\
& \underline{s}=\frac{s_{1}}{D+\left(s_{2}+s_{3} e^{s_{4} \tau}\right)\left(s_{5} e^{s_{6} \tau}+s_{7} e^{\tau}\right)}, \quad C=c_{11}+c_{12} e^{c_{12} \tau}, \quad b=b_{11} e^{b_{12} \tau}
\end{aligned}
$$

and the parameters are $d_{11}=0.044811, d_{12}=0.008151, d_{13}=0.052958, d_{14}=0.028305, d_{21}=0.415719, d_{22}=0.068192$, $d_{23}=0.491305, d_{24}=0.088739, \xi_{1}=2.708333, \xi_{2}=0.001149, s_{1}=0.022916, s_{2}=4.58332, s_{3}=5.41666, s_{4}=0.0201547$, $s_{5}=0.004455, s_{6}=0.0 .001149, s_{7}=0.039, s_{8}=0.01, c_{11}=2.291666, c_{12}=2.708333, c_{13}=0.0201547, b_{11}=0.013217$ and $b_{12}=0.008851$. We can verify that the inequality (4.9) is verified for any $\tau \in[0,0.088$ ) approximately.

Finally, Fig. 2 shows a numerical solution of (2.2) with constant initial conditions $s_{1}(0)=0.1, x_{11}(0)=3, s_{2}(0)=0.1$, $x_{12}(0)=4$ and delay $\tau=10$, which shows the conservativeness of our results.

## 8. Discussion

This work generalizes the result of Contreras [39] by taking into in account the delays between the consumption of the nutrient and its effects on the species growth. We point out that the model can be generalized in several ways.

For example: (i) we can consider three species in competition and construct a chain of three chemostats. Certainly, our methods could be applied for this case but the positiveness of the resulting equilibrium will impose more restrictions on the break-even concentrations and the parameter $s^{0}$. This fact provides an additional advantage over the feedback model from [35]. (ii) another extension of this work would be to replace $D$ and $s^{0}$ in the systems (2.1) and (2.2) by positive $\omega$-periodic inputs. In spite that there exists an impressive literature devoted to this topic for undelayed chemostat models, there are few works where delays are taken into in account. Recently, some nonlinear topological methods combined with fixed point results have been successfully employed to study the existence of a periodic solution for (2.1) and we expect to adapt the Lyapunov-like functions approach in order to obtain sufficient conditions for its attractiveness.

Finally, It is also important to emphasize the conservativeness of our delay margins of stability compared with the linear stability analysis. In spite that this fact is quite usual in the study of nonlinear delay systems arising from population dynamics, we think that our Lyapunov-like approach could be improved in order to obtain less conservative results.
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