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REVELANDO LA ESTRUCTURA DEL PAISAJE PRIMORDIAL A TRAVÉS DE
NO-GAUSSIANIDAD PRIMORDIAL

En esta tesis, mostramos cómo la estructura del paisaje del Universo primordial puede
ser investigada a través de las propiedades de las perturbaciones de densidad primordiales
responsables por el origen de las anisotropías del fondo de radiación de microondas cósmico
y la estructura a gran escala de nuestro Universo. Los campos de isocurvatura (campos
ortogonales a la trayectoria inflacionaria) pueden haber fluctuado a través de las barreras que
separan los mínimos locales del potencial durante la etapa de inflación. Analizamos cómo este
proceso podría haber impactado la evolución de las perturbaciones de la curvatura primordial.
Si la distancia típica que separa los mínimos consecutivos del potencial del paisaje y la altura
de las barreras potenciales es menor que la tasa de expansión de Hubble durante inflación, la
función de distribución de probabilidad de los campos de isocurvatura se vuelve no Gaussiana
debido a la aparición de prominencias y caídas asociadas con la estructura del potencial.
Demostramos que esta desviación de la Gaussianidad puede transferirse a la estadística de
las perturbaciones de curvatura primordiales si los campos de isocurvatura están acoplados
a las perturbaciones de curvatura. El tipo de estructura no Gaussiana que emerge en la
distribución de las perturbaciones de curvatura no se puede reconstruir completamente con
los métodos estándar de poliespectro; en cambio, la función de distribución de probabilidad
completa es necesaria. Esta última se obtiene sumando todas las funciones de correlación de
n puntos, que son del tipo local.

Para dar sustento a nuestras afirmaciones, ofrecemos un modelo concreto que consiste
en una perturbación de isocurvatura en forma de un axión con un potencial sinusoidal y un
acoplamiento lineal derivado entre el campo de isocurvatura y el de curvatura. Este resultado
se generaliza a potenciales arbitrarios, se estudia más allá de la teoría de la perturbación de
primer orden, y se extiende a una clase más general de historias inflacionarias. También
exploramos brevemente las conexiones con la formulación estocástica de inflación. Final-
mente, emprendemos un estudio de las desviaciones de la Gaussianidad primordial del tipo
local, donde utilizamos nuestros resultados para reconstruir y acotar la forma del potencial
del paisaje con la ayuda de las observaciones del telescopio Planck del Fondo de Radiación
Cósmica, y además, exploramos el panorama futuro para las cantidades observables en la
estructura a gran escala de nuestro universo en lo que respecta a restringir el espacio de
parámetros de la estadística primordial del universo.

Si cualquiera de estas señales se mide en las próximas observaciones cosmológicas, nues-
tra comprensión de la física del universo temprano mejorará significativamente, ya que esas
observaciones pueden ser fácilmente conectadas a la dinámica de las perturbaciones infla-
cionarias.
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REVEALING THE STRUCTURE OF THE INFLATIONARY LANDSCAPE THROUGH
PRIMORDIAL NON-GAUSSIANITY

In this thesis, we show how the structure of the landscape potential of the primordial Uni-
verse may be probed through the properties of the primordial density perturbations responsi-
ble for the origin of the cosmic microwave background anisotropies and the large-scale struc-
ture of our Universe. Isocurvature fields —fields orthogonal to the inflationary trajectory—
may have fluctuated across the barriers separating local minima of the landscape potential
during inflation. We analyze how this process could have impacted the evolution of the pri-
mordial curvature perturbations. If the typical distance separating consecutive minima of
the landscape potential and the height of the potential barriers are smaller than the Hubble
expansion rate parametrizing inflation, the probability distribution function of isocurvature
fields becomes non-Gaussian due to the appearance of bumps and dips associated with the
structure of the potential. We show that this non-Gaussianity can be transferred to the
statistics of primordial curvature perturbations if the isocurvature fields are coupled to the
curvature perturbations. The type of non-Gaussian structure that emerges in the distribution
of curvature perturbations cannot be fully probed with the standard methods of polyspectra;
instead, the probability distribution function is needed. The latter is obtained by summing
all the n-point correlation functions, which are of the local type.

To substantiate our claims, we offer a concrete model consisting of an axionlike isocur-
vature perturbation with a sinusoidal potential and a linear derivative coupling between the
isocurvature and curvature field. This result is generalized to arbitrary potentials, studied
beyond first-order perturbation theory, and extended to a more general class of backgrounds.
We also briefly explore connections with the stochastic inflation framework. Finally, we un-
dertake a study of primordial non-Gaussianity of the local type, where we use our results
to reconstruct and constrain the shape of the landscape potential with the help of Cosmic
Microwave Background observations by the Planck telescope, and additionally, we explore
prospects for observable quantities in the Large-Scale Structure of our universe towards con-
straining the primordial statistics of the universe.

Should any of these signals be measured by upcoming cosmological surveys, we will have
our understanding of early-universe physics greatly enhanced, as those observations may be
readily connected to the dynamics of the inflationary perturbations.
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Introduction

Throughout the history of humanity, our understanding of the universe has been continuously
growing, if at times somewhat slowly from our current perspective. In our memories, the
perhaps most important scientific revolutions have happened within the last three thousand
years, if not the last four hundred. From ancient Babylon, Egypt, or Greece to modern times,
the amount of knowledge and information we have acquired has been constantly growing,
and so have our ideas and conceptualizations about the phenomena that provide us that
information.

One of the earliest ideas about the nature of our universe, the environment wherein we
live, was that we lived inside a rectangular box, where the ground on which humans stood
was the floor and the side walls served as a support on which a river flowed, carrying the
Sun and Moon in their barques1. The stars in the night sky were lamps suspended from
the ceiling of the box, or carried by gods. While these ideas may seem bizarre from today’s
perspective, at the time they served their purpose as an explanatory narrative of why the
Earth seems flat if one walks around a few kilometers at a time, and why the Sun, Moon,
and stars moved the way they did.

In time, other individuals and cultures performed more detailed observations of each
feature, often concluding that the actual explanation of the phenomenon was different than
that suggested by other civilizations (or individuals). However, in the vast majority of cases
the acquired knowledge was not discarded: the description of the universe surrounding us had
to take into account all of the available information for it to be consistent. Contrary to some
popular belief, the sphericity of the Earth has been an established fact for over two thousand
years since Pythagoras and Parmenides introduced the idea in the 6th century BC and was
supported with empirical evidence by Aristotle around 330 BC. About a hundred years later,
Eratosthenes made a first calculation of the circumference of the Earth (see Figure 1 for an
illustration). Moreover, although the notion that the Earth orbits around the Sun instead of
the other way around is typically attributed to Copernicus, the idea was also considered by
Aristarchus of Samos in the 3rd century BC.

This is a useful point to stop and think about the evolution of science. From nowadays’
point of view, it may seem ridiculous that the concept of the Earth’s orbiting around the
Sun, which today is regarded as obvious, was seemingly lost through the centuries for it to
be rediscovered eighteen centuries later. However, it is highly likely that such a notion was
disregarded on similar grounds to how an idea might be discarded today: by lack of empirical

1See, for instance, “The Sleepwalkers”, by A. Koestler.
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Figure 1: Illustration showing a portion of the globe showing a part of the African
continent. The sunbeams shown as two rays hitting the ground at Syene and Alexan-
dria. Angle of sunbeam and the gnomons (vertical pole) is shown at Alexandria, which
allowed Eratosthenes’ estimates of radius and circumference of Earth. Extracted from
https://commons.wikimedia.org/wiki/File:Eratosthenes_ measure_of_Earth_circumference.svg unaltered,
licensed under the Creative Commons Attribution-Share Alike 4.0 International license. Authored by cmglee,
David Monniaux, jimht at shaw dot ca.

evidence supporting that specific theory. For a new notion, theory, or idea of our universe
to supersede the previous, it not only has to account for all of the features that the earlier
theory did, but it also has to make new predictions that could not have previously been met
and to successfully withstand a comparison with empirical evidence.

The same reasoning can be applied to today’s quest for a fundamental theory of our
universe. Currently, the standard model of particle physics and the elementary particles it
contains: the leptons, quarks, and force-carrying gauge bosons, along with the Higgs boson,
comprise all the knowledge we have on the basic constituents of matter (see Figure 2). This
theory (which is within the framework of quantum mechanics) along with general relativity,
each in its own domain of validity, accurately account for most of the observed phenomena
nowadays, and are sitting in place until a better theory (in terms of predictive power and
explanatory success) comes about. Among the challenges that remain to be solved, a consis-
tent theory reconciling quantum mechanics and gravity within a single framework has eluded
a satisfactory formulation.

Probably, this is so in lack of empirical results pointing us in the right direction on where,
and how, to formulate a theory of quantum gravity. Nonetheless, considerable efforts have
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Figure 2: The Standard model of elementary particles. The leptons (in green) along with
the quarks (in purple) are the building blocks of matter, while the gauge bosons (in red) are
the force-carrying particles that mediate the interactions between them. The Higgs Boson
complements the model by giving mass to each particle.

been made in developing frameworks and mathematical tools to tackle the issue, but lacking
experimental findings it has proven to be an arduous task. Thus, it is imperative to find and
explore physical settings in which both gravity and quantum mechanics are equally important,
and, at the same time, to derive concrete predictions from theories that pretend to account
for the phenomena. This should, hopefully, allow physicists to discard theories discordant
with observations, and therefore, to have a firmer grasp on the empirical requirements a
theory of quantum gravity should satisfy.

Today, at least two areas of physics show promise regarding how to obtain and interpret
such data. Over the last fifty years, a great deal of effort has been devoted to studying a
setting wherein both gravitational and quantum mechanical effects should be relevant: the
event horizon of a black hole. As such, black hole physics has become an ever-expanding
field of research, with connections to thermodynamics, information theory, string theory, and
many others besides the main subjects under discussion: quantum mechanics and general

3



relativity. Consequently, it has attracted much attention from a significant portion of the
physics community.

The other area where a theory of quantum gravity may be probed is early universe Cos-
mology. Indeed, the inflationary paradigm [1, 2, 3, 4, 5] has attracted a lot of attention
because having an initial phase of accelerated expansion implies that, at some point in the
very early universe, the length scales that are now macroscopic were once small enough that
quantum-mechanical effects were relevant2. Moreover, inflation is required (by observations)
to have happened over such an extended period of time that it is hoped that cosmological
experiments could be sensible to physical length scales that approach the purported domain
of String Theory, that is, the Planck length `P ≈ 1.6×10−35 m. This prospect to explore such
high energy scales has led physicists to write down a myriad of distinct models where inflation
can happen consistently with observational constraints and also give testable predictions for
experiments to resolve in the years to come.

It is an already established idea that the cosmological fluctuations in the distribution of
matter and energy were seeded by primordial quantum fluctuations: as much as we don’t
notice it in our daily lives, quantum mechanics was responsible for the universe as we see it
today. Remarkably, this is not what inflation was engineered to solve [1, 2], but nonetheless
predicts it. Moreover, the simplest models of inflation predict that the probability distribution
associated to these fluctuations is very close to Gaussian. This means, and is equivalent
to saying, that the statistics of the fluctuations can be completely characterized by their
two-point correlation function. This assertion has been resoundingly confirmed by Cosmic
Microwave Background (CMB) surveys up to the available precision.

However, most models of inflation do not predict purely Gaussian statistics. Indeed, de-
partures from Gaussian statistics in the primordial quantum fluctuations of the gravitational
potential (hereafter primordial non-Gaussianity) are among the main observables wherein to
look for novel signatures of the physics of the primordial universe. With these motivations,
the search for primordial non-Gaussianity (NG) has been guided by physicists’ ability to make
predictions within the inflationary paradigm, that is, our understandings and limitations of
how to perform calculations.

In this context, Effective Field Theories (EFTs) have proved to be a valuable asset when
studying the low-energy predictions of high-energy physics. Although the origin of the primor-
dial fluctuations is associated to high-energy physics, the fact that their observable outcomes
at the end of inflation are described in terms of distortions to the primordial gravitational
potential, which comparatively corresponds to very low-energy physics, allows physicists to
write down EFTs of inflation [6, 7, 8] that account for the physics we observe.

As low-energy effective theories, the simplest models of inflation for the cosmological per-
turbations predict that the main departures from Gaussianity should be found in the form
of small, but distinct from zero, three-point correlation functions of the primordial gravita-
tional potential [9, 10, 11, 12], also dubbed as “bispectrum”. This has led to most of the

2To be concrete, it is a fluctuation associated to some dynamical variable that which feels the stretching
of lengths: in the absence of interactions, a variation of a quantity over a microscopic length scale will later
become a fluctuation over a macroscopic length, because the physical distance between the endpoints of the
variation will have increased.
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data-oriented literature on non-Gaussianities to focus on ways to constrain the 3-point corre-
lation, and on the theoretical side, to produce detectable or distinguishable signals through
the bispectrum. The 4-point function, dubbed as “trispectrum”, has also been subject to some
interest, as it complements an indicator of an asymmetric deviation from Gaussianity (the
3-point function), which treats perturbations of opposite sign differently, with an indicator
of a symmetric departure from Gaussian statistics as the 4-point function.

However, this type of analysis precludes the possibility of more complicated kinds of non-
Gaussianity. Indeed, to assume that the 3-point or the 4-point functions are a thorough
indicator of the presence of NG is precipitate, as all of the higher order n-point functions
might contain extra, independent information that is not captured at all by the 3- and 4-
point correlations. This presents important questions: are there inflationary models that
can naturally give rise to non-Gaussianity manifestly not well suited to be described by 3-
or 4-point functions? And if there are, how can we search for such signals within the data
available from this and next decade’s cosmological surveys? Finally, if the answer to both is
satisfactory, we may ask: what information will we be able to acquire about the primordial
universe? and optimistically, how does this help us in the quest of describing the quantum
mechanics of gravity?

The results developed in this work pretend to answer the first three questions in a concrete
manner. We will present an explicit example of an inflationary model that satisfies the
requirement of naturally delivering nontrivial3 higher n-point correlations, which give rise
to a characteristic signature in terms of the primordial gravitational potential’s probability
distribution that can be straightforwardly sought for in the data. Furthermore, in absence
of other competing signals, these signatures can be directly related to properties of the
inflationary landscape (a concept we will get to in Chapter 3). While this does not give
a direct probe of quantum gravity, it might give observables that can be related to the
fundamental quantum theory whence gravity emerges, e.g., String Theory. This, of course,
relies on the existence of such physical mechanisms within that theory that account for both
gravity and the extra degree(s) of freedom that give rise to inflation.

Concretely, what we will pursue is a perturbative computation involving interactions be-
tween the fields present during inflation that are dynamically relevant, which we assume
comes from a UV complete theory4 of which our starting point is only a low-energy effective
description. Generically, in this context low-energy means that the characteristic mass/en-
ergy scales of the effective theory are much smaller than the Planck mass Mpl, which, one
assumes, is a characteristic mass scale of the fundamental theory. However, as an EFT, our
results apply to any high-energy theory of which its low-energy description for the nonlinear
interactions of the field perturbations can be cast in terms of a scalar potential. The quadratic
part of the theory, which generates linear equations of motion, is fixed from the symmetries
of the inflationary background [13, 14]. Therefore, even though the results herein may seem
model-dependent, we are not binding ourselves to any particular UV-completion, i.e., to any
particular model of the higher-energy physics, and thus they should constitute a valuable,
quasi model-independent tool to study the outcomes of perturbations during inflation.

3In the sense that the statistical outcomes cannot be reproduced by Gaussian statistics.
4A UV complete theory is one that is consistently defined from very low energies (say, 1 eV) to arbitrarily

high energies beyond the Planck mass ∼ 1019 GeV.
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Let us stress that even though the developments we will here pursue are not presently
simpler than other existing theories that are statistically consistent with every cosmological
observation so far, we should not let our lack of understanding sway us from pursuing seem-
ingly more complicated calculations or more intricate abstractions, as they may ultimately
prove to be part of a much more satisfying picture describing the universe we live in. If
signals of the type suggested here are ever found and confirmed, we will have reduced the
class of theories to explore to only those that have a low-energy effective description of the
form proposed here.

This thesis is organized as follows: In Chapter 1, we give a brief overview on the history of
our universe, starting from the early universe with inflation until its later stages such as the
formation of structure, for instance, in how galaxies cluster. Afterwards we shortly discuss the
current constraints and characterization of the CMB features in terms of the ΛCDM model,
the nowadays “standard model” of cosmology. A similar exposition of LSS features, plus some
prospects regarding the detectability of signals in the near future, completes Chapter 1.

Chapter 2 commences discussing the canonical setup for inflation in terms of a single
scalar degree of freedom, to then explain how this construction accounts for the features we
currently observe in our universe. Some necessary technical considerations are given at this
point regarding which gauge we will be choosing to work with throughout the rest of this
thesis. Then we proceed to introduce the more general framework of Multi-Field inflation,
highlighting the motivations to pursue such a construction and in what way it is more sat-
isfactory than single-field inflation. Inflationary isocurvature fluctuations are introduced at
this point, and an exposition regarding previous work on how these perturbations may affect
the primordial gravitational potential is developed. This lays the groundwork for the remain-
der of the thesis and also allows one to discuss the detectability prospects of non-Gaussian
signals, which can be enhanced by the presence of extra degrees of freedom.

Chapter 3 constitutes novel results, here dubbed “Tomographic non-Gaussianity”, devel-
oped throughout the same time span of this thesis and first presented in [15] and [16], where
the influence and effects of weak nonlinearities in the dynamics of the isocurvature fields,
in the form of a sinusoidal scalar potential, is communicated to the primordial field, the
curvature perturbation, that seeded the initial conditions for the CMB and LSS to occur.
Several technical details are included in the main discussion, such as the quantum-mechanical
formalism of the interaction picture, or the explicit reconstruction of the 1-point PDF for
the curvature perturbation. The notationally heavier computations are left to Appendix A.
Finally, a more general picture of the generation of this type of non-Gaussianity is given, pre-
senting the explicit form of the curvature perturbation 1-point PDF for arbitrary potentials
in the normal (orthogonal) direction to the inflationary trajectory.

Once the main results have been established, Chapter 4 provides a different approach to
computing the observables, be them n-point functions or probability densities, in the form of
the explicit evolution of the quantum field to first order in perturbation theory, which is the
starting point of Chapter 5. We also study the dynamics of the quantum field beyond first-
order perturbation theory, for a certain range of scales during inflation. Stochastic Inflation
is also considered as a point of comparison, and it is shown that, up to a certain level,
the descriptions seem to be closely connected. Finally, we extend the results of Chapter 3
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to a more general class of backgrounds by exploiting the interaction picture of quantum
mechanics, to first order in perturbation theory, allowing us to also incorporate an evolution
of the background different than the typical de Sitter stage. The corrections at higher orders
in perturbation theory are expounded in Appendix B.

As the closing chapter of this thesis, Chapter 5 discusses the search for the type of non-
Gaussianity, studied herein in terms of observable quantities in the CMB or LSS. An analysis
of the 1-point temperature PDF of the CMB is performed, and constraints are obtained on the
primordial nonlinearities. It is also outlined how 2-point PDFs may improve the constraints
already found. The same ideas are applied to the LSS matter density contrast to establish
the effects of this non-Gaussianity. Specific probes of non-Gaussianity are examined in the
case of LSS. For instance, the appearance of a particular scale dependence in the halo bias,
i.e., in how the local density of matter/galaxy halos is modified by the presence of long modes
in the primordial curvature fluctuations.

Lastly, we outline the conclusions of this work and possible continuations of it in the near
future. Among the main takeaway messages, this work establishes that there are sensible
theoretical reasons to search for non-Gaussianity beyond the usually explored 3- and 4-point
correlation functions, and, moreover, that this type of non-Gaussian fluctuations may be
instrumental in characterizing the (more) fundamental field theory that gave rise to the early
universe.
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Chapter 1

Searching for the Initial Conditions of
our Universe

One of the most interesting questions to tackle in the realm of human knowledge, if perhaps
the most interesting, is to determine where we come from and how the phenomena we observe
today started, if they ever did such a thing. Concretely, one would like to explain our
observable universe from a set of initial conditions at the “beginning” of our universe, be
them at a specific temporal distance from us or infinitely far away in the past.

There is much knowledge we have gained and that we can still continue gathering by
means of experiments in laboratories on Earth about the local physics of our universe, going
all the range from particle accelerators studying the elementary constituents of our universe
to studying the nature of gravity at planetary scales by following orbital motions and setting
satellites in place to probe the local gravitational field. However, the information we have to
pursue a reconstruction of our universe’s history is does not come from such a wide range of
experiments. Indeed, such information is almost entirely stored in the light that arrives from
every direction in the sky towards us, complemented by what we know about the nature of
light and matter from ground-based experiments.

After Sir Arthur Eddington’s expedition in 1919 confirmed the deflection of starlight by
the Sun during the solar eclipse of May 29, continuing confirmation that Albert Einstein’s
theory of General Relativity accurately describes the dynamics of the gravitational field led
to the concrete possibility that our universe was not static but expanding or contracting, and
that possibility now had a concrete framework wherein to be studied. Surprisingly, within the
next decades, astronomical observations began to signal that, on average, the other galaxies
were moving away from the Milky Way, contrary to the then favoured notion of a static
universe. Astronomers were able to determine this motion because the photons received
from the respective galaxies appeared red-shifted1 with respect to what it should be, with
the only possible explanation being that a Doppler shift in the frequency of light had taken
place, diminishing the frequency we observe in the incoming photons as they arrive.

1The term “red-shift” comes from the fact that light of low frequency in the visible spectrum is perceived
to be of the color red; thus, if the frequency of a given light wave is diminished, we say it is red-shifted.
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How could physicists and astronomers be sure that the light was red-shifted? As matter
in other galaxies is composed by the same fundamental constituents as in our galaxy2, the
emission lines of Hydrogen (as well as that of every other element in the periodic table) are
also the same. These are produced by electrons’ lowering their energy level inside an atom or
molecule, emitting photons in the process, with definite frequencies given by the difference
between the energy levels of the atom or molecule. The high abundance of light elements
like Hydrogen or Helium within galaxies allowed astronomers to obtain the corresponding
Doppler shift by comparing the observed spectra of light received from other galaxies with
the known emission/absorption lines of atoms, and determining the frequency shift necessary
to convert one of them into other.

The average velocity with which galaxies move away from us was found to be well described
by a simple expression, the Hubble-Lemaître law

vrecessional = H0D, (1.1)

where D is the (physical) distance between the observed Galaxy and the Milky Way. In
this equation, H0 was introduced as the observed ratio between speed and distance of the
observed galaxy with respect to the observer. Initially, H0 was known as Hubble’s constant,
but nowadays it is more commonly presented as Hubble’s parameter, because the physical
quantity relating vrecessional and D has been found to have evolved throughout the history
of our universe. Although the values originally obtained by Edwin Hubble and Georges
Lemaître for H0 were an order of magnitude greater than the currently determined value by
experiments of this decade [17, 18, 19]3, the observation that our universe was expanding
withstood the test of time. Thus, studying a time-dependent metric for our universe became
of paramount relevance.

If we assume that no particular place in the universe is intrinsically special, then on the
largest scales, where all the relevant quantities describing the evolution of the universe are
averages, our universe must be spatially isotropic and homogeneous. In the framework of
General Relativity, this means we should be able to write the metric of spacetime as

ds2 = gµνdx
µdxν = −c2dt2 + a2(t)γijdx

idxj (1.2)

where t is a coordinate representing the physical time a local observer would measure with
his clock as they travel through the universe at a fixed spatial coordinate. It is conventional
to call the coordinates xi in (1.2) “co-moving coordinates”. Conversely, given a metric one
can compute distances at a fixed time by integrating the spatio-temporal interval ds along a
curve connecting two points. For instance, if we have a curve C parametrized by a parameter
λ ∈ [0, 1] through xi(λ), its length is given by

L[C] =

∫
C
ds = a(t)

∫ 1

0

√
γij
dxi

dλ

dxj

dλ
dλ, (1.3)

where we have used the metric of (1.2).
2Assuming that we do not live in a special place of the universe.
3Currently, there is statistical tension between the value of H0 obtained from measurements in the local

universe and that inferred from the CMB. There is ongoing debate on whether the cause of the discrepancy
is a physical phenomena or systematic errors in the data acquisition.
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On the other hand, γij defines the spatial part of the metric, which characterizes how
“curved” space is. Homogeneity and isotropy impose that the underlying manifold4 be char-
acterized by a single constant number: its curvature. This defines three possible metrics

γij = δij +
k

1− k(xixi)
xixj (1.4)

depending on the sign of k. If k is positive one says the space is spherical, while if k is
negative one says the space is hyperbolic5. If k = 0, one says the space is Euclidean or flat.
This metric is usually written in polar (spherical) coordinates (r, θ, φ), as it becomes diagonal
and one can write

ds2 = −c2dt2 + a2(t)γijdx
idxj = −c2dt2 + a2(t)

[
dr2

1− kr2
+ r2dΩ2

]
, (1.5)

where dΩ2 = dθ2+sin2 θdφ2 is the angular differential of spherical coordinates. As advertised,
this metric is manifestly isotropic. As we have chosen a set of coordinates centered at r = 0,
the metric is not manifestly homogeneous. However, at any spacetime point we may choose
polar (spherical) coordinates centered at that point and the metric will have the exact same
form, because the underlying manifold is exactly homogeneous.

This is all we can say without specifying the dynamics that the spacetime metric (1.2)
undergoes as the universe evolves in time. However, with what we have discussed so far, we
have enough tools to enter the description of its evolution. As we are about to enter a purely
relativistic setting, which we will not leave for the remainder of this thesis, we set units such
that c = 1; i.e., we will be measuring time in terms of lengths or vice-versa.

1.1 The dynamics and content of our Universe

According to Einstein’s theory of General Relativity, what one perceives daily as the gravi-
tational field is nothing more than a side-effect of us standing “still” on a curved spacetime6.
Thus, the dynamics of the gravitational field is actually that of the spacetime curvature, or
equivalently, of the spacetime metric gµν7. The equation of motion for the metric is usually
written in terms of the Ricci tensor

Rµν ≡ ∂λΓ
λ
µν − ∂νΓλµλ + ΓλλρΓ

ρ
µν − ΓρµλΓ

λ
νρ (1.6)

where Γµαβ are the Christoffel symbols

Γµαβ ≡
1

2
gµλ(∂αgβλ + ∂βgαλ − ∂λgαβ). (1.7)

4The mathematical nomenclature given to topological spaces that admit continuously differentiable map-
pings from and to Rn. For a physically motivated overview of these spaces, see the classic General Relativity
textbooks [20, 21].

5The names “spherical” and “hyperbolic” are given because the corresponding manifolds can be realized by
embedding a sphere and a hyperboloid in a higher-dimensional space respectively, and studying the induced
metric on those hypersurfaces.

6This is stressed by the Equivalence principle: a freely falling observer feels (locally) no gravitational
effects, and the physics they describe corresponds to that of a “classical” inertial observer.

7One calls “metric” to ds2 = gµνdx
µdxν and gµν interchangeably.
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It is also helpful to define R ≡ Rµ
µ.

Then, the Einstein equation may be written as

Rµν −
1

2
Rgµν = 8πGTµν , (1.8)

where G is Isaac Newton’s gravitational constant, and Tµν is the stress-energy tensor associ-
ated to the objects that inhabit spacetime. All forms of energy and matter have a definite
stress-energy tensor, but we will be particularly interested in that of perfect fluids, with
which we will be able to describe the matter content of our universe. Namely, a perfect fluid
has

Tµν = (ρ+ p)uµuν − pgµν (1.9)

where ρ is its density, p its pressure, and uµ its 4-velocity.

What is important about (1.8) is that this equation not only applies for local patches of
spacetime filled with some energy and matter, but it should8 also apply for the evolution
of the entire universe. Thus, as at sufficiently large scales we may describe our universe’s
spacetime through (1.2), we can insert it in Einstein’s equation (1.8) and derive the equations
of motion for a(t), the scale factor of our universe, assuming it is inhabited by perfect fluids.
One obtains (

ȧ

a

)2

=
8πG

3

∑
i

ρi −
k

a2
, (1.10)

ä

a
= −4πG

3

∑
i

(ρi + 3pi), (1.11)

where the sum over i is over the different fluids that inhabit spacetime. These equations,
known as the Friedmann Equations, completely describe the evolution of the scale factor
a(t). Assuming the different species i do not interact, and that they are homogeneously and
isotropically distributed in space, we can also write a continuity equation

ρ̇i + 3
ȧ

a
(ρi + pi) = 0, (1.12)

which may be used alongside (1.10) to make (1.11) redundant.

Furthermore, (1.12) completely determines how the density and pressure of the fluid evolve
over time given an equation of state. There are three equations of state that are typically
considered to describe the content of our universe:

1. Pressureless Matter: p = 0

This is what one usually refers to as “matter” when studying cosmology. It consists of
all particles with pressure much smaller than their density |p| � ρ, which is the case
for any gas of non-relativistic particles. Both Dark matter, that does not interact with

8This is an assumption, as gravity has not been thoroughly tested at large (super-galactic) scales. However,
the fact that the final result will be consistent with CMB and LSS observations is nothing short of yet another
success of Einstein’s General Relativity.
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photons (light), and Baryonic matter9, that interacts with the electromagnetic field,
are thought of as pressureless in this context.
According to the continuity equation (1.12), this type of fluid evolves as ρ(t)a3(t) =
ρ(t0)a3(t0) ⇐⇒ ρ ∝ a−3.

2. Radiation: p = 1
3
ρ

A gas of relativistic particles has an equation of state given by p = 1
3
ρ, and we will call

any matter/energy species that obeys this equation of state “radiation”. Photons, the
(nearly massless) Neutrinos, and the (hypothetical) Gravitons constitute radiation.
According to the continuity equation (1.12), this type of fluid evolves as ρ(t)a4(t) =
ρ(t0)a4(t0) ⇐⇒ ρ ∝ a−4.

3. Dark Energy: p = −ρ
Finally, there is a mysterious form of energy, known as Dark Energy, that is currently
favoured by data analysis to explain the observation that our universe is undergoing
a phase of accelerated expansion. The requirement on this type of energy, for it to
explain the acceleration ä > 0, is that its energy density should be constant over time
ρ ∝ a0, which as per the continuity equation (1.12) is equivalent to ρ = −p, i.e.,
negative pressure.
Thus far, there is only one natural candidate for this type of energy: the energy density
associated to the quantum fluctuations of the vacuum of empty space; that is to say, the
energy associated to the ground state of the corresponding quantum system, which by
definition contains no particles. This energy is nonzero due to Heisenberg’s uncertainty
principle. However, the natural energy scale predicted by Quantum Field Theory is
120 orders of magnitude greater than the value implied by cosmological observations.
The simplest solution to this problem is to include an extra term in Einstein’s Equa-
tions, dubbed a “Cosmological Constant”, that compensates for the extremely high
energy density of vacuum fluctuations. However, this means that the aforementioned
cosmological constant would have to be fine-tuned to 120 orders of magnitude, which
is not a satisfactory explanation. As a consequence of this fact, the nature of our
universe’s Dark Energy has been a subject of intense debate that has yet to be settled.

Applying the continuity equation to each fluid, one arrives at the most common formula-
tion of the Friedmann equation (1.10):

H2

H2
0

=

[
Ωr,0

(a0

a

)4

+ Ωm,0

(a0

a

)3

+ Ωk,0

(a0

a

)2

+ ΩΛ,0

]
, (1.13)

where the 0 subscripts indicate that the quantities are evaluated at a given time t0 (usually
set to be the present time). Here we have defined:

1. the Hubble parameter:

H ≡ ȧ

a
, (1.14)

2. the fractional density parameters Ωa (a ∈ {r,m, k,Λ}):

Ωa ≡
8πGρa
3H2

, (1.15)
9In cosmology it is usual to refer to all visible matter by “Baryonic” matter, including other hadrons and

leptons.
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3. and the curvature “energy density”:

ρk ≡
−3k

8πGa2
. (1.16)

Now that we have introduced the basic constituents of our universe and established the
dynamics the scale factor a follows, we have the basic ingredients to describe how our universe
came to be the way we nowadays see it, and how we can look into the past to search for the
primordial seeds that set the initial conditions for galaxies and structure to emerge.

1.2 A short history of our universe

Nowadays, the leading model for the description of our universe, i.e., the one that best
fits the data and explains the physics behind them, is known as ΛCDM. The name is an
abbreviation of Dark Energy (symbolized by the letter Λ) plus cold Dark Matter (CDM).
Thus far, every cosmological observation has been consistent with curvature k = 0, and
therefore, the curvature “energy density” Ωk,0 is usually neglected and set by hand to zero.

Then, starting from today, we can use equation (1.13) to go backwards in time and trace
the evolution of the universe to understand how it became what we see today. This is
because (1.13) is completely determined by values of quantities at this time in the history of
our universe.

Using the best-fit cosmological parameters reported by the Planck Collaboration in 2018 [19,
22] to the ΛCDM model, including Baryon Acoustic Oscillations (BAO) data, we have
H0 = 67.7 km s−1 Mpc−1, Ωm,0 = 0.31, and ΩΛ,0 = 0.69. Ωr,0 can be determined from
the CMB average temperature and the Hubble parameter H0 through the formula [23]:

Ωr,0 =
ργ + ρν
ρc,0

=
8π3k4

BG

45~3c5H2
0

(
1 + 3.046

7

8

(
4

11

)4/3
)
T 4

0 ≈ 9× 10−5, (1.17)

where we have used that ργ is the energy density of radiation from a blackbody at temperature
T0. Here kB is Boltzmann’s constant, ~ is the reduced Planck’s constant, and T0 is the average
CMB temperature today. With these quantities in hand, the scale factor evolves as shown in
Fig. 1.1 in standard Big-Bang cosmology: starting from an extremely small value of the scale
factor a(t), often taken to zero, the universe expands rapidly, initially pushed by radiation,
but soon after becomes matter-dominated, slowing down the rate of expansion, but expanding
all the same. This rate would have kept diminishing if Dark Energy were not present, which
became dominant some 3 billion years ago and is now driving an accelerated expansion of
our universe.

Most formation of structure occurred in the matter-dominated phase, as represented
graphically in Figure 1.2. This is of paramount importance because an overly fast expansion
could have been capable of preventing the occurrence of the matter distribution as we now
see it. This domination would have been much shorter without Dark Matter, which accounts
for ∼ 85% [19, 22] of all pressureless matter.
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Figure 1.1: Evolution of the scale factor a and Ω over the history of our universe. As shown
by the green dashed line, radiation was only relevant for the expansion of the universe at
very early times.

Starting from a hot “Big-Bang”, the epochs in the history of our universe can be sum-
marised as follows, as the temperature T ∝ a−1 decreases:

• Baryogenesis: The knowledge we have on fundamental physics, i.e., the Standard Model
and Quantum Field Theory, implies that anti-particles exist, and gives no reason for
there to be any less antimatter than matter. Thus, unless the initial conditions of the
universe favored matter over antimatter, a physical mechanism is required to obtain a
universe with the currently observed baryon-to-photon ratio.

• Electroweak phase transition: Once the thermal energy scale kBT drops below the mass
of the Higgs boson ∼ 100 GeV, particles become massive due to the Higgs mechanism
and thus the W and Z bosons become massive, singling out a transition that distin-
guishes the photon, carrying the electromagnetic force, from the weak force carriers.

• QCD phase transition: Presumably, quarks were once weakly interacting particles as
the thermal energy scale was above 150 MeV. Below this energy, quarks and gluons
form bound states, constituting baryons and mesons.

• Dark Matter and Neutrino decouplings: Neutrinos are only coupled to the rest of the
Standard Model through the weak force carriers, the Z and W bosons. This implies
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Figure 1.2: Illustrative depiction of the history of the universe, starting from the primordial
quantum fluctuations, going through the hot Big-Bang, and finally evolving to the formation
of structure and the universe we presently observe. Credits: National Aeronautics and Space
Administration (NASA)/ Wilkinson Microwave Anisotropy Probe (WMAP) Science Team

that below kBT ∼ 0.8MeV neutrinos decouple from thermal equilibrium. Similarly,
one expects dark matter to have decoupled from the other forms of energy by this point,
as it must interact very weakly with ordinary matter.

• Electron-positron annihilation: After the neutrinos decouple, the remainder of antimat-
ter is annihilated in electron-positron processes, transferring their energy to photons.
This happens at about 6 seconds into the history of our universe.

• Nucleosynthesis: Light elements are formed around 3 minutes after the Big Bang. This
happens at about kBT ∼ 100 keV.

• Matter-Radiation equality: At about 60000 years after the Big Bang, the energy density
of pressureless matter starts to dominate over radiation. Although the universe is
expanding, the rate of the expansion is decelerating ä < 0, which makes the present-
day acceleration an obvious signal that Dark Energy is present.

• Recombination and Photon decoupling: After the universe cools down enough so that
the disintegration of a Hydrogen atom by an incident photon becomes highly unlikely,
Recombination happens, where electrons and protons recombine to form stable Hydro-
gen atoms. Then, since photons are no longer able to interact with free electrons, they
decouple and stream freely throughout the universe. It is this radiation that we now
observe as the Cosmic Microwave Background.
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Nonetheless, as it may be evident from the first stage (Baryogenesis), the universe requires
initial conditions to begin with. Apart from hand-picking the initial conditions, the only other
option, besides adding an extra previous stage to the universe’s history, is to give it random
initial conditions, in an appropriate sense, and try to find a patch within it where our observed
universe developed. However, as it turns out, without a prior stage of accelerated expansion
in the evolution of the universe, or another physical mechanism that accomplishes the same
effects, it is extremely unlikely that our universe could have happened as it has.

The main issues that stand in the way were historically dubbed as the “flatness problem”
and the “horizon problem.” The first is based on the observation that we nowadays see a
negligible energy density associated to curvature. However, if we allow for a small contribu-
tion to it, which is technically natural, as there is no reason for it not to be there, we will
now have

Ω− 1 ≡ Ωr + Ωm + ΩΛ − 1 =
k

H2a2
6= 0. (1.18)

Both during radiation- and matter-domination epochs H2 decays with a equally or faster
than a−3, which in turn implies that |Ω−1| must have grown in time throughout most of the
history of our universe. When numbers are plugged in, this would require an extremely small
initial curvature energy density to maintain curvature below the observational constraints
today. While nonetheless one could choose the initial value of that energy density so that it
satisfies this requirement, it is a ‘fine-tuning’ problem, as it seems highly unlikely that those
numbers occurred naturally.

On the other hand, the horizon problem is one of causality: if we follow the path each
CMB photon travelled from the surface of last scattering until today, and take a look at the
dynamics that preceded their emission, we will find that the regions of the universe from
which they were emitted could not have possibly communicated between them to achieve
thermal equilibrium and thus source a uniform photon background radiation of the same
average temperature, as we observe it today. That is, in the same way curvature is too small
today, the universe is also too homogeneous for it to have started from the hot “Big-Bang”
we described earlier. To solve these problems, an earlier phase in the history of our universe
was postulated: Inflation. We will be specific about how Inflation starts and takes place in
Chapter 2; for now, we only describe its consequences on our universe and how it solves the
aforementioned problems.

Inflation posits that our universe began with a period of rapidly accelerating expansion,
where the scale factor grew so fast that points in space that were once able to communicate
with one another are pushed away in a manner that they are no longer able to “talk” to each
other. This solves the horizon problem, as all the regions of space we now see in the CMB
would have once been very close together, thus allowing them to have reached thermodynamic
equilibrium, for then Inflation to push them away from each other and consequently appear
as distant regions in our sky, but with the same thermodynamical properties.

The flatness problem is solved even more straightforwardly: in an accelerated expansion
phase ä > 0, (aH)−1 is a decreasing function of time, and therefore the relative curvature
energy density (1.18) can be decreased. Thus, if Inflation lasts long enough, this energy
density can be diminished to arbitrarily low values, and thus setting an adequate initial
condition for our late-time universe.
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Figure 1.3: Measurement of the Cosmic Microwave Background Spectrum by the COBE FI-
RAS Instrument. Credits: National Aeronautics and Space Administration (NASA)/ Cosmic Background
Explorer (COBE), Far Infrared Absolute Spectrophotometer (FIRAS) team

As we will see later, Inflation also accounts for the primordial fluctuations that generated
the anisotropies in the CMB and seeded the initial conditions for the formation of structure
in our universe, along with determining all of the cosmological parameters we measure today.

But how are those parameters obtained in the first place? The most reliable source of
information we have about the evolution of the universe is the Cosmic Microwave Background
(CMB). As we will see in the next section, the statistics of the CMB temperature fluctuations
contain enough information to allow for a reconstruction of our universe’s history. Large-
Scale Structure (LSS) surveys, i.e., maps of the distribution of matter at super-galactic scales
of our universe, may also be employed towards this end, as long as the wavenumber of the
(typically averaged) fluctuations stays below kNL ∼ 0.3hMpc−1, so that non-linear effects in
the evolution of the matter density profile may be treated perturbatively in the framework
of an effective field theory [24].10

10h is defined as H0/(100 km s−1 Mpc−1).
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The CMB

Source: ESA and the Planck Collaboration Figure 1.4: Temperature fluctuations map from the 2018 Planck Telescope data release.
Credits: European Space Agency (ESA)/Planck Collaboration

1.3 The Cosmic Microwave Background

Arguably, the CMB has been the predominant source of information on the evolution of
our universe for the past three decades. The steady stream of photons following the most
precise blackbody spectrum ever measured, currently at a characteristic temperature of T0 =
2.725 48 ± 0.000 57 K [25] (see FIG 1.3), has provided a reliable and thorough mechanism
to reconstruct the history of our universe. How is this so, if such a spectrum only provides
a single number, the background temperature? It turns out, that upon a closer look, the
Cosmic Microwave Background contains fluctuations about the average temperature that are
four orders of magnitude smaller than their central value. Moreover, current observations
of these fluctuations show that they are Gaussianly distributed, and that their correlations
are scale-dependent, in the sense that different angular separations on the sky have different
correlations.

Figure 1.4 shows the full-sky map of temperature fluctuations presented by the Planck Col-
laboration on 2018 [22] after processing data from the 53 months that the satellite recorded.
The interpretation of such a map is simple: from each direction on the sky, photon radiation
is received with a spectrum alike to that of a blackbody of temperature T , and the map is
the result of subtracting T0, the average CMB temperature, to the temperature inferred from
each cell in the sky.

The standard analysis of the CMB is to take the temperature fluctuations as a function
on the unitary sphere, and to assign a value of the fluctuation to each direction. That is to
say, the function under study is ∆T = ∆T (n̂). Then the signal is decomposed into spherical
harmonics:

∆T (n̂)

T0

=
`max∑
`=0

∑̀
m=−`

a`mY`m(n̂), (1.19)
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where the a`m coefficients are to be determined by observations and Y`m are spherical har-
monics. In this notation, the `’s denote the different multipoles of the expansion and m is a
label for the (2`+ 1) independent modes of fluctuation at that multipole. `max is usually set
by the angular resolution of the experiment, because no fluctuations at smaller scales (larger
`) will be detected as they will be averaged out.

Because of statistical isotropy, the correlations over an ensemble average are given by

〈a`ma∗`′m′〉 = δ``′δmm′C`. (1.20)

This is equivalent to writing down the 2-point correlation function in terms of the temperature
fluctuations 〈

∆T (n̂)

T0

∆T (n̂′)

T0

〉
=

1

4π

∑
`

(2`+ 1)C`P`(µ = n̂ · n̂′). (1.21)

Under the assumption of Gaussianity, the statistics of the CMB are completely described
by the C` coefficients, or equivalently, by the 2-point function (1.21). As no deviation from
Gaussian statistics has been confirmed so far, this has been the principal subject of study
to try and acquire information about the evolution of the universe. Polarization maps are
also of interest, and provide extra information with which to place tighter constraints on the
parameters of the cosmological model at hand.

Accordingly, measurements of the CMB temperature and polarization correlations as a
function of angular scale have been of great interest and become increasingly precise over the
last decades. On 2018, the Planck Collaboration [19] reported Figure 1.5 as the result for the
temperature angular correlations on the sky, in terms of D` = `(`+1)

2π
C`, which allowed them

to determine the ΛCDM model parameters with great accuracy.

However, we have yet to describe the physics of how the ΛCDM model is able to account
for all the features within the 2-point correlation function in Figure 1.5. As this is not our
main topic of interest, we will only give a brief overview of how this takes place, following [26].
The starting point for our universe, within the realm of standard cosmology, is to assume
that at the initial time slice there are inhomogeneities on the gravitational potential field.
We will later justify the presence of these fluctuations from an inflationary perspective; for
now, we will only assume their existence as a source for the inhomogeneities of our universe.

To derive the effects of these primordial fluctuations, the usual procedure is to linearize
the equations of motion about the homogeneous background solution, assuming the inhomo-
geneities are small. For our present purposes, this is precisely the case. If we let Rk stand
for the Fourier transform of the primordial gravitational potential, linear equations of motion
on a homogeneous and isotropic background must yield

∆T (n̂)

T0

=
1

(2π)3

∫
d3kRke

ik·n̂rLF (k, n̂ · k̂), (1.22)

where F (k, n̂ · k̂) relates the amplitude of the primordial fluctuations R to the temperature
fluctuations. Here, rL is the co-moving radius of the surface of last scattering, as it is at
this distance from us that photons will be emitted, and hence whence they will acquire their
differences in energy. If one wants to obtain the “transfer” function F (k, n̂ · k̂) exactly, one
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Figure 1.5: Temperature-Temperature correlations at different angular scales on the sky, i.e.,
as a function of the multipoles `. From these results alone it is possible to fit and constrain
the cosmological parameters of the ΛCDM model. Credits: European Space Agency (ESA)/Planck
Collaboration [19].

has little choice but to numerically solve the Boltzmann transport equations that describe
the evolution of the photon energy density.

However, after making appropriate considerations and approximations, it is possible to
arrive at

∆T (n̂)

T0

=
1

(2π)3

∫
d3kRke

ik·n̂rL
(
F (k) + n̂ · k̂ G(k)

)
. (1.23)

This is derived in [26] within the hydrodynamic approximation, in which the photons, along
with the rest of matter evolve together as superimposed interacting fluids. From this approx-
imation, and interpolating between the results in the short- and long- wavelength regime, a
qualitatively correct result can be derived, which can be fitted to the available experimental
data:

F (k) =
e−τr

5

[
3RLT

(
kdT
aL

)
− S

(
kdT
aL

)
e−k

2d2
D/a

2
L

(1 +RL)1/4
cos

(
kdH
aL

+ ∆

(
kdT
aL

))]
,(1.24)

G(k) = −e−τr
√

3e−k
2d2
D/a

2
L

5(1 +RL)3/4
S
(
kdT
aL

)
sin

(
kdH
aL

+ ∆

(
kdT
aL

))
. (1.25)

These functions involve a number of important quantities, which we now describe:

• Transfer functions: T is the matter transfer function, which accounts for the amplitude
of the fluctuation in the matter density at each scale, while S and ∆ are the functions
that account for the transfer to the fluctuations in radiation energy density and its
scalar velocity potential. Analytic fits to these functions do exist, but in general it is
necessary to determine them numerically.
• τr is the optical depth of the reionized plasma at redshift zreion = 7.64± 0.74 [19], when

ultraviolet light emitted by the first stars reionizes neutral hydrogen and releases free
electrons. Accordingly, e−τr is the probability of CMB photons not being scattered by
electrons in their way to us, which is exactly the fraction of photons that we do observe.
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• aL is the scale factor at last scattering. It is introduced so that all wavenumbers may
be compared with lengths at the last scattering surface.
• dT is a characteristic length scale of the transfer functions, given by

√
2aL

aEQHEQ
. That is to

say, it is the inverse of the co-moving Hubble radius aH at matter-radiation equality,
mapped to a physical length at the surface of last scattering.
• RL is the ratio of baryonic matter energy density to photon energy density R ≡ 3ρ̄B/4ρ̄γ

at the last scattering surface. In equations (1.24) and (1.25), the transfer functions
T and S are corrected by functions of RL, increasing the matter contribution if the
relative density RL is larger, and conversely, enhancing the radiation contributions if
RL is small.
• dD is a damping length scale that radiation experiences before and at the surface of

last scattering. Two contributions enter this damping: the first is due to scattering
of photons through the baryonic plasma, and the second is because fluctuations are
averaged at last scattering because of the finite duration of the process. Both suppress
short-wavelength contributions to the temperature fluctuations.
• Finally, dH is the acoustic horizon distance at last scattering. This term is present as

a result of density waves in the baryonic plasma with a sound speed of c/
√

3(1 +R),
thus generating correlations between features at a distance of the size of the horizon,
because by definition the acoustic horizon is the distance between two points receiving,
from opposite directions, a signal emitted at a given point in the universe’s initial time
slice. Therefore, this enhances the amplitude of fluctuations in the temperature map
of wavenumber corresponding to dH , as points separated by this distance will receive
sound waves originating from the same primordial spacetime event and will be therefore
correlated.

As the observed statistics of the CMB are Gaussian, R is usually assumed to be a real-
ization of a Gaussian random field, with a power spectrum PR(k) given by

〈RkRk′〉 = (2π)3δ3(k + k′)PR(k) = (2π)3δ3(k + k′)
2π2As
k3

(
k

k∗

)ns−1

, (1.26)

and thus the 2-point correlation (1.21) is equal to〈
∆T (n̂)

T0

∆T (n̂′)

T0

〉
=
As
4π

∫
d3k

k3

(
k

k∗

)ns−1

eik·(n̂−n̂
′)rL
(
F (k) + n̂ · k̂ G(k)

)(
F (k)− n̂′ · k̂ G(k)

)
(1.27)

from where the C`’s can be computed and compared with experimental results. By fitting
the observed power spectrum to this result one can infer all of the parameters in the ΛCDM
model. Among the most famous results, Planck obtains [19] (see Table 1 therein):

Ωm,0 = 0.3147± 0.0074, H2
0 = 67.37± 0.54, 100θ∗ = 1.04108± 0.00031,

τr = 0.0540± 0.0074, ln(1010As) = 3.043± 0.014, ns = 0.9562± 0.0042, (1.28)

where θ∗ is the angular scale on the sky at which the acoustic oscillations are measured.

It is important to note that the quantity R, which we previously defined as the primordial
gravitational potential, may be identified as such depending on the choice of coordinates
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employed to describe spacetime, which in a general relativistic context is a gauge freedom.
R, of course, is gauge invariant, because the temperature fluctuations ∆T and matter den-
sity fluctuations are observables which cannot depend on the gauge chosen to perform the
computation. We will later specify how to compute R out of the inflationary background in
Chaper 2. As it is this quantity that ultimately sources all11 of the observed inhomogeneities
of our universe, it constitutes the initial condition we seek to determine.

We now proceed to briefly overview the other main observable that allows to gain infor-
mation on R and constrain cosmological parameters.

1.4 Large-Scale Structure

Although the CMB has been the most important source of information in the past decades,
perhaps the most obvious evidence of the presence of primordial inhomogeneities is the fact
that galaxies exist, and occupy specific positions in space. Therefore, it is natural to study the
matter distribution of our universe to obtain information about the primordial fluctuations.

After recombination, baryons decouple from photons and effectively behave like Dark
Matter in their dynamical evolution, and also play the same role in the formation of structure.
Thus, one treats the fluctuations of both baryons and Dark Matter in a single quantity, the
matter density contrast:

δ ≡ δρDM + δρB
ρ̄DM + ρ̄B

(1.29)

where ρ̄DM and ρ̄B are the average energy densities associated to Dark Matter and baryons
respectively, while δρDM and δρB are their fluctuations about their average values. As long
as these fluctuations are small, which will amount to studying long-wavelength fluctuations
where the dynamics are well approximated by linear equations of motion, the matter density
contrast will be linearly related to R

δ(k, t) =
3

5
α(k)D(t)Rk, (1.30)

where D(t) is a linear growth factor derived from the fact that perturbations are on top of
an expanding background, and α(k) is given by

α(k) =
2k2T

(
kdT
aL

)
3H2

La
2
L

. (1.31)

In particular, this means that if the primordial fluctuations R are Gaussian, the matter
density contrast δ is also Gaussianly distributed, with a power spectrum given by

Pδ(k) =

(
2D(t0)

5H2
La

2
L

)2

k4

∣∣∣∣T (kdTaL
)∣∣∣∣2 PR(k), (1.32)

11Primordial gravitational waves, which have yet to be detected, are sourced by tensor mode fluctuations
that can be independent of R.
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at least well below momentum scales where the physics of the matter distribution becomes
nonlinear k � kNL.

However, most of the structure we observe has undergone highly nonlinear processes:
galaxies and the halos containing them are formed through the action of gravity, and as they
are relatively compact objects, they involve density fluctuations of a high wavenumber where
linear perturbation theory ceases to apply. Thus, δ cannot give the final result: it is only
an initial condition for the growth of structure at smaller scales. To give a full treatment
of these nonlinearities it is necessary to start sufficiently early in the matter-dominated era
so that the perturbations are still small and the initial conditions be related to R linearly.
Afterwards, numerical computations are usually required.

That does not amount to saying analytic progress has been overlooked. To account for
nonlinear gravitational collapse, a typical approach is to model the process using insights
from Newtonian gravity. For instance, it is common to estimate whether a distribution of
mass will collapse or not depending on how much mass is inside a given radius. It has also
proved useful to idealize the collapse dynamics as spherical, where the exact computation can
be carried out to determine the final overdensity field starting from an initial over-density
sourced by R.

Nonetheless, at large scales (low wavenumber k � kNL) δ has observable effects in the non-
linear, short-wavelength dynamics. Consider, for instance, the halo number density n[ρ̄, δS],
which in principle depends on only two quantities: the average background density ρ̄M and
the local initial fluctuations δS set by short-scale fluctuations in R. While it is true that
whether a given matter distribution collapses or not into a halo depends mainly on the short-
wavelength fluctuations that can give rise to regions with high mass density, long-wavelength
perturbations δL also induce an extra contribution that adds to the average background
density:

n = n[ρ̄+ δL, δS] ∼ n[ρ̄, δS]×
(

1 +
∂ lnn

∂δL
δL

)
= n[ρ̄, δS](1 + bLδL), (1.33)

known as the linear bias bL. Thus, given a model for halo formation n[ρ̄, δS], one can study
the correlations of the halo number density field with the long-wavelength fluctuations as a
way of acquiring information of the primordial statistics.

With the advent of new LSS surveys, such as Lsst [27], Euclid [28], and Ska [29], a new
era of precision cosmology is beginning, with new opportunities for the study of fundamental
physics. In particular, it presents the chance to constrain more tightly the statistics of R,
the initial condition of the inhomogeneities, and thus of all structure of our universe. How
is this related to fundamental physics? Because R is explained as the direct result of the
quantum-mechanical fluctuations of the field that is responsible for Inflation happening.

An interesting and also relevant observation is that inflationary models typically predict
small, but eventually observable, departures from what is currently accepted within the
ΛCDM cosmology. In particular, we will later be focused on deviations from Gaussianity in
the statistics of R, which may be employed to constrain the parameters of each inflationary
model. To describe how the quantum fluctuations take place, and how non-Gaussianities
(NG) arise, we first need to take a look at the inflationary setup.
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Chapter 2

Models of Inflation and Primordial
non-Gaussianity

As we discussed earlier, Inflation is the mechanism by which our universe got to be as
homogeneous as we now observe it, but it is also responsible for the small fluctuations on top
of that background. In this Chapter, we will discuss the canonical setup of inflation, describe
how it takes place and what the requirements on the dynamical quantities are, to then set
out the evolution of the primordial quantum fluctuations.

After that, we will generalize the setup to a multi-field context, where there are many
degrees of freedom that may play a role in the inflationary stage. Finally, we review previous
work [13] on the cumulative effects that can emerge for the perturbations in a multi-field
setting, and how this impacts on the detectability of primordial non-Gaussianity. From this
Chapter onwards, we will set the reduced Planck constant to unity, ~ = 1.

2.1 Single-Field Inflation

The simplest model of inflation is the one obtained by considering the dynamics of a scalar
field φ in the presence of a potential and letting its dynamics source the energy density
required to generate an accelerated expansion. As it is apparent from equation (1.11), to
have an accelerated expansion it is necessary that the dominant fluid inhabiting the universe
have an equation of state such that ρ + 3p < 0. It turns out that, under certain conditions,
a scalar field satisfies this condition.

The starting point to set up Inflation is to specify the action principle of the relevant
degrees of freedom,

S =

∫
d4x
√−gL =

∫
d4x
√−g

(
M2

pl

R

2
− 1

2
∂µφ∂

µφ− V (φ)

)
, (2.1)

which considers the scalar field in a general-relativistic setting, where the spacetime metric
gµν is also dynamical, and has the Einstein equations (1.8) as equations of motion implied
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by the presence of the Ricci scalar R in the Lagrangian. Mpl =
√

1
8πG

is the reduced Planck
mass. Also, from this Lagrangian one can derive the equation of motion for φ

φ̈+ 3Hφ̇− 1

a2
∇2φ+ V ′(φ) = 0, (2.2)

where we have assumed that the metric g is of the form of (1.2), i.e., with a single function of
time a(t) (the scale factor) characterizing it. In the same manner as in classical Newtonian
physics, V (φ) can be regarded as a potential generating a force −V ′(φ) that pushes the value
of the field towards the configuration of minimal potential energy.

One can also write down the energy-momentum tensor of the scalar field

Tµν = ∂µφ∂νφ+ gµνL, (2.3)

and identify its pressure and energy density by comparing with the expression for a perfect
fluid

ρφ = T00 =
1

2
φ̇2 + V (φ) +

1

2a2
(∇φ)2 (2.4)

pφ =
T ii
3

=
1

2
φ̇2 − V (φ)− 1

6a2
(∇φ)2. (2.5)

Now we assume, in agreement with current observations, that the primordial fluctuations
that generated inhomogeneities in our universe were small, and that we may therefore split
the field φ into two pieces

φ = φ0(t) + δφ(x, t), (2.6)

where φ0(t) is the “classical” homogeneous solution, which we assume to be completely de-
termined by classical equations of motion, and δφ(x, t) represents the fluctuations around
φ0(t), which will be computed within the framework of quantum mechanics. That is, we
will show that all the observed inhomogeneities of our universe can be accounted for through
primordial quantum fluctuations. We will come back to these perturbations later on; for
now, we will focus on the evolution of the background metric.

2.1.1 How inflation happens

If we keep ourselves to studying the classical evolution of the field φ, the energy-momentum
tensor becomes

ρφ0 = T00 =
1

2
φ̇2

0 + V (φ0) (2.7)

pφ0 =
T ii
3

=
1

2
φ̇2

0 − V (φ0), (2.8)

which can trivially satisfy ρφ0 + 3pφ0 < 0 if the kinetic energy density φ̇2
0/2 is much smaller

than the potential energy density V (φ0)1, because it then follows that ρφ0 ≈ −pφ0 . Note that

1As we are in a General Relativity context, the magnitude of the energy density is relevant.
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ρφ0 must be positive so that the Friedmann equation (1.10) gives a positive value for H2.
That is to say, a scalar field with low kinetic energy implies an energy density that behaves
as vacuum energy, and in the same way we nowadays infer the presence of Dark Energy, that
energy density drives an accelerated expansion of the universe.

Now let us take a closer look at what are the requirements for this to happen. Since the
equation of motion for φ0 is

φ̈0 + 3Hφ̇0 + V ′(φ0) = 0, (2.9)

we expect that a large value of V ′ should drive an “acceleration” φ̈0 on the field value, which
typically would lead to a growth in the kinetic energy that could, possibly, make it comparable
to the potential energy. Therefore, if we want φ̇2

0/2� V (φ), we need a “flat” potential, where
φ̇0 does not grow significantly. Accordingly, we may approximate the equation of motion (2.9)
by

3Hφ̇0 = −V ′(φ), (2.10)

provided, of course, that |φ̈0| � |3Hφ̇0| ≈ |V ′(φ)|. Substituting the requirement φ̇2
0/2 �

V (φ) into (2.10) requires that
V ′2

V
� H2, (2.11)

and if we use the Friedmann equation H2 ≈ 8πGV (φ0)/3, this translates into 3
8πG

(
V ′

V

)2 � 1.
To keep track of this inequality and enforce it, it is useful to define the first slow-roll parameter
ε:

ε ≡ − Ḣ

H2
= −Hφ̇0V

′

2V H2
=

V ′2

6V H2
=

1

16πG

(
V ′

V

)2

, (2.12)

which therefore has to satisfy ε� 1.

Finally, to take into account the consistency requirement | φ̈0

3Hφ̇0
| � 1, we derive the equa-

tion of motion (2.10) to obtain

3Ḣφ̇0 + 3Hφ̈0 = −V ′′(φ0)φ̇0 =⇒ φ̈0 = −Ḣ
H
φ̇0 −

V ′′(φ0)φ̇0

3H
, (2.13)

and thus we require ∣∣∣∣ε− V ′′(φ0)

3H2

∣∣∣∣� 1, (2.14)

which is satisfied if and only if

ηφ ≡ −
φ̈0

Hφ̇0

= −ε+
V ′′

3H2
(2.15)

fulfils |ηφ| � 1. Equivalently, we can demand

η ≡ ε̇

Hε
= −2ηφ + 2ε (2.16)

to satisfy |η| � 1. In any case, these requirements translate into the second derivative of
the potential being small. Therefore, we have established that inflation with ρφ0 ≈ pφ0 is
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possible provided the potential is sufficiently flat and stays that way for a sufficiently long
field range. Moreover, during this period we have

ε̇, η̇φ = O(ε2, η2
φ), (2.17)

and we may treat ε and ηφ as constants.

How does this solve the problems we described on Chapter 1? To first order in the slow-
roll parameters (i.e., approximating ε̇ = 0), we can use the definition of ε to solve for H and
the scale factor

H(t) =
HI

1 + εHIt
a(t) = aI(1 + εHIt)

1/ε, (2.18)

which in the limit ε→ 0 converges to

H(t) = HI a(t) = aI exp(HIt), (2.19)

that is, an exponential expansion for the scale factor. Here we have denoted HI and aI as
the values of H and a, respectively, at the beginning of inflation.

To solve the horizon problem, inflation needs to allow for causal contact to have happened
between two points in opposite directions on our sky, i.e., at a distance of roughly H0. During
inflation, two points in space can communicate provided that the physical distance separating
them is less than the physical Hubble radius,

H−1
I =

a

ȧ
, (2.20)

because this is the characteristic time of expansion, determining the maximum distance a
particle can travel d = cH−1

I (with c = 1) as the scale factor doubles (roughly), and thus
a signal emitted from a point has a chance of reaching the other point only if their initial
separation was less than H−1

I . Therefore, we require

H−1
0

aF
a0

aI
aF
≤ H−1

I , (2.21)

i.e., that the co-moving coordinates of two points now separated at a distance H−1
0 have been

separated by a distance lesser than H−1
I at the beginning of inflation. aF , the scale factor at

the end of inflation, can be manipulated as aF/a0 = T0/TF in terms of the temperature at
the end of inflation TF , and if we write aF = aIe

N , the requirement (2.21) translates into

T0

H0

HI

TF
e−N ≤ 1 =⇒ N ≥ ln

(
kBT0

~H0

)
− ln

(
kBTF
~HI

)
≈ 67 + ln

(
kBTF
~HI

)
, (2.22)

which, apart from the logarithmic dependence on kBTF
~HI

(which should be of order 1 given
that the temperature during inflation should be proportional to HI), gives, conservatively,
N ≥ 60.

Then, inflation can solve the horizon problem if at least 60 e-folds of expansion took
place (i.e., an increase in the scale factor of e60). Similarly, the flatness problem is resolved
by decreasing the curvature energy density from a value of order O(1) at the beginning of
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inflation to a value of order e−2N at the end of inflation because during this period a2H2 =
a2
IH

2
I e

2HI t.

A final note is in order to explain how inflation ends. This period is called Reheating,
where the inflaton field φ decays to a minimum of the potential, about which it oscillates and
radiates away energy, hypothetically, in the form of standard model particles. Most of this
energy must be liberated in the form of radiation, so that the universe after inflation starts
in a phase of radiation domination. In this way, the universe is “reheated” with radiation,
and standard cosmology in the form of ΛCDM takes over.

2.1.2 Fluctuation fields and horizon exit

Before proceeding any further, it is useful to stop and think about what will be the effect of
primordial fluctuations on late-time cosmological observables, such as CMB or LSS, so as to
compute meaningful quantities from perturbation theory on the inflationary background. In
particular, a feature of paramount importance in both CMB and LSS is the characteristic
wavelengths involved in their respective physics. To be explicit, fluctuations in the Cosmic
Microwave Background have wavenumbers k in between

10−4 Mpc−1 ≤ k ≤ 0.3 Mpc−1, (2.23)

whilst LSS modes span a range which is at least as large as that, but going beyond (2.23)
requires to have more and more computational control on the nonlinear effects that start
affecting the dynamics [24].

The lower limit on the range of k corresponds, roughly to the inverse of the Hubble
parameter today. That, is it is the size of today’s Hubble radius. It turns out that the
Hubble radius is precisely the quantity we need to characterize the evolution of fluctuation
modes throughout the history of the universe. To illustrate this point, consider a massless
field on an FLRW background, i.e.,

S =

∫
d4xa3(t)

[
1

2
ϕ̇2 − 1

2a2
(∇ϕ)2

]
(2.24)

with equation of motion (in its Fourier decomposition) given by

ϕ̈k + 3Hϕ̇k +
k2

a2
ϕk = 0. (2.25)

There are two time scales in this equation: H−1 and a/k. Qualitatively speaking, if aH � k,
i.e., if the wavelength associated to the mode k is well within the Hubble radius (aH)−1, then
we may drop the “damping” term 3Hϕ̇k and obtain a parametric harmonic oscillator, which
will describe (roughly) plane wave solutions. However, if aH � k, i.e., if the wavelength
associated to the mode k is outside the Hubble radius (aH)−1, we may drop the last term
and obtain a solution to the resulting equation for ϕk. This gives a constant contribution
plus an exponentially decaying piece. However, for the complete solution to assume an
exponential decay, it must have had an initial condition with the exact pair of values (ϕk, ϕ̇k).
In particular, if the rate of change of ϕk was small enough at the initial time slice for a mode
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k � aH well outside the Hubble radius, that mode will conserve its value until it re-enters
the Hubble radius.

Physically, what happens is that modes of a given wavelength exit the Hubble radius
during inflation, as aH ∝ HeHt, acquire a “frozen out” value because of the existence of a
constant solution to their equations of motion, and then re-enter our causal horizon during the
late-time evolution of our universe, at which point we can perceive their consequences on the
CMB and LSS. If we track the evolution of the modes (2.23) of a scalar ϕ well into the past,
we see that they exited the Hubble radius and froze to a given value nearly 60 e-folds before
inflation ended. That is to say, the universe expanded by a factor of e60 after the fluctuations
we nowadays see in the CMB acquired the value that seeded initial conditions. This will later
become relevant, as we will later be able to study the dynamics of the perturbations during
inflation in the super-horizon limit.

2.1.3 From primordial perturbations to the initial conditions of our
universe

Now we wish to study the fluctuations above this inflationary background, i.e., the dynamics
of the perturbation δφ(x, t) to the classical value of the inflaton φ0(t). There is more to
this than merely perturbing (2.2), as a fluctuation in the field δφ implies a perturbation to
the stress-energy tensor, which in turn implies a fluctuation in the Einstein equations and
therefore in the metric tensor gµν → gµν + δgµν , implying a correction to the equation of
motion.

Consequently, one has to study the perturbed system for both quantities δφ and δgµν
jointly. To do that, we introduce an explicit form for the metric, involving only scalar
degrees of freedom as fluctuations2

ds2 = −a2

[
(1 + 2Φ)dτ 2 + 2∂iBdτdx

i +

(
(1− 2Ψ)δij +

(
∂i∂j −

1

3
δij∇2

)
E

)
dxidxj

]
(2.26)

where we have introduced the conformal time coordinate τ , defined through adτ = dt. Thus,
the fluctuating (scalar) degrees of freedom are presented in terms of four functions: Φ,Ψ, B,
and E. These quantities are dependent on our choice of coordinates, which in General
Relativity, is actually a gauge freedom. When faced with this issue, i.e., that of describing
equivalent physics with different sets of quantities (coordinates), one can either

1. Fix the gauge (choose the coordinate system) and perform all computations there, or

2. Identify gauge-invariant quantities, i.e., those that take the same value independently
of the choice of coordinates, and use them as a guiding principle in the computation.

As it turns out, there is a gauge invariant quantity R which corresponds to the gravita-

2Tensor fluctuations are also present in principle, but for our present purposes, which is to derive the
emergence of R from quantum fluctuations.

29



tional potential Ψ on co-moving hyper-surfaces3, given by

R = Ψ +H
δφ

φ̇
. (2.27)

R is therefore called the co-moving curvature perturbation. It is also called the “adiabatic”
perturbation, because of reasons that will become evident shortly.

A crucial property of single-field inflation is that the field perturbations δφ go over the
same trajectory in field space as the background solution, i.e., φ0(t) + δφ(t,x) is a value
attained at some time by the homogeneous solution φ0(t). This is equivalent to saying that
the perturbations δφ are along the same direction of the inflationary trajectory. Moreover,
once the gauge has been fixed (for concreteness, to any gauge with δφ 6= 0), the dynamical
equations that govern the evolution of δφ along with the rest of the perturbations are of
second order on time derivatives on δφ, which upon quantization at very early times give the
only relevant degrees of freedom for the field equations, with the other quantities typically
being realized as functionals of the inflaton fluctuation δφ. For instance, in Newtonian Gauge,
where B = E = 0, the Einstein equations imply Ψ = Φ and the field equations read [26]:

Ψ̇k +HΨk = 4πGφ̇0δφk, (2.28)

δφ̈k + 3Hδφ̇k + V ′′(φ0)δφk +
k2

a2
δφk = −2ΨkV

′(φ0) + 4Ψ̇kφ̇0, (2.29)(
Ḣ +

k2

a2

)
Ψk = 4πG

(
−φ̇0δφ̇k + φ̈0δφk

)
. (2.30)

Of course, one could rearrange the equations to get δφ as a functional of Ψ, with the latter
having equations of motion of second-order in temporal derivatives. The crucial point is
that there is only one scalar degree of freedom that with independent dynamics, giving a
single degree of freedom to be quantized4. For concreteness, we will take δφ as this degree of
freedom the discussion that follows.

Therefore, as all perturbations may be written as a linear functional of δφ, this implies
that any variation in a scalar quantity X can be expressed as

δX = Ẋ
1
δφ
δt

δφ =⇒ δX

Ẋ
=
δφ

φ̇
, (2.31)

independently of what X is. In particular, this means that all scalar perturbations, whether
matter or radiation density fluctuations, are treated on equal footing. If one then goes
back to the hydrodynamic approach of [26] and imposes this as a requirement for the initial
condition at the start of the radiation-dominated era of our universe, one finds that the
mentioned initial condition is completely determined by the scalar R. Thus, all we need in
order to make predictions about the late-time universe, in terms of the CMB and LSS, is the
result for R out of inflation.

Mukhanov et. al. [30] showed that this variable satisfies

R̈k +HṘk +
2

z
żṘk +

k2

a2
Rk = 0, (2.32)

3The hyper-surfaces with δφ = 0 are called co-moving surfaces.
4To do this, one has to choose a vacuum, which we will get to in time.
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where z ≡ a2φ̇/ȧ. This is known as the Mukhanov-Sasaki equation. In the limit where the
slow-roll parameters are small, we may treat φ̇ as constant and obtain

R̈k + 3HṘk +
k2

a2
Rk = 0, (2.33)

which is the equation of motion for a massless scalar field on an FLRW background. That
is to say, these fluctuations will evolve within the inflationary epoch, and as discussed on
Section 2.1.2, will exit the horizon and become “frozen” to a fixed value, waiting until the
late-time expansion of the universe imprints them on the CMB and LSS.

These equations of motion can be derived from the action principle

S =

∫
d4xa3ε

[
Ṙ2 − 1

a2
(∇R)2

]
, (2.34)

which is the action, to quadratic order in the fluctuations, describing the dynamics of the
(adiabatic) curvature perturbation in an FLRW spacetime in co-moving gauge. In the par-
ticular case of a quasi-de Sitter inflationary phase (where 0 6= ε � 1), we may approximate
the evolution of the background a(t) with an exact de Sitter space5 a = eHt keeping in mind
that this amounts to neglecting corrections of order ε.

The theory may then be quantized by introducing the canonically normalized field u ≡√
2εaR and moving to conformal time dτ = dt/a, where τ ∈ (−∞, 0), a(τ) = − 1

Hτ
, and the

action integral is given by

S =
1

2

∫
d3xdτ

[
u′2 − (∇u)2 +

2

τ 2
u2

]
, (2.35)

wherein the prime denotes a derivative with respect to conformal time. One can then enforce
canonical commutation relations [u(τ,x),Π(τ,y)] = iδ(3)(x−y), where we have taken natural
units in which ~ = 1, to obtain that the solutions to the equations of motion are given in
terms of ladder (creation/annihilation) operators

ûk(τ) = uk(τ)a(k) + u∗k(τ)a†(−k), (2.36)

where [a(k), a†(k′)] = (2π)3δ(3)(k− k′) with the other commutators vanishing, and

uk(τ) =
1√
2k

(
1− i

kτ

)
e−ikτ (2.37)

is the mode function corresponding to the Bunch-Davies vacuum. The only assumption here,
i.e., in choosing this vacuum, is that boundary conditions at τ = −∞ have been imposed,
enforcing that the mode functions for the canonical field u are as if the background space
were a flat Minkowski background.

What are the predictions of this theory? As it is a free quantum field theory, all the
observable information is encoded within the power spectrum of the theory PR, defined as
in (1.26):

〈RkRk′〉 = (2π)3δ3(k + k′)PR(k). (2.38)
5The normalization factor is never meaningful; only fractional comparisons between scale factors at dif-

ferent times give relevant physical information.

31



If we compute this directly from the solution (2.36), considering a quantum expectation value
rather than a classical ensemble average, we obtain

PR =
H2

4εk3
(2.39)

up to corrections of higher order in ε. In particular, deviations from a perfectly de Sitter
inflationary phase induce a tilt (also called spectral index ) in the power spectrum

ns − 1 ≡ d ln (k3PR(k))

d ln k
, (2.40)

which, when comparing with observations, is parametrized as

〈RkRk′〉 = (2π)3δ3(k + k′)PR(k) = (2π)3δ3(k + k′)
2π2As
k3

(
k

k∗

)ns−1

, (2.41)

where k∗ is a pivot scale (which is degenerate with As, and is thus set by hand to a meaningful
value). To first order in the slow-roll parameters, single-field inflation predicts

ns − 1 = −2ε− ηφ, (2.42)

which therefore measures deviations from the perfect de Sitter limit. It can also be related
to the derivatives of the potential, and thus the spectral index is a valuable probe of what
the early-universe physics can be. The latest 2018 article on cosmological parameters by
Planck [19] reported

ns = 0.9649± 0.0042, (2.43)

that is, a nearly scale-invariant power spectrum6 with a definite tilt towards the infrared side
of the spectrum.

This typical amplitude of fluctuations, the power spectrum, is all we need to account for
all observations of the CMB and LSS thus far. However, the theory we have described up
to this point is, by construction, linear on the perturbations, which in turn mathematically
implies that the fluctuations will be completely characterized by their power spectrum. Is
there any chance of measuring any departure from this?

In principle, there is. In the same manner as it is possible to write linear equations of
motion for the perturbations during inflation, one can also write equations of motion in a
power series of the field, and compute the next-to-leading order corrections as a perturbative
expansion in the nonlinearity coefficients. However, within single-field slow-roll inflation,
these coefficients are suppressed by the slow-roll parameters, making any departure from
Gaussian statistics, from now on non-Gaussianities (NG), extremely small compared to the
observational precision available nowadays. As an example, consider fNL [10], the first local
nonlinearity parameter in a power series expansion about Gaussian statistics

R = RG +
3

5
fNLR2

G, (2.44)

6A power spectrum that is proportional to k−3 is considered scale-invariant, because upon a linear rescaling
of wavenumbers the measure of configuration space changes by precisely the factor needed to cancel the
rescaling in the power spectrum. That is to say, at any given scale k the higher- and lower-energy physics
look the same.
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which implies a non-vanishing three-point function, also dubbed bispectrum

〈Rk1Rk2Rk3〉 = (2π)3δ(3)(k1+k2+k3)
6

5
fNL [PR(k1)PR(k2) + PR(k2)PR(k3) + PR(k3)PR(k1)] .

(2.45)
Maldacena’s consistency relation [12] gives that fNL, to first order in the slow-roll parameters,
is related to the spectral index ns

fNL = − 5

12
(ns − 1), (2.46)

thus giving an apparently testable prediction for the years to come to verify. However, to
give a quantitative criteria of how precise the measurements would need to be in order to
measure a deviation from Gaussianity of this size, one must consider that ε should be at most
of order 10−2, which, consequently, is the same estimate for the order of magnitude of fNL.
Sadly, this is just too low to be measured within the foreseeable future. Current constraints
provided by Planck [31] indicate fNL = −0.9± 5.1, and the cosmological surveys of the next
decade [27, 28, 29, 32] will only reduce σ(fNL) down to 1.

A similar point can be made for primordial non-Gaussianity of higher order in the power
series expansion: it is likely to be present, but also too small to be measured if it comes
from single-field slow-roll inflation. Thus, if a non-Gaussian primordial signal is found within
the next decade, it would constitute a clear departure from the minimal models of inflation,
and force cosmologists to reconsider the dynamics of the inflationary setup. As it turns
out, interactions involving the inflaton and other fields could enhance the amplitude of the
three-point or higher point correlation functions (see [33, 34, 35, 36] for reviews). These
interactions could be self-interactions of the inflaton or interactions of the inflaton with other
degrees of freedom. It is at this point in which studying inflation with extra fields/degrees
of freedom becomes of interest and of actual relevance. This will be the topic of the next
section: Multi-Field Inflation.

Following Maldacena [12], from this point forward we will denote the co-moving curvature
perturbation by the greek letter ζ.

2.2 Multi-Field Inflation

As we mentioned in the previous section, upcoming cosmological surveys may require theories
able to account for a non-vanishing bispectrum, and thus it is of interest to study and
characterize them from an effective point of view. However, it is also an opportunity to test
fundamental theories of nature. Indeed, the typical situation within String Theory (see, for
instance, reference [37]) is to have many scalar fields emanating from the compactification7 of
extra spacetime dimensions, which prove to be necessary in order to have a consistent String
Theory. This makes the study of multi-field inflationary scenarios all the more relevant,
as a purportedly fundamental theory of quantum gravity could be constrained by studying
cosmological observables.

7Compactification refers to the procedure by which extra spatial dimensions are made small enough that
the physics of our macroscopic universe may be described by a temporal and three spatial dimensions. This
is typically achieved through the extra dimensions being periodic in some sense, for instance, as a torus.
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2.2.1 The classical inflaton trajectory

Just as single-field inflation could be derived from the Lagrangian dynamics of a scalar field
on a general relativistic background (2.1), multi-field inflation can be written in terms of an
action principle

S =

∫
d4x
√−gL =

∫
d4x
√−g

(
R

2
− 1

2
γab∂µφ

a∂µφb − V (φ)

)
, (2.47)

where we have introduced indices a, b ∈ {1, ..., N}, where N is the number of scalar degrees
of freedom active during inflation. Furthermore, there is a new object in this expression, the
field-space metric8 γab, which is a function of the field coordinates φa, and characterizes the
properties of the dynamical evolution of the scalars in their own target space. The equations
of motion are easily obtained by varying the action integral and demanding δS = 0 according
to Hamilton’s principle, yielding

1√−g∂µ
(√−g∂µφa)+ Γabc∂µφ

b∂µφc + γab
∂V

∂φb
= 0, (2.48)

where Γabc are the Christoffel symbols in field space

Γabc ≡
γad

2

(
∂γdc
∂φb

+
∂γdb
∂φc
− ∂γbc
∂φd

)
. (2.49)

Analogously to what was done for the single-field case, we may first study the background
solutions that account for inflation happening in the first place, and then study the equations
for the cosmological perturbations. The energy-momentum tensor now reads

Tµν =
1

2
γab∂µφ

a∂νφ
b − gµνV (φ), (2.50)

which, if we only look for homogeneous solutions φa = φa0(t) (independent of the space
coordinate x), the Friedmann equation (1.10) reads

H2 =
8πG

3

(
1

2
γabφ̇

a
0φ̇

b
0 + V (φ)

)
, (2.51)

and the equation of motion for the field, in the presence of such FLRW background (1.2) is
given by

Dφ̇a0
dt

+ 3Hφ̇a + γab
∂V

∂φb
= 0, (2.52)

where we have introduced the covariant derivative along the inflationary trajectory of a
coordinate “vector” in field space

DXa

dt
≡ Ẋ + ΓabcẊ

bφ̇c0. (2.53)

At this point, if a unitary vector
T a ≡ φ̇a0/φ̇0 (2.54)

8Depending on the reference/textbook at hand, it may also be referred to as “target-space metric.”
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is defined, in which φ̇2
0 ≡ γabφ̇

a
0φ̇

b
0, then T a points along the direction of the trajectory the

fields φa follow in field space. It is thus the natural direction along which to identify the
inflaton, in the sense that it defines the inflationary trajectory. Moreover, T a obeys

DT a

dt
= − φ̈0

φ̇0

T a − 1

φ̇0

(
3Hφ̇a0 + γab

∂V

∂φb

)
, (2.55)

which can be decomposed into parallel and orthogonal directions9:

φ̈0 + 3Hφ̇0 + T b
∂V

∂φb
= 0

DT a

dt
= −N

b

φ̇0

∂V

∂φb
Na, (2.56)

where Na is a unitary vector that pointing along the direction of DTa

dt
:

Na ≡ −DT
a

dt

/√
γab

DT a

dt

DT b

dt
. (2.57)

In particular, there will be a “turning” of the trajectory induced by the potential V if the
derivative along the normal direction to the trajectory Na is non-vanishing. One may define
a turning rate through

DT a

dt
= −ΩNa =⇒ Ω =

N b

φ̇0

∂V

∂φb
, (2.58)

which will be a central quantity later on.

2.2.2 Slow-roll conditions and perturbations

Now let us turn to the slow-roll conditions. To start with, we need inflation to last long
enough, which is equivalent to saying that the Hubble rate should remain nearly constant for
a while during inflation. Using the definition of the first slow-roll parameter ε ≡ −Ḣ/H2,
combined with the Friedmann equations (1.10) and (1.11), one can show

ε =
1

8πG

φ̇2
0

2H2
, (2.59)

which in the light of (2.51), makes ε proportional to the quotient between the kinetic energy
density of the scalar over is total energy density (including the potential). Thus, ε � 1
ensures that the vacuum energy equation of state p = −ρ is fulfilled. One also has to
guarantee that this stays this way for a sufficient period of time. To that end, we can also
use the second slow-roll parameter η ≡ ε̇/Hε to make this quantification. It turns out that
here

ηφ ≡ −
φ̈0

Hφ̇0

≡ −γabφ̈
a
0φ̇

b
0

Hφ̇2
0

= −γabφ̈
aT b

Hφ̇0

(2.60)

is also a good quantifier of this, because it also holds that η = 2(ε − ηφ). Concretely,
ε, ηφ � 1 =⇒ ε, η � 1. However, the “natural” field vector whence ηφ comes from,

ηa ≡ − 1

Hφ̇0

Dφ̇a0
dt

= ηφT
a +

Ω

H
Na, (2.61)

9By construction, T a is orthogonal to its temporal derivative because 0 = D(TaT
a)

dt = 2Ta
DTa

dt .

35



which is decomposed into parallel and orthogonal pieces to the inflationary trajectory, need
not be small. In particular, slow-roll conditions do not impose a constraint on the magni-
tude of Ω, except for the requirement that the kinetic energy density φ̇2

0/2 must stay small
compared to the background potential.

It turns out that this new parameter Ω provides another coupling that can mediate the
generation of non-Gaussianities. As the path of the inflaton turns, the perturbations along
the inflationary trajectory, which are adiabatic in the same sense as in (2.31), mix with the
perturbations orthogonal to the inflationary trajectory. The modes associated to the latter
perturbations are called isocurvature modes, because they perturb the solution away from
the background solution, and therefore are not adiabatic in the sense of (2.31). This is a
crucial observation, because currently the initial conditions of our universe, as studied by
the Planck Collaboration on 2018 [38, 39] show no conclusive evidence for the presence of
isocurvature modes. Nonetheless, they may have observable consequences if they couple to
the adiabatic mode ζ. A realization of this setup that has received some interest is quasi-
single field inflation [40, 41], where the isocurvature fields have masses of the same order of
magnitude as the Hubble parameter during inflation H, and large non-Gaussianities may be
generated in comparison with the canonical single-field scenario.

In general, the turning of the inflationary trajectory is reflected already at the quadratic
level in the action integral. In a two-field model, the quadratic action obtained by expanding
the action (2.47) about the (background) inflationary trajectory φa0(t), in co-moving gauge
where δφaTa = 0 is given by [13]:

S =

∫
d4xa3

[
εζ̇2 − 2εαζ̇ψ − ε

a2
(∇ζ)2 +

1

2

(
ψ̇2 − 1

a2
(∇ψ)2

)
− 1

2
m2
ψψ

2

]
, (2.62)

where the parameter α is linearly related to Ω through

α ≡ − 2Ω√
2ε
. (2.63)

In this expression ψ ≡ δφaNa as there is only one orthogonal degree of freedom to the
inflationary trajectory. Its mass is derived from properties of the potential, the shape of the
trajectory, and the Ricci scalar of the two-field manifold [13].

It is important to note that all of the contributions to (2.62) will be present in general
multi-field actions for the perturbations [42, 43, 44, 45], coupling the adiabatic mode to the
perturbations orthogonal to the trajectory in the direction defined by Na. Conversely, from
an EFT standpoint it is possible to show that a coupling of the form ζ̇ψ is the only interaction
compatible with diffeomorphism invariance and the symmetries of the background [13, 14],
provided that ζ is the adiabatic mode.

Furthermore, this Lagrangian density can be rearranged in a manner that is more revealing
of the dynamics of the field perturbations, into an effective kinetic term ∝ (ζ̇ − αψ)2 and an
effective mass for the isocurvature perturbation

S =

∫
d4x a3

[
ε(ζ̇ − αψ)2 − ε

a2
(∇ζ)2 +

1

2

(
ψ̇2 − 1

a2
(∇ψ)2

)
− 1

2
µ2ψ2

]
, (2.64)
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where µ ≡ m2
ψ + 4Ω2 corresponds to the so-called “entropy” mass of ψ. This particular

rearrangement will be of use in section 2.2.3; in fact, the action (2.64) constitutes the starting
point for our subsequent computations.

2.2.3 Cumulative Effects

As we have commented earlier, in a general multi-field setting the turning of a trajectory Ω,
defined implicitly through

D

dt
T a = −ΩNa, (2.65)

will generate a coupling between the quantum field fluctuations along the tangent direction T a
with those along the normal direction Na. Similarly, further couplings may appear because of
the turning of the normal direction, generating an interaction term between the perturbations
along the normal direction with those along the binormal direction, and the turning of its
turning until all the dimensions of the field target space have been spanned. Therefore,
in order to study the effects that the modes of isocurvature fluctuations will induce in the
curvature fluctuations ζ, it suffices to consider a two-field model, because

1. it is already sufficient to generate a nontrivial modification to the kinetic term of ζ,
and,

2. we can always regard the theory of the extra fields as having been integrated out to
generate effective self-interactions of the isocurvaton ψ.

Therefore, to study the dynamics of the perturbations in multi-field inflation, at the
linear level it is sufficient to consider the action (2.64) as a generator of the field dynamics.
In this type of models, the turning rate Ω is typically related linearly to the coupling that
modifies the kinetic term α. For instance, in the above exposition, presented with more
detail in [13, 15]

√
2εα = Ω. However, from an effective field theory point of view, this

modification to the kinetic term is the only quadratic interaction allowed by the symmetries
of the theory, and therefore the Lagrangian (2.64) need not come from the construction
multi-field inflation we have outlined here, and α, µ may be regarded as free parameters. In
any case, the perturbation ψ will constitute an isocurvature perturbation, as it is a degree of
freedom that has no requirement on its adiabaticity. From now on, we will sometimes call it
“isocurvaton”.

In the absence of nonlinear interactions, i.e., as in equation (2.64), the resulting statistics
for the curvature perturbation are Gaussian, and the only meaningful quantity to compute is
the power spectrum for ζ. This system was thoroughly investigated in Ref. [13], and here we
show the main steps allowing one to deduce the value of the power spectrum. This result will
be important later on when we include nonlinearities. To simplify any computation involving
ζ and ψ we will assume a purely de Sitter background, with a(t) = eHt.
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Classical results and symmetry considerations

In the long wavelength limit, ψ satisfies the following equation of motion (obtained after
integrating the equation of motion for ζ once)

ψ̈ + 3Hψ̇ + µ2ψ = 0, (2.66)

from where it is possible to read that µ determines the mass of ψ on superhorizon scales.
Notice that ζ and ψ interact through the coupling α appearing in the special combination

Dtζ ≡ ζ̇ − αψ, (2.67)

determining the kinetic term of ζ. In general the coupling α depends on time, and, as
we discussed earlier, its appearance may be understood as the consequence of bends of the
inflationary trajectory in the multifield target space (or more precisely, nongeodesic motions
in target space) [40, 41, 43, 44, 46, 47].

If the entropy mass vanishes (µ = 0), the field ψ becomes “ultralight", and the system
gains a symmetry given by

ψ → ψ′ = ψ + C, (2.68)

ζ → ζ ′ = ζ + C

∫ t

dt α, (2.69)

where C is an arbitrary constant. We summarize the findings of [13] as follows: First, the
symmetry of the action integral (2.64) under the transformation (2.68) ensures the existence
of a constant solution for ψ. This can be seen directly in Eq. (2.66). This solution, say
ψ∗, spontaneously breaks the symmetry, and dominates on superhorizon scales. Second,
the symmetry of the Lagrangian under the transformation (2.69) implies that the constant
solution ψ∗ will source the evolution of ζ on superhorizon scales. Concretely, if for simplicity
we assume that α is nearly constant, on superhorizon scales one finds:

ζ ' α

H
ψ∗∆N (2.70)

for a sufficient number of e-folds 2εα2∆N2/H2 � 1. If we conveniently identify ψ∗ as the
value of the field at horizon crossing, then ∆N corresponds to the number of e-folds after
that event. A given n-point correlation function is then given by:

〈ζn〉 '
( α
H

∆N
)n
〈ψn∗ 〉. (2.71)

In the particular case of n = 2, we obtain a relation between the power spectrum of ζ and
the power spectrum of ψ:

Pζ '
α2∆N2

H2
Pψ. (2.72)

Moreover, it is possible to show that ζ has a negligible influence on the evolution of ψ, which
behaves as a massless field before and after horizon crossing as long as µ� H. This implies
that the power spectrum for ψ is given by

Pψ =
H2
∗

4π2
, (2.73)
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where H∗ is the Hubble parameter evaluated at horizon crossing. Now the key issue to stress
about Eqs. (2.71) and (2.72) is that the statistics of the field ζ is completely determined by
the statistics of ψ. In this case, given that we are only considering a quadratic Lagrangian
without higher order self-interactions for ψ, the statistics of ψ are found to be Gaussian. Then,
the statistics inherited by ζ are also found to be Gaussian, with non-Gaussian deviations
suppressed by slow-roll parameters as usual [12] had we included the corresponding self-
interactions of ζ.

In order to give an explicit derivation of the above results, and to set the foundations for
the consequent study of non-Gaussianities, we will now proceed to treat the perturbations
quantum-mechanically.

Quantization of the theory

To start with, notice that this system consists of two canonical massless fields u and v coupled
through a quadratic interaction Hamiltonian. To see this, define the canonical fields by

u ≡
√

2εaζ, v ≡ aψ, (2.74)

and switch coordinates from physical time to conformal time via dτ = dt/a = dte−Ht. The
action integral now reads

S =
1

2

∫
d3xdτ

[(
u′ +

λ

τ
v

)2

+
2

τ 2
u2 − (∇u)2 + (v′)2 +

2

τ 2
v2 − (∇v)2 + λ

2

τ 2
uv

]
, (2.75)

where we have introduced the dimensionless coupling

λ ≡
√

2εα

H
, (2.76)

which is taken to be non-vanishing in the de Sitter limit. From Eq. (2.75), we infer that the
canonical momenta associated with u and v are, respectively, given by

Πu = u′ +
λ

τ
v, (2.77)

Πv = v′. (2.78)

These momenta satisfy the equal time commutation relations, given by

[u(x, τ),Πu(y, τ)] = iδ(3)(x− y), (2.79)
[v(x, τ),Πv(y, τ)] = iδ(3)(x− y), (2.80)

with every other commutator vanishing. From (2.77) and (2.78) we see that the Hamiltonian
of the system is given by

H=
1

2

∫
x

[
Π2
u + (∇u)2 − 2

τ 2
u2 + Π2

v + (∇v)2 − 2

τ 2
v2 − 2λ

τ
v
(

Πu +
u

τ

)]
, (2.81)
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where we have introduced the notation
∫
x

=
∫
d3x. This naturally suggests a splitting

H = H0 + Hλ where H0 corresponds to the free Hamiltonian of the system, obtained in the
limit λ = 0. As promised earlier, H0 describes a system with two decoupled massless scalar
perturbations

H0 =
1

2

∫
x

[
Π2
u + (∇u)2 − 2

τ 2
u2 + Π2

v + (∇v)2 − 2

τ 2
v2

]
, (2.82)

and on the other hand, Hλ contains the interaction term proportional to λ,

Hλ = −
∫
x

λ

τ
v
(

Πu +
u

τ

)
, (2.83)

which is quadratic on the fields.

We may now quantize the system by adopting the interacting picture framework. That
is, the quantum fields u and v are expressed as

u(x, τ) = U †(τ)uI(x, τ)U(τ), (2.84)
v(x, τ) = U †(τ)vI(x, τ)U(τ), (2.85)

where uI(x, τ) and vI(x, τ) are the interaction picture fields, which evolve as quantum fields
of the free theory. Explicitly, they are given by

uI(x, τ) =

∫
k

ûI(k, τ) e−ik·x, (2.86)

vI(x, τ) =

∫
k

v̂I(k, τ) e−ik·x, (2.87)

with
∫
k

= (2π)−3
∫
d3k, and where

ûI(k, τ) = uk(τ)a−(k) + u∗k(τ)a†−(−k), (2.88)
v̂I(k, τ) = vk(τ)a+(k) + v∗k(τ)a†+(−k). (2.89)

Here, the pairs a±(k) and a†±(k) correspond to creation and annihilation operators satisfying
the commutation relations: [

ab(k), a†c(k
′)
]

= (2π)3δ(3)(k− k′)δbc, (2.90)

with b, c ∈ {+,−}. The mode functions uk(τ) and vk(τ) are both given by

uk(τ) = vk(τ) =
1√
2k

(
1− i

kτ

)
e−ikτ , (2.91)

which corresponds to the standard expression for a massless mode on a de Sitter spacetime
with Bunch-Davies initial conditions. On the other hand, U(τ) is the propagator in the
interaction picture, which is given by

U(τ) = T exp

{
−i
∫ τ

−∞+

dτ ′HI(τ
′)

}
, (2.92)

where T stands for the time ordering symbol. In a given product of operators, T instructs
us to put operators evaluated at later times on the left and operators evaluated at earlier
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times on the right. In addition, we have∞± =∞(1∓ iε), where ε is a small positive number
introduced to select the correct interaction picture vacuum. Finally, HI in Eq. (2.92) is given
by

HI = Hλ
I = −

∫
x

λ

τ
vI

(
ΠI
u +

uI
τ

)
. (2.93)

Notice that in the previous expressions the canonical momenta ΠI
u and ΠI

v in the interaction
picture are simply given by

ΠI
u =

d

dτ
uI , ΠI

v =
d

dτ
vI . (2.94)

Computing the observable: the ζ power spectrum

The power spectrum for ζ may be obtained by computing the two-point correlation function
〈u(x, τ)u(y, τ)〉. We will perform this computation up to order λ2. Given a fluctuation ϕ,
we define its power spectrum Pϕ(k) as

〈ϕ̂(k1)ϕ̂(k2)〉 = (2π)3δ(k1 + k2)Pϕ(k). (2.95)

To proceed with the computation of Pζ , we write u(x, τ) = U †(τ)uI(x, τ)U(τ), where U(τ)
is given by Eq. (2.92), with HI as in (2.93). Up to second order in λ this quantity is given by

u(x, τ) = uI(x, τ)+ i

∫ τ

−∞
dτ ′[Hλ

I (τ ′), uI(x, τ)]−
∫ τ

−∞
dτ ′
∫ τ ′

−∞
dτ ′′[Hλ

I (τ ′′), [Hλ
I (τ ′), uI(x, τ)]]. (2.96)

The two integrals may be solved in the superhorizon limit k|τ | � 1. The first integral is
found to be given by∫ τ

−∞
dτ ′
[
Hλ
I (τ ′), ûI(k, τ)

]
= lim

kτ̄→−∞

λ

(2k)3/2τ

(
γ − 2 + ln 2− iπ

2
+ 2 ln(−kτ)− ln(−kτ̄)

)
a+(k)

+ H.c.(−k),

(2.97)

whereas the second integral reads∫ τ

−∞
dτ ′
∫ τ ′

−∞
dτ ′′

[
Hλ
I (τ ′′),

[
Hλ
I (τ ′), ûI(k, τ)

]]
= lim

kτ̄→−∞

iλ2

4(2k)3/2τ

(
− 4− π2

6
+
[
γ − 2− iπ

2

+ ln 2 + ln(−kτ̄)
]2

+ 2
[
γ − 2− iπ

2
+ ln 2

+ ln(−kτ̄)
][
γ − 2− iπ

2
+ ln 2− ln(−kτ̄)

+2 ln(−kτ)
])
a−(k) + H.c.(−k). (2.98)

These expressions, together with (2.96), allow one to compute the two-point correlation
function 〈u(x, τ)u(y, τ)〉. In momentum space, one obtains

〈0|û(k1, τ)û(k2, τ)|0〉 = (2π)3δ(k1 +k2)
1

2k3τ 2

(
1+λ2

[
A1−A2 ln(−kτ)+ln2(−kτ)

])
, (2.99)
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Figure 2.1: The two diagrams contributing to the computation of the two-point function.
The first diagram gives the standard power spectrum for ζ, whereas the second diagram
gives the correction due to the λ derivative interaction.

where A1 and A2 are numbers given by

A1 = −π
2

6
+ (3− ln 2)(1− ln 2)− γ(4− γ − 2 ln 2), (2.100)

A2 = 4− 2γ − 2 ln 2. (2.101)

Their numerical values are A1 ' −2.11 and A2 ' 1.46. Note that in putting together (2.96)-
(2.98) to compute the two-point correlation function, the divergent logarithms ln(−kτ̄) cancel
out. The computation of the two-point correlation function of Eq. (2.99) may be thought
of as the result of the diagrammatic expansion of Fig. 2.1. The zeroth order contribution
corresponds to the first diagram, whereas the contribution of order λ2 corresponds to the
second diagram, where the two external legs are mediated by a v propagator.

Now, horizon crossing happens when k|τ | ' 1. Thus, the number of e-folds after horizon
crossing is given by

∆N = − ln(−kτ). (2.102)

It may be seen that after several e-folds the contribution to the power spectrum (2.99)
quadratic in ∆N dominates, and we obtain

〈0|û(k1, τ)û(k2, τ)|0〉 = (2π)3δ(k1 + k2)
λ2

2k3τ 2
∆N2. (2.103)

For this to happen, we need λ2∆N2 & 1. The power spectrum for v may be found through
a similar computation, which gives

〈0|v̂(k1, τ)v̂(k2, τ)|0〉 = (2π)3δ(k1 + k2)
1

2k3τ 2
, (2.104)

valid up to order O(λ4). Combining these two results, we then derive the following relation
between the two power spectra

Pζ(k) =
λ2

2ε
∆N2Pψ(k), (2.105)
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where Pψ(k) is found to be given by

Pψ(k) =
H2

2k3
. (2.106)

This result is consistent with the behavior shown in Eq. (2.70) based on symmetry arguments.
It shows that the power spectrum for ζ is proportional to the power spectrum of ψ, with a
factor that grows with the number of e-folds. This does not spoil its near scale-invariance,
as ∆N runs logarithmically on k. Concretely, we may write

∆N(k) = − ln

(
e−60k

kCMB

)
= 60

(
1− 1

60
ln

(
k

kCMB

))
∼ 60×

(
k

kCMB

)−1/60

, (2.107)

where we are implying that the longest mode on the CMB kCMB spent 60 e-folds outside
the horizon. Consequently, this yields a tilt ns − 1 of −1/30 = −0.033..., which is close
to (and consistent with) what is currently reported by the Planck collaboration [19] data
ns = 0.9649± 0.0042.

Let us briefly comment on the validity of the result shown in Eq. (2.103). Our perturbative
method consisted of separating the theory between a zeroth order Hamiltonian H0 [given in
Eq. (2.82)] and an interaction Hamiltonian (given in Eq. (2.93)), proportional to λ. On the
one hand, we have argued that, in our final result for the power spectrum (2.99), we are
allowed to retain as the dominant piece the term proportional to λ2. On the other hand,
notice that our perturbative method is valid as long as λ2 � 1. These two statements are not
in contradiction: the computation admits a cumulative effect that grows with the number of
e-folds as λ2∆N2, which may be larger than 1 (after ∆N ' 60). This effect was discussed in
detail in Ref. [13], and it will play an important role in Sec. 3.2.3.

Also, the example of the derivative coupling we used here has a special property that, at
superhorizon scales, the linear equation of motion for the isocurvaton field ψ has no source
term from the curvature mode ζ. Therefore, ψ does not grow once it exits the horizon,
while ζ does. This means that, if we were to solve the coupled linear equation iteratively to
all orders, the enhancement factor from ∆N would stay at the order ∆N2. Therefore, the
requirement of the perturbation theory is only that λ� 1, and λ∆N can be greater than 1.

Last but not least, even if the two conditions λ2∆N2 & 1 and λ2 � 1 may seem to
be fine-tuned, the condition λ2 � 1 has only been adopted in order to be able to perform
analytic computations. The requirement λ2∆N2 & 1 is valid independently of the perturba-
tivity condition λ2 � 1, and can already be inferred from the symmetry arguments around
Eq. (2.72). In principle, Eq. (2.72) [or Eq. (2.105)] should be valid independently of the value
of λ.

Thus, we have described how curvature perturbations in a generic multi-field setting are
affected by isocurvature modes. We have verified that, at the linear level on the perturbations,
the theory is Gaussian and the power spectrum is nearly scale invariant. Now we have
a chance of exploring what are the consequences of the existence of isocurvature modes
regarding the generation and detectability of primordial non-Gaussianity.
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2.3 Detectability of Primordial non-Gaussianity

As the statistics of the universe we observe are nearly Gaussian, deviations from Gaussianity,
if there are any, are bound to be small. In this sense, it is natural to have a theory that
predicts a negligibly small amount of non-Gaussianity. However, if it is too small to be
measured in the foreseeable future, it is more rewarding to examine what theories may be
ruled out (or confirmed) when the next batch of data arrives in the next decade.

In this sense, and as we have mentioned before, single-field slow-roll inflation predicts that
the quantities controlling the non-linearities (or interactions) of the theory are the slow-roll
parameters ε and η, which predicts a level of non-Gaussianity which is at least two orders of
magnitude below the errorbar σ(fNL) that upcoming surveys [27, 28, 29, 32] will provide.

However, if we consider multi-field inflation, self-interactions of the isocurvature degree
of freedom are not constrained by slow-roll parameters, and therefore if the isocurvaton ψ
interacts with the curvature perturbations ζ in the sense described above, it is conceivable
that non-Gaussianities induced by the self-interactions of ψ onto its own statistics are also
transferred to the curvature perturbation ζ. Conveniently, in this section we have described
a mechanism with which this transfer can take place. In particular, equation (2.70) reveals
that, provided a sufficient number of e-folds that the modes can spend outside the horizon so
that the dominant contribution to ζ comes from ψ∗, the statistics of ζ should be completely
induced by those of ψ.

Throughout the next two chapters, we study the generation and phenomenology of this
type of non-Gaussianity, dubbed here “Tomographic non-Gaussianity”.
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Chapter 3

Tomographic non-Gaussianity: the
n-point Function Approach

Non-Gaussianity is one of the main probes in the search for signatures of new physics during
the early stages of our universe. Any deviation from Gaussianity in the primordial fluctua-
tions of the gravitational field would be a clear indicator that non-linear interactions were
present at some point during the inflationary epoch.

However, as we commented earlier, within single-field slow-roll inflation the self-interactions
of the adiabatic mode are suppressed by the slow-roll parameters, severely hindering mea-
surability of their possibly observable effects. Nonetheless, multi-field inflation does provide
mechanisms to generate larger amounts of non-Gaussianity, which could become measurable
with the next generation of CMB [32] and LSS [28, 27, 29] surveys. This, in turn, pro-
vides us with a window of opportunity to test and constrain theories that typically give rise
to multi-field inflation, such as the various realizations of String Theory. Moreover, while
current cosmic microwave background (CMB) constraints on the bispectrum are consistent
with Gaussian statistics [31, 48], it is possible that the method of three-point or higher-point
correlation functions do not constitute the most efficient parametrization of primordial NG
hidden in the data [49, 50].

Thus, as we search for a new type of non-Gaussianity, besides providing a model in which
such NG emerges, we need to use unconventional tools and observables to constrain such
signals. In this section, we will do both: we will work out a model in which the departures
from Gaussianity cannot be characterized by 3- or 4-point functions, and also provide the
object that manages to do so. As we will later see, it is a probability density function. These
developments were first reported in [15, 16].
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3.1 Correlation Functions and Deviations from Gaussian-
ity

It is useful to first overview the mathematics pertinent to the study of n-point functions,
Gaussian statistics, and non-Gaussianity. That is to say, the statistics of fields. The main
object of study throughout this Chapter will be n-point functions, denoted by

〈ζ(x1) · · · ζ(xn)〉. (3.1)

The bracket 〈·〉 denotes an expectation value, i.e., an average taken with a certain prescrip-
tion. For instance, Quantum Mechanics defines such a prescription given a state Ψ upon
which a field of operators (denoted by the same letter ζ) act,

〈ζ(x1) · · · ζ(xn)〉 = 〈Ψ| ζ(x1) · · · ζ(xn) |Ψ〉 , (3.2)

and the expectation value is equal to the inner product of the states ζ(x1) · · · ζ(xn) |Ψ〉 and
|Ψ〉. On the other hand, the usual probabilistic way to obtain n-point functions is through a
distribution P [ζ] that generates them by taking moments:

〈ζ(x1) · · · ζ(xn)〉 =

∫
D[ζ]P [ζ]ζ(x1) · · · ζ(xn), (3.3)

where functional integration is necessary as we are dealing with an observable ζ that takes
values on a continuous domain: in order to compute an average, one needs to sum (integrate)
over all possible outcomes (field configurations ζ(x)), which is equivalent to saying that
it is necessary to integrate over all possible functions with an appropriate measure. The
distribution P [ζ], which serves as a measure for the field configurations ζ(x), is called the
Probability Density Functional (PDF).

The archetypical example of such distribution is the Gaussian measure

PG[ζ] = N exp

(
−1

2

∫
x

∫
y

ζ(x)Σ−1(x,y)ζ(y)

)
(3.4)

where Σ is the covariance matrix associated to the field distribution1. In this case, all n-point
functions are completely determined by the 2-point function

〈ζ(x1)ζ(x2)〉 = Σ(x1,x2), (3.5)

because all the odd n-point functions vanish as the change ζ → −ζ leaves the measure
invariant, while the even correlations are given by

〈ζ(x1) · · · ζ(x2n)〉 =
∑

sets of pairings
{(i2α−1,i2α)}nα=1

Σ(xi1 ,xi2) · · ·Σ(xi2n−1 ,xi2n). (3.6)

This is also known as Wick’s theorem.
1The inverse is here meant with respect to the product defined by integrating along one of the arguments

of Σ, and the unit element is the Dirac delta. That is to say,
∫
z

Σ(x, z)Σ−1(z,y) =
∫
z

Σ−1(x, z)Σ(z,y) =
δ3(x− y).
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When isotropy and homogeneity are incorporated, which is the typical physical situation,
the Gaussian distribution can be further rewritten as

PG[ζ] = N exp

(
−1

2

∫
k

ζ(k)ζ(−k)

Pζ(k)

)
, (3.7)

where Pζ(k) is called the Power Spectrum of ζ, and it is related to the (inverse) of the
covariance matrix Σ by

Σ−1(x,y) ≡
∫
k

eik·(x−y)

Pζ(k)
, (3.8)

at which point we have recovered the setup that gives the leading-order predictions for the
perturbations out of inflation

〈ζ(k1)ζ(k2)〉 = (2π)3δ3(k1 + k2)Pζ(k1). (3.9)

How do we incorporate non-Gaussianity in this framework? Strictly speaking, any PDF
that is not equivalent to (3.4) defines non-Gaussian statistics. However, since we know that
the primordial statistics for the curvature perturbation are nearly Gaussian, the appropriate
approach is to look for small deformations of a Gaussian measure. We will tackle this problem
directly in Chapter 5. For the moment, we will probe for departures from Gaussianity by
computing n-point functions starting from the interaction picture of Quantum Mechanics

〈ζ(x1) · · · ζ(xn)〉 = 〈Ψ|U †ζ(x1) · · · ζ(xn)U |Ψ〉 , (3.10)

where U is the corresponding temporal evolution operator. It will turn out that the type
of NG that we will study can be fully characterized by a reduced PDF that only takes into
account the single-point statistics of the field. That is to say, the object we will reconstruct
in this chapter is a distribution ρ (ζ(x)) such that

〈ζ(x)n〉 =

∫ ∞
−∞

d (ζ(x)) ρ (ζ(x)) (ζ(x))n . (3.11)

At the end of this Chapter we will also discuss how this result may be generalized to other
(inflationary or non-inflationary) setups, along with other ways to probe for this type of
primordial non-Gaussianity.

3.2 Description of the mechanism sourcing the Perturba-
tions

In general situations we expect a self-interaction affecting the dynamics of the isocurvature
field ψ to be present. Thus, instead of the Lagrangian (2.64), we may consider the following
extension:

L(ζ, ψ) = a3
[
ε(ζ̇ − αψ)2 − ε

a2
(∇ζ)2 +

1

2
ψ̇2 − 1

2a2
(∇ψ)2 −∆V (ψ)

]
. (3.12)

47



Notice that the potential ∆V (ψ) is replacing the initial mass term of Eq. (2.64). Without
any concrete knowledge of ∆V (ψ) we would expect that it could be expanded in a power
series of the form:

∆V (ψ) ' 1

2
µ2ψ2 +

1

6
g ψ3 + · · · . (3.13)

However, such an expansion assumes that the coefficients µ2, g, etc... are such that, for
amplitudes of ψ characteristic of horizon crossing, the higher order terms of the expansion
remain suppressed. In this work we want to explore those situations where the fluctuations
ψ are such that we cannot disregard the structure of ∆V (ψ) by assuming the hierarchical
expansion of (3.13). In this sense, ∆V (ψ) is the Landscape of the perturbations.

Among the theories that give rise to multi-field inflation, it has been of interest to study se-
tups involving particles known as “axions”, because axion-like particles are a natural outcome
of string theory [51, 52, 53], and among other things, they can accommodate the observed
cosmological constant2. In this context, an axion-like particle is a scalar field with a periodic
potential. The potential that is typically considered is

V (ψ) = Λ4 [1− cos(ψ/f)] , (3.14)

where Λ is the characteristic energy scale of the interaction, and f would be the axion decay
constant. Therefore, it is natural to consider an axion-like potential

∆V (ψ) = Λ4

[
1− cos

(
ψ

f

)]
. (3.15)

To continue, notice that the potential (3.15) breaks the shift symmetry (for µ = 0) of the
Lagrangian (2.64) down to a discrete symmetry:

ψ → ψ′ = ψ + 2πnf, (3.16)

ζ → ζ ′ = ζ + 2πnf

∫ t

dt α. (3.17)

This time, ψ may acquire constant solutions that minimize the sinusoidal potential. On
superhorizon scales, any of these solutions will dominate the behavior of ψ. Just as before,
ζ will be sourced by ψ, but this time the enhancement will happen for those values of ψ
that minimize the potential. This result suggests that the statistics transferred from ψ to ζ
will continue to be operative in this new context, but in a manner that it will be enhanced
at those values in which ψ coincides with a minimum of the potential, and suppressed for
those values in which ψ coincides with a maximum. Therefore, the structure of the potential
will be necessarily inherited by the PDF of the curvature perturbation ζ, which becomes
non-Gaussian.

Presumably, the Lagrangian (3.12) is the result of perturbing a more fundamental mul-
tifield theory, with a scalar field potential of the form V = V0 + ∆V . We will be interested
in the regime Λ4/3H2M2

Pl � 1, so the potential ∆V has little to say about the background
dynamics of the full system, and inflation is driven by a piece V0. Then, the background

2See for instance [54, 55, 56, 57] for a realization of inflation with nothing but axionic directions in field
space.
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equations of motion require V0 ∼ 3H2M2
Pl. In addition, if Λ4/3M2

PlH
2 � 1 then the sym-

metry breaking is mild and, for all practical purposes, before and during horizon crossing
the field ψ will behave as an ultralight field. This means that at horizon crossing ψ will
freeze, and Eq. (2.70) will describe how ψ transfers its statistics to ζ. As times passes, the
nonlinearities due to ∆V (ψ) will start to become accentuated, and one expects a nonlinear
contribution to Eq. (2.70) coming from the nonlinear evolution of ψ that does not freeze.
To leading order in α we expect that any level of nonlinearity will be communicated to ζ
through a non-Gaussian contribution to the n-point correlation functions of the form

〈ζn〉NG ∝
( α
H

∆N
)n
〈ψn〉NG. (3.18)

The reason behind this guess is the following: First, in the absence of interactions between
the two fields (α = 0), the fluctuation ψ will acquire a non-Gaussian distribution due to
its potential ∆V (ψ) = Λ4[1 − cos(ψ/f)]. The non-Gaussian contributions to the n-point
correlation functions were computed in Ref. [58] using the in-in formalism, and are found to
be given by

〈ψ(k1, τ) · · ·ψ(kn, τ)〉c = (−1)n/2(2π)3δ(3)
(∑

j

kj

)2

3

Λ4

H4
e
− σ2

0
2f2

(
H2

2f

)n
k3

1 + · · ·+ k3
n

k3
1 · · · k3

n

∆N,

(3.19)
where σ2

0 is the variance of ψ appearing from loop resummations. In the previous expression
the subscript c indicates that we are only taking into account the diagrammatic contributions
due to the potential ∆V (ψ) that are fully connected (which is why there is a single overall
Dirac-delta function on the right-hand side of (3.19) enforcing momentum conservation).
This set of n-point correlation functions are generated during horizon crossing.

Second, going back to our current setup, let us turn on the coupling α 6= 0. Then,
because we are assuming that ∆V (ψ)/3H3M2

Pl � 1 the field ψ is essentially massless and the
linear relation (2.70) will remain valid on superhorizon scales, independent of the nonlinear
dynamics. This implies that any non-Gaussianity gained by ψ during horizon crossing will be
transferred to ζ via Eq. (3.18) after horizon crossing. As we shall see, a detailed computation
leads to

〈ζn〉NG '
1

2

( α
H

∆N
)n
〈ψn〉NG, (3.20)

where the factor 1/2 comes from the interaction structure implied by certain nested integrals
appearing in the computation of the n-point correlation functions using the in-in formalism.

The importance of Eqs. (3.19) and (3.20) is that they allow us to infer a probability
distribution function for ζ. This PDF is characterized by a class of non-Gaussianity that
cannot be fully captured with three- or four-point correlation functions, as opposed to the
case springing from the ansatz (3.13). This PDF is found to be given by (see Sec. 3.3.3 for
the derivation)

ρ(ζ) =
e
− ζ2

2σ2
ζ

√
2πσζ

[
1 + A2

∫ ∞
0

dx

x
K(x)

(
σ2
ζ

fζ(x)2
cos

(
ζ

fζ(x)

)
− ζ

fζ(x)
sin

(
ζ

fζ(x)

))]
, (3.21)

where σζ is the variance of ζ parametrizing the Gaussian part of the distribution. In the
previous expression K(x), fζ(x) and A are given functions and quantities determined by
parameters related to ∆V (ψ) that will be deduced in the next sections.
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The main characteristic of the distribution function ρ(ζ) is that, in spite of the x integral,
it inherits the structure of the potential ∆V (ψ). That is, the probability of measuring ζ
increases (decreases) if the field ψ sourcing its amplitude is at a local minimum (maximum)
of ∆V (ψ). The mechanism described here is certainly not exclusive to the potential ∆V (ψ)
given in Eq. (3.15). It should be safe to suspect that any potential ∆V (ψ) with a rich
structure (i.e., characterized by field distances ∆ψ smaller than H) will imply the existence
of some level of non-Gaussianity for ζ revealing the structure of ∆V (ψ). In fact, we will
prove this statement in Section 3.5. Thus, we see that the type of non-Gaussian departures
discussed here in principle gives us nontrivial information about the landscape, offering us
tomographic information about the shape of the multi-field potential.

Before finishing this section, let us mention that the field ψ considered here is not expected
to be a true axion as realized in QCD or string theory [59, 60] for the range of parameters
that we are interested in, but only axion-like. The reason is that large fluctuations of ψ
traversing many minima of the potential would destabilize the radial field fixing the value
of the axion decay constant f [61]. For this reason, we take the potential of Eq. (3.15) to
be representative of systems with potentials with a rich structure, as expected in the string
landscape. See Ref. [62] for a previous work that has studied the system (3.12) with an
axionlike potential (for the decoupled case α = 0) analyzing issues related to the landscape.

3.2.1 Diagrammatics of the Tomography

In order to probe for primordial NG arising from an axion-like potential, we need to compute
n-point correlation functions of ζ resulting from a sinusoidal potential (3.15)

∆V (ψ) = Λ4 [1− cos(ψ/f)] . (3.22)

To proceed, we follow the same procedure as in section 2.2.3, writing the theory (3.12) in
terms of canonical fields u and v,

S =
1

2

∫
d3xdτ

[(
u′ +

λ

τ
v

)2

+
2

τ 2
u2 − (∇u)2 + (v′)2+

2

τ 2
v2 − (∇v)2 + λ

2

τ 2
uv

− 2a4Λ4

(
1− cos

( v

af

))]
,

(3.23)

which we now have to quantize.

Splitting the theory

We may now split the Hamiltonian into three contributions as H = H0 +Hλ +HΛ, where H0

corresponds to the free Hamiltonian of the system (obtained in the limit λ = Λ = 0). Notice
that H0 describes a system with two decoupled massless scalar perturbations

H0 =
1

2

∫
x

[
Π2
u + (∇u)2 − 2

τ 2
u2 + Π2

v + (∇v)2 − 2

τ 2
v2

]
. (3.24)

50



On the other hand, Hλ contains the interaction term proportional to λ,

Hλ = −
∫
x

λ

τ
v
(

Πu +
u

τ

)
, (3.25)

and HΛ contains the self-interactions for v

HΛ =

∫
x

a4Λ4

(
1− cos

( v

af

))
. (3.26)

As before, we may quantize the system by adopting the interacting picture framework using
the definitions introduced in 2.2.3, from (2.84) until (2.91). Then U(τ), the propagator in
the interaction picture, which is given by

U(τ) = T exp

{
−i
∫ τ

−∞+

dτ ′HI(τ
′)

}
, (3.27)

where T stands for the time ordering symbol and∞± =∞(1∓ iε), with ε is a small positive
number introduced to select the correct interaction picture vacuum. Finally, HI in Eq. (3.27)
is given by

HI = Hλ
I +HΛ

I , (3.28)

where

Hλ
I = −

∫
x

λ

τ
vI

(
ΠI
u +

uI
τ

)
, (3.29)

HΛ
I =

∫
x

a4Λ4

(
1− cos

( vI
af

))
. (3.30)

In order to deal with HΛ
I , we will consider the Taylor expansion of the cosine function as:

HΛ
I (τ) = − Λ4

H4τ 4

∞∑
m=1

∫
x

(−1)m

(2m)!

(Hτ
f
vI(x, τ)

)2m

. (3.31)

This expansion gives us an infinite number of vertices to deal with. As we shall see in
Sec. 3.2.2, it will be possible to resum this expansion back into an exponential contribution,
leading to nonperturbative results in terms of the ratio H/f .

The computation of n-point correlation functions of the following sections may be orga-
nized diagrammatically. These computations involve contractions of the Hamiltonians Hλ

I

and HΛ
I and the fields uI and vI . In the present context, a contraction is the result of a com-

mutation between creation and annihilation operators introduced in Eqs. (2.88) and (2.89)
that results from their normal ordering. A commutation involving the pair a†− and a− is rep-
resented by a dashed line joining vertices (or external legs) labeled by the u fields that contain
these operators. Similarly, a commutation involving the pair a†+ and a+ is represented by a
solid line labeled by the v fields that contain these operators. If the field participating in the
commutation comes from Hλ

I , then the line joins a vertex with an empty circle. Otherwise, if
the field participating in the commutation comes from HΛ

I , then the line joins a vertex with
a solid circle. Figure 3.1 shows the various classes of diagrams appearing in the computation
of n-point correlation functions.
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Figure 3.1: The various diagrams of the theory. The empty circle denotes the two leg vertex
offered by the Hamiltonian of Eq. (3.29). The diagrams with solid circles denote the vertices
coming from the expansion (3.31).

Perturbativity conditions

In the next sections, we compute the n-point correlation functions perturbatively. Given that
we will resum the expansion in H/f appearing in (3.31), we will not impose any condition on
the size of f . On the other hand, it is worth counting with some criteria on how large λ and Λ
can be in order to have a well-behaved perturbation theory. A naive estimation (that does not
take into account renormalization) may be obtained by rewriting the Lagrangian (3.12) in a
dimensionless form, weighting spacetime variables and fields by their characteristic values. In
de Sitter, a characteristic length scale is given by H−1. Moreover, the amplitude of massless
scalar fields around horizon crossing is of order H. Thus, redefining spacetime and field
variables as

t → t̄ = tH, (3.32)
x → x̄ = xH, (3.33)

ψ → ψ̄ =
1

H
ψ, (3.34)

ζ → ζ̄ =

√
2ε

H
ζ, (3.35)
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and after writing L̄ = L/H4, the Lagrangian (3.12) becomes

L̄(ζ̄ , ψ̄) = a3

[
1

2

(
∂t̄ζ̄ − λψ̄

)2 − 1

2

(∇̄ζ̄)2

a2
+

1

2
(∂t̄ψ̄)2 − 1

2

(∇̄ψ̄)2

a2
− 1

H4
∆V (gψ̄)

]
,

where λ =
√

2εα/H is the dimensionless coupling already defined in Eq. (2.76). Here,
derivatives are with respect to the dimensionless variables, and we have further defined the
ratio g ≡ H/f . By asking that the dimensionless couplings remain small, we obtain the
following perturbativity conditions

Λ4

H4
� 1 and λ� 1, (3.36)

for the potential (3.15). Note that the first condition is stronger than Λ4/3M2
PlH

2 � 1, which
is required for the background evolution not to be affected by the dynamics of ψ. Also, recall
that we are not restricting the value of g = H/f , as the results of the next sections are
nonperturbative with respect to this parameter.

As we shall see in Sec. 3.2.2, the loop corrections due to the resummation of the sinusoidal
potential (3.31) will renormalize the bare coupling Λ. Moreover, derivative operations on the
potential will be made, giving extra factors of f to the final result. The consequence of this
is that the correct perturbative parameter will turn out to be

Λ4
ren

H2f 2
=

Λ4

H2f 2
e
− σ2

S
2f2 , (3.37)

where σ2
S is a short wavelength contribution to the variance of the field ψ (we will compute

this quantity in Sec. 3.2.3). In summary, our results will be perturbative in the couplings
Λ4

ren/(f
2H2) and λ, but nonperturbative in the parameter H/f because (3.31) will be even-

tually re-summed.

3.2.2 Computation of correlation functions

In this section, we describe how to compute the n-point correlation functions of ζ at the end
of inflation (details of this computation are shown in Appendix A). The quantity of interest
corresponds to

G̃
(n)
ζ (τ,k1, · · · ,kn) ≡ 〈ζ(k1, τ) · · · ζ(kn, τ)〉, (3.38)

which, in terms of the canonically normalized fields introduced in Sec. 3.2.1, is given by

G̃
(n)
ζ =

(
H|τ |√

2ε

)n
〈û(k1, τ) · · · û(kn, τ)〉. (3.39)

Our main goal is to obtain an expression for this function up to order Λ4. Given that
the interaction Hamiltonian (3.30) determined by the potential ∆V (ψ) does not depend
on uI , the n-point correlation functions will acquire a dependence on Λ4 only through the
mixing Hamiltonian (3.29) involving the coupling λ. This means that the fully connected
contribution to (3.39) will necessarily involve at least one factor λ per field u(xn, τ). In other

53



Figure 3.2: All the connected diagrams contributing to G̃(n) at order Λ4. The ⊗ vertex
represents the resummation of all the loop contributions coming from the expansion of the
cosine function shown in Eq. (3.31). In other words, for a given number of legs, the ⊗ vertex
contains all the relevant effects due to the cosine. Because of the combinatorial factors of
each diagram, and given that there are no external momenta running through the loops, the
resummation reduces to a constant factor given by exp(−σ2/2f 2).

words, the lowest order contribution to (3.39) represented by fully connected diagrams, will
be of order Λ4λn. The diagrammatic representation of this computation in momentum space
is shown in Fig. 3.2. The ⊗ vertex denotes the exact vertex, up to order Λ4, connecting
the n external legs participating in (3.39). Because the expansion (3.31) contains an infinite
number of vertices (with an even number of legs), the exact vertex consists of the sum of an
infinite number of diagrams involving loops that start and finish on the same vertices. Due
to overall momentum conservation, these loops do not carry external momenta.

To proceed with the computation of G̃(n)
ζ , we start by recalling that a given û(kj, τ)

entering the n-point function 〈û(k1, τ) · · · û(kn, τ)〉 of Eq. (3.39) has the form u(kj, τ) =
U †(τ)uI(kj, τ)U(τ). Let us for a moment disregard the ε prescription determining the inte-
gration limits ∞±. Then, by expanding the propagator U(τ) in this expression, we obtain

u(kj, τ) = uI(kj, τ) + i

∫ τ

−∞
dτ ′[HI(τ

′), uI(kj, τ)]

−
∫ τ

−∞
dτ ′
∫ τ ′

−∞
dτ ′′[HI(τ

′′), [HI(τ
′), uI(kj, τ)]] + · · · .

(3.40)

We only need to keep terms up to order Λ4. Then, because HΛ
I commutes with uI , but not
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with vI , the previous equation may be further reduced to

u(kj, τ) = uI(kj, τ) + i

∫ τ

−∞
dτj[H

λ
I (τj), uI(kj, τ)]

−
∫ τ

−∞
dτj

∫ τj

−∞
dτ ′[HΛ

I (τ ′), [Hλ
I (τj), uI(kj, τ)]]

+
n−1∑
p=1

ip+2

∫ τ

−∞
dτj

∫ τj

−∞
dτ ′
∫ τ ′

−∞
dτ ′1 · · ·

∫ τ ′p−1

−∞
dτ ′p

×
[
Hλ
I (τ ′p), · · ·

[
Hλ
I (τ ′1),

[
HΛ
I (τ ′),

[
Hλ
I (τj), uI(kj, τ)

]]]
· · ·
]

+ · · · ,

(3.41)

where the ellipses of the last line denote terms that will not contribute to the piece that we
want to compute. For instance, by inserting anotherHλ

I Hamiltonian (through a commutator)
between τ ′ and τj we would be computing a correction to the ζ propagator and not to the
fully connected part of order Λ4λn.

Now, Eq. (3.41) tells us that the structure of u(kj, τ) in terms of creation and annihilation
operators a± is of the following form:

u ∼ a− + λa+ + Λ4λ
∑
m

a2m−1
+ + Λ4λ2a−

∑
m

a2m−2
+

+ · · ·+ Λ4λnan−1
−

∑
m

a2m−n
+ + · · · .

(3.42)

The computation of n-point correlation functions requires us to plug this form of u back into
(3.39) and perform every possible contraction between creation and annihilation operators of
the various terms appearing in (3.42). The final result that we are pursuing is an expression
containing only terms of order Λ4λn, and thus many of the contractions correspond to loops
involving pairs of a+ operators. The diagrammatic expansion of this computation is shown
in Fig. 3.2. Since we are computing the fully connected contribution to (3.42), in every
contraction involving a+ operators, at least one of them must come from a term of order Λ4

in (3.42).

The details of this computation are shown in Appendix A. The final result is found to be
given by

G̃
(n)
ζ (τ,k1, · · · ,kn) = (−1)n/2(2π)3δ(3)

(∑
j

kj

)Λ4e
− σ2

0
2f2

3H4

(
λH2∆N

2f
√

2ε

)n
k3

1 + · · ·+ k3
n

k3
1 · · · k3

n

∆N,

(3.43)
for even n, as it vanishes for odd n because the potential is even under ψ → −ψ. Here σ0 is
the variance of ψ, defined through the relation

σ2
0 ≡ 〈ψ2〉 = H2τ 2

∫
k

uk(τ)u∗k(τ). (3.44)

The factor exp(−σ2
0/2f

2) of Eq. (3.43) appears as the consequence of the resummation shown
in Fig. 3.2. This result may be compared to that shown in Eq. (3.19) and obtained in Ref. [58].
This comparison proves the result quoted in Eq. (3.20).
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In Eq. (3.43), ∆N corresponds to the number of e-folds elapsed since a reference time τ0

around which the set of modes kl crossed the horizon (klτ0 ∼ 1)

∆N = ln
(τ0

τ

)
. (3.45)

This definition coincides with that of Eq. (2.102) in the case of the two-point function. Notice
that the shape in momentum space of the non-Gaussianity parametrized by these n-point
correlation functions is of the local type. In obtaining this result we have assumed that the
condition ∆N � 1 holds. If instead one has a relatively small ∆N , then other terms that
were neglected might need to be included back. Given that our perturbativity conditions
demand λ � 1, this is in agreement with the power spectrum shown in (2.105), valid for
λ2∆N2 & 1.

About horizon exit

Here let us make a remark on the value of ∆N . Since the ψ field in our model example is
exactly massless, ∆N should be evaluated from when modes exit the horizon until the end
of inflation. Because longer modes exit the horizon earlier, ∆N is not exactly a constant and
has a logarithmic dependence on the magnitude of relevant momenta. Here we ignore this
weak momentum dependence and approximate ∆N ∼ 60 as a constant. On the other hand,
for our purpose we do not have to regard the mass of the scalar field ψ to be exactly zero (but
still require µ� H, so our model conditions are satisfied). Such a field would have decayed
before it stays at the superhorizon for the entire 60 e-folds, as it happens in the lower mass
range case of the quasi-single-field inflation models [40, 41]. In this case, all modes of ψ will
stay for the same amount of e-folds, ∆N , after the horizon exit and before the decay, and
1 < ∆N < 60 is now exactly a constant.

Regularization: IR and UV cutoffs

Before we finish this section, let us briefly come back to Eq. (3.44). If we replace the mode
solutions uk(τ) of Eq. (2.91) back into (3.44), and define the dimensionless integration variable
q = k|τ |, we obtain

σ2
0 =

H2

4π2

∫
dq

(
q +

1

q

)
. (3.46)

Observe that σ0 is independent of time τ . However, it contains divergences coming from the
integration limits q → 0 and q → +∞. We may therefore introduce infrared and ultraviolet
cutoff scales qIR and qUV, respectively, and obtain

σ2
0 =

H2

4π2

(
1

2
(q2

UV − q2
IR) + ln(qUV/qIR)

)
. (3.47)

Notice that the variable q = k|τ | = k/aH is the physical momenta per unit of the Hubble
scale. The UV cutoff refers to a scale that is deep inside the horizon and is the scale of
new physics and the limit of low energy effective theory. This cutoff contributes to the
renormalization of the coupling Λ4 as in what happens in flat spacetime. The logarithmic IR
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divergence is due to the random walk of the massless field in the dS space. Actual observations
do not have access to all the scales, and so the IR cutoff should be set by the size of the
observable Universe. We will come back to this issue in Sec. 3.2.3, where we consider the
need of defining the variance of modes available to cosmological observers.

3.2.3 Tomographic non-Gaussianity

The expression for the n-point correlation functions given by (3.43) may be Fourier trans-
formed back into coordinate space as

G
(n)
ζ (τ,x1, · · · ) =

∫
k1

· · ·
∫
kn

e−i
∑
j kj ·xjG̃

(n)
ζ (τ,k1, · · · ). (3.48)

This expression may be used to deduce the probability distribution function of measuring an
amplitude ζ(x) at a given position x. To this end, we need to compute the moments 〈ζn〉
that are given by evaluating all the coordinates in (3.48) at a common value x

〈ζn〉c ≡ G
(n)
ζ (τ,x, · · · ,x), (3.49)

where the subscript c denotes that 〈ζn〉c comes from fully connected diagrams, hence it is pro-
portional to a Dirac-delta that conserves momentum. Due to this momentum conservation,
〈ζn〉c defined in Eq. (3.49) is independent of x. In the following subsections, we first obtain a
concrete expression for the n-point functions of Eq. (3.49) valid for long wavelength modes,
and then we proceed to derive the PDF from where these n-point functions are computed.

n-point functions for long wavelength modes

The quantity G̃(n)
ζ (τ,k1, · · · ,kn) of Eq. (3.43) only shows the leading IR contribution to the

full n-point correlation function. For the same reason, in (3.48) we cannot integrate along
the entire momentum space, and we are forced to introduce a cutoff momentum kL. This
is not a technical limitation, but all the contrary. We are interested in making predictions
of inflation valid for superhorizon perturbations (that will later on reenter the horizon after
inflation), and so we want to compute correlation functions of long wavelength ζ modes.
This is normally done by introducing window functions selecting the relevant scales for the
computation of correlation functions in coordinates space. For simplicity, here we consider a
window function with a hard cutoff kL. With this purpose in mind, we introduce the cutoff
in terms of physical momentum qphys ≡ k|τ | (per unit of H) instead of comoving momentum
k. That is, we choose a hard cutoff momentum qL and split the curvature perturbation as

ζ = ζS + ζL, (3.50)

where ζL only includes modes of wavelengths larger than some fixed value 2π/qL. Horizon
crossing happens at qphys = 1, and so we must impose

qL ≤ 1. (3.51)
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In other words ζL contains superhorizon contributions (at the end of inflation) between the
physical cutoff scales qL and qIR. Explicitly, ζL is given by

ζL(x, τ) =

∫
k<kL

ζ(k, τ)e−ik·x, (3.52)

where kL = qL/|τ |. Thus, we will compute a more restricted version of (3.49) given by

〈ζnL〉c = G
(n)
ζ,L(τ,x, · · · ,x), (3.53)

where G(n)
ζ,L(τ,x1, · · · ,xn) reads as in (3.48), but now with the momenta integrated up to kL.

Explicitly, we have

G
(n)
ζ,L(τ,x1, · · · ,xn) = (−1)n/2(2π)3 Λ4

3H4

∫
k1<kL

· · ·
∫
kn<kL

δ(3)
(∑

j

kj

)
e−i

∑
j kj ·xj

×e−
σ2

0
2f2

(
λH2

2f
√

2ε
∆N

)n
k3

1 + · · ·+ k3
n

k3
1 · · · k3

n

∆N.

(3.54)

The division of scales (3.50) forces us to split σ2
0 = 〈ψ2〉, introduced in Eq. (3.46), into short

and long wavelength contributions as σ2
0 = σ2

S + σ2
L, in such a way that σ2

S and σ2
L receive

contributions larger and smaller than kL respectively. From Eq. (3.46) we see that σ2
S and

σ2
L are given by

σ2
S =

H2

4π2

(
1

2
(q2

UV − q2
L) + ln(qUV/qL)

)
' H2

8π2
q2

UV, (3.55)

σ2
L =

H2

4π2

(
1

2
(q2
L − q2

IR) + ln(qL/qIR)

)
' H2

4π2
ln ξ, (3.56)

where we have introduced the ratio

ξ =
qL
qIR

=
kL
kIR

, (3.57)

which is a measure of the range of scales spanned by the long mode contributions ζL. The
logarithmic dependence of (3.56) suggests that σ2

L ' H2. For instance, if we take qL = 1,
then ξ corresponds to the ratio between the largest wavelength and the Hubble radius at the
end of inflation. Then ln ξ ' 60, and one obtains σ2

L ' H2. Notice, however, that, in general,
ξ parametrizes the window function selecting the scales, hence its value should be determined
by the range of momenta available to cosmological observations. In the particular case of the
CMB, this ratio is approximately given by ln ξ ∼ 8.

Next, to obtain an expression for 〈ζnL〉c, we evaluate the arguments of (3.54) at a single
coordinate value x. Because of momentum conservation, the argument of the exponential
vanishes, and we are left with the following expression

〈ζnL〉c = (−1)n/2gnA
2e
− σ2

L
2f2

[
λσ2

L

f
√

2ε
∆N

]n
, (3.58)

where
A2 ≡ ∆N

6σ2
L

Λ4
ren

H2
. (3.59)
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Here, Λ4
ren = e−σ

2
S/2f

2
Λ4 is the renormalized coupling introduced in Eq. (3.37) resulting from

the loop resummation introduced in Sec. 3.2.2. Because this resummation is always induced
by Λ, the combination Λ4

ren will be present at all orders in perturbation theory (disregarding
higher order loop corrections carrying external momenta that start appearing at order Λ8). In
the work presented in Ref. [16], which is detailed in Section 3.5, we discuss the renormalization
of ∆V (ψ) more generally, paying special attention to the running of the parameters defining
∆V (ψ) in order to make observables independent of the cutoff scales. To continue, the
coefficient gn in (3.58) is defined as

gn ≡
(2π)3

(2σ2
L/H

2)n−1
In, (3.60)

for even n and zero otherwise because G̃(n)
ζ vanishes if n is odd. Here In corresponds to the

following integral:

In ≡
∫
k1<kL

· · ·
∫
kn<kL

δ(3)
(∑

j

kj

)k3
1 + · · ·+ k3

n

k3
1 · · · k3

n

. (3.61)

Equation (3.58) is written in terms of the variance σ2
L associated with the probability distri-

bution function of ψ. It will be more useful to write 〈ζnL〉c in terms of the variance σ2
ζ instead

of σ2
L. Recall that in Sec. 2.2.3 we derived the power spectrum of ζ in terms of the power

spectrum of ψ, given in Eq. (2.105). When λ2∆N2 & 1, this result implies

σ2
ζ = σ2

L

λ2

2ε
∆N2. (3.62)

Then, by defining fζ as

fζ ≡ f
σζ
σL

= f
λ√
2ε

∆N, (3.63)

it is direct to find

〈ζnL〉c = (−1)n/2gnA
2e
−
σ2
ζ

2f2
ζ

[
σ2
ζ

fζ

]n
. (3.64)

This is the general form of the n-point correlation function that we need in order to re-
construct the tomographic PDF for ζ. It is important to emphasize here that we can also
consider the regime λ2∆N2 < 1, where one finds σ2

ζ = σ2
L/2ε. This case would give us a

slightly different expression for (3.64) but would not change the form of the reconstructed
PDF (except for the way in which some parameters appear). For simplicity, we stick to the
regime λ2∆N2 & 1.

Dependence of the n-point functions on the cutoff scales

The integral In determining the form of the factor gn [through Eq. (3.60)] is a function of
the order n and the ratio ξ introduced in Eq. (3.57). Indeed, in Appendix A.2, we show that
In can be written in terms of a single integration variable as

In(ξ) =
n

(2π2)n+1

∫ ∞
0

dx

x
G(ξ, x) [F (ξ, x)]n−1 , (3.65)
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where G(ξ, x) and F (ξ, x) are given by

G(ξ, x) = [sin(x)− x cos(x)− sin(x/ξ) + (x/ξ) cos(x/ξ)], (3.66)

F (ξ, x) = Ci(x)− sin(x)

x
− Ci(x/ξ) +

sin(x/ξ)

x/ξ
. (3.67)

Here Ci(x) is the cosine integral function. In Appendix A.2, we also show that in the formal
limit ξ →∞, the integral asymptotes to a simple function I0

n(ξ) given by

I0
n(ξ) ≡ nπ

2(2π2)n+1
(ln ξ)n−1. (3.68)

Then, given that ln ξ = 4π2σ2
L/H

2 [which can be seen from Eq. (3.56)], one obtains gn = n,
implying a very simple general expression for the n-point functions 〈ζnL〉c. However, given
that kL is at most the horizon exit scale, and that kIR is the largest scale available to present
observers, we have the bound

ln ξ ≤ 60, (3.69)

which implies that ln ξ is too small to allow us to take In as I0
n. The reason for this is that,

with ln ξ ' 60, the correction ∆In = In − I0
n is already one-tenth of I0

n for n ∼ 35. This
in turn implies that the PDF derived with I0

n starts to deviate significantly from the one
derived with In when f is smaller than σL ∼ H, which is precisely the interesting region of
parameters that we wish to explore. A proof of this statement is given in Appendix A.2.

3.3 Reconstructing the Landscape

In what follows, we devote ourselves to reconstruct the PDF out of the n-point function 〈ζnL〉c
given in Eq. (3.58). We will first do this in Sec. 3.3.2 for the case in which In is taken to be
as I0

n(ξ) shown in Eq. (3.68). Then, in Sec. 3.3.3, we will show how to obtain the PDF for
the full expression for In(ξ) shown in Eq. (3.65). Before deriving these two PDFs we describe
the general idea behind its reconstruction.

3.3.1 PDF reconstruction: general idea

Recall that we have focused our interest on the computation of the fully connected contri-
butions to the n-point correlation functions. Had we focused instead on the full n-point
correlation functions, including disconnected diagrams, we would have arrived at the more
general expression

〈ζnL〉 =

n/2∑
m=0

n!

m!(n− 2m)!2m
σ2m
ζ 〈ζn−2m

L 〉c. (3.70)

Here, the factors σ2m
ζ come from propagators connecting pairs of external lines. The com-

binatorial factor n!/m!(n− 2m)!2m consists of the total number of ways to connect the n
external legs in such a way that 2m of them are connected by propagators, and the rest are
connected to the Λ4 vertex.
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The probability distribution function ρ(ζ) that we are searching for must be such that

〈ζnL〉 =

∫
dζ ρ(ζ) ζn. (3.71)

To find ρ(ζ), it is useful to notice that the term m = n/2 in Eq. (3.70) is given by

〈ζnL〉G =
n!

(n/2)!2n/2
σnζ , (3.72)

which corresponds to the n-point correlation function of a Gaussian distribution. This means
that ρ(ζ) is given by a leading Gaussian distribution with a non-Gaussian correction propor-
tional to Λ4. Thus, to find ρ(ζ) we may try the following ansatz

ρ(ζ) = ρG(ζ) + ∆ρ(ζ), (3.73)

where

ρG(ζ) =
e
− ζ2

2σ2
ζ

√
2πσζ

, (3.74)

is the Gaussian part giving rise to the subset of n-point functions given in Eq. (3.72). The
piece ∆ρ(ζ) corresponds to the correction resulting from the nonlinear interactions propor-
tional to Λ4 (or equivalently, A2).

In what follows, we determine the form of ∆ρ(ζ) due to 〈ζnL〉c shown in Eq. (3.58). The
procedure crucially depends on knowing how 〈ζnL〉c depends on n, which requires us to deal
with In(ξ) of Eq. (3.65). To proceed, we find it useful to first show how to deduce ∆ρ(ζ) in
the case where In(ξ) is given by its asymptotic form I0

n(ξ). This will then allow us to deal
easily with the more general situation in which In(ξ) is given by the full expression given
in (3.65).

3.3.2 Asymptotic reconstruction

If we take Eq. (3.58) with In(ξ) replaced by its asymptotic form I0
n(ξ) given in Eq.(3.68),

then gn = n when n is even, and in this case we simply have

〈ζnL〉c = (−1)n/2nA2e
−
σ2
ζ

2f2
ζ

[
σ2
ζ

fζ

]n
. (3.75)

(and zero if n is odd). This equation may be used to derive the PDF ρ(ζ) determining
the probability of measuring a certain value of the curvature perturbation at an arbitrary
position. To find ∆ρ(ζ) we may try the following ansatz

∆ρ(ζ) =
e
− ζ2

2σ2
ζ

√
2πσζ

[∑
m=0

Bmζ
2m cos

(
ζ

fζ

)
+
∑
m=0

Cmζ
2m+1 sin

(
ζ

fζ

)]
, (3.76)
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Figure 3.3: An example of the PDF of Eq. (3.77) for the choice of parameters fζ/σζ = 5×10−2

and A2 = 2.5× 10−4 (solid curve). For comparison, we have plotted a Gaussian distribution
of variance σζ (dashed curve).

where we have used the fact that ρ(ζ) must be even under the change ζ → −ζ, for only the
even moments are nonvanishing. It is direct to find that B0 and C0 are the only nonvanishing
coefficients and, therefore, that the full PDF is given by [63]

ρ(ζ) =
e
− ζ2

2σ2
ζ

√
2πσζ

[
1 + A2

σ2
ζ

f 2
ζ

cos

(
ζ

fζ

)
− A2 ζ

fζ
sin

(
ζ

fζ

)]
. (3.77)

This PDF satisfies Eq. (3.70), and given that it corresponds to a small, absolutely contin-
uous deformation of a Gaussian distribution, it is unique [that is, it is the only possible
reconstruction from the moments of Eq. (3.75)].

The probability distribution function (3.77) is valid in the formal limit ξ →∞. If σL � H
we could trust this result for the case f . σL, in which case the PDF shows nontrivial
structures in the form of superimposed oscillations. However, given that σL ∼ H (because
ln ξ ≤ 60), we cannot trust the regime f . σL (see Appendix A.2), and we are forced to
consider the more general case in which In is given by its full form shown in (3.65). In
spite of this limitation, Eq. (3.77) constitutes one of our main results. It gives a simple non-
Gaussian probability distribution function for ζ in terms of various parameters related to the
landscape shape. It may be verified that the PDF is already normalized as

∫
ρ(ζ)dζ = 1.

This probability distribution function is plotted in Fig. 3.3 for specific values of fζ/σζ and
A2. Notice that the second term inside the squared parenthesis in Eq. (3.77) accounts for
the increase in probability of finding values of ζ that are sourced by those values of ψ which
minimize the cosine potential of Eq. (3.15). On the other hand, the third term, linear in
ζ may be interpreted as a contribution accounting for the diffusion of ζ (one could in fact
absorb the third term into the second term by slightly shifting fζ).
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3.3.3 Full reconstruction

We now consider the task of deriving the full PDF, valid for any value of ln ξ > 0. To proceed,
it is helpful to realize that the most important aspect about the reconstruction performed in
the previous section was the dependence of 〈ζnL〉c on n as shown in Eq. (3.75). In the general
case, if we consider the x integral of Eq. (3.65) explicitly, we see that the dependence of 〈ζnL〉c
on n is exactly the same, except that this time it happens for each value of x. Then, a simple
comparison with (3.58) shows that this time the reconstruction amounts to identifying an x
dependent decay constant

fζ(x) ≡ fζ
ln ξ

F (ξ, x)
≥ fζ , (3.78)

that satisfies fζ(0) = fζ . Hence, keeping track of all the numerical factors, we find

ρ(ζ) =
e
− ζ2

2σ2
ζ

√
2πσζ

[
1 + A2

∫ ∞
0

dx

x
Kξ(x)

(
σ2
ζ

fζ(x)2
cos

(
ζ

fζ(x)

)
− ζ

fζ(x)
sin

(
ζ

fζ(x)

))]
, (3.79)

where the kernel Kξ(x) is given by

Kξ(x) ≡ 2G(ξ, x) ln ξ

πF (ξ, x)
exp

(
−
σ2
ζ

(
f 2
ζ (x)− f 2

ζ

)
2f 2

ζ f
2
ζ (x)

)
. (3.80)

The result shown in Eq. (3.79) is our main result. It gives us the PDF for any value of the
ratio ξ = kL/kIR. In particular, we can trust this result well inside the regime fζ < σζ for
values ln ξ ' 8, which corresponds to the range of scales available to CMB observations [as
opposed to the case of the PDF of Eq. (3.77)].

An outstanding property of (3.79) is that it preserves the oscillatory structure of the
potential in a strikingly similar manner as (3.77). The main difference, is that now there
is a filtering function that accounts for the effects that arise when one considers only the
bounded region of k space which we are able to probe. The consequences of this filtering
can be appreciated by looking at Fig. 3.4 (plotted for ln ξ = 8). There we see by comparison
to Fig. 3.3 that the amplitude of the oscillations in the full PDF is suppressed, since the
value chosen for A2 in this last plot is 100 times larger than the previous one. Moreover, as
illustrated in Fig. 3.5 (also plotted for ln ξ = 8), decreasing the value of fζ from this point
does not enhance the amplitude as we might have thought while looking at Eq. (3.77) but
the opposite: the amplitude actually gets smaller, mostly because of the exponential factor
in the kernel Kξ(x).

Note that in the formal limit ln ξ →∞ the probability distribution function (3.79) becomes
independent of ξ, and we recover (3.77). This corresponds to the ideal situation whereby the
entire range of momenta is available to observers. In that case, one can directly infer the
parameters Λ4

ren and f of the landscape potential by performing statistics with observations
of primordial curvature perturbations. Otherwise, as long as observers can only have access
to a limited amount of modes, as parametrized by ln ξ, the filtering function appearing in
the kernel Kξ(x) will wash out the structure of the potential. This is simply because ln ξ
restricts the number of modes in momentum space that can add up to increase the effect of
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Figure 3.4: An example of the PDF of Eq. (3.79) for the choice of parameters fζ/σζ = 5×10−2,
A2 = 2.5 × 10−2 and ln ξ = 8 (solid curve). For comparison, we have plotted a Gaussian
distribution of variance σζ (dashed curve). Notice that A2 is 100 times larger than the value
used to plot Fig. 3.3.
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Figure 3.5: An example of the PDF of Eq. (3.79) for the choice of parameters fζ/σζ = 2×10−2,
A2 = 2.5 × 10−2 and ln ξ = 8 (solid curve). For comparison, we have plotted a Gaussian
distribution of variance σζ (dashed curve). Here A2 has the same value as that of Fig. 3.4,
but fζ/σζ is smaller.

nonlinearities due to ∆V on the PDF in coordinate space: momentum conservation through
the vertex implies that while certain modes are probing large (small) momenta limited by qL
(qIR), other momenta will probe more restricted regions in momentum space. As a result, to
extract information about ∆V one has to take into account the role of ln ξ.
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Let us make a final note on the perturbativity conditions required for the first-order
computation to hold. As is evident from (3.79), the amplitude of the NG contribution to the
PDF is proportional to A2σ2

L/f
2, which implies that one must demand

Λ4
ren∆N

H2f 2
� 1 (3.81)

as the true perturbativity condition.

3.4 Aspects of the Tomography

We have examined a regime of multifield inflation where the shape of the landscape potential
in the isocurvature direction can be probed using non-Gaussianity of primordial density
perturbations. At the level of n-point correlation functions (or polyspectra), these non-
Gaussianities take the local form, as in all multifield models [13, 42, 43, 44, 64, 65, 66, 67,
68, 69, 70, 71, 72, 73, 74, 75, 76, 77, 78, 79, 80, 81, 82, 83, 84, 85, 86] and quasi-single-field
models [6, 40, 41, 87, 88, 89, 90, 91, 92, 93, 94, 95, 96, 97, 98, 99, 100, 101, 102, 103, 104, 105,
106, 107, 108, 109, 110, 111, 112] with sufficiently light isocurvatons. However, a novel point
of this work is that the information about the shape of the potential is not manifest in the
individual n-point correlation functions, but rather in the re-summed probability distribution
function given in Eq. (3.79). This shows that local non-Gaussianity may have a rich structure
inherited by the self-interactions of isocurvature fields, together with a derivative coupling
common to multifield models.

Although the mechanism of statistical transfer examined herein is based on the derivative
coupling Lint ∝ ζ̇ψ, our results are likely to be more general. We therefore expect that other
classes of interactions between the curvature perturbation and other scalar fields scanning
the landscape lead to similar conclusions.

Also, as previously mentioned, the particular form of the potential ∆V (ψ) should not be
so crucial. While it is true that the cosine function used in this work comes with the right
properties making the loop resummations possible, more general potentials are in fact not
intractable. We will show this in detail in section 3.5. In what follows, we discuss various
relevant aspects related to our main result so far.

3.4.1 Relation to previous works

Our analysis has some similarities (but also important differences) with previous works study-
ing the implications of isocurvature fields on the production of primordial non-Gaussianity.
In quasi-single-field inflation models, the isocurvature field is assumed to be massive and to
have some interactions, such as the cubic self-interaction as in Eq. (3.13)

∆V (ψ) =
1

2
µ2ψ2 +

1

6
gψ3. (3.82)
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In these models, the mass of ψ in principle can be a free parameter and plays an important
role: it controls the extent to which the fluctuations of ψ can survive at superhorizon scales
and interact with ζ. This is because the amplitude of ψ decays after horizon crossing as

ψ ∼ e−
3
2

(1−R)∆N , (3.83)

where R is the real part of
√

1− 4µ2/9H2.

Although many results apply for general µ, the most interesting cases in the quasi-single-
field literature [6, 40, 41, 87, 88, 89, 90, 91, 92, 93, 94, 95, 96, 97, 98, 99, 100, 101, 102, 103,
104, 105, 106, 107, 108, 109, 110, 111, 112] are those with µ ∼ H. Since the potential (3.82)
is assumed to hold within a field range much larger than the amplitude of ψ, O(H), the
isocurvaton field ψ is confined within this potential and does not fluctuate outside to explore
the fuller structure of the landscape. In fact, the PDF of the density perturbation of the
quasi-single-field inflation model may be worked out in a similar fashion and it should encode
the shape of the potential, although it has much less rich structure. The main predictions
for non-Gaussianities coming from (3.82) are some nontrivial polyspectra, such as bispectra
and trispectra.

In the case studied in this work, the field ψ does not decay. Note that, classically, ψ has
a mass coming from the cosine potential of Eq. (3.15),

µ2 =
Λ4

f 2
, (3.84)

and this quantity may be even larger than H2. But given that the potential barriers are small
(∆V 1/4 ∼ Λ� H at tree level) the ψ fluctuations will still be able to traverse vigorously the
barriers of the potential and explore the potential landscape. In other words, the ψ field is
effectively massless at the leading order. In this case, the classical mass term is only part of
the rich structure in the small perturbation ∆V and appears as the first term in the series
expansion of ∆V . Therefore, this series expansion needs to be re-summed in the final result.
In the case of the cosine potential studied here, these aspects are summarized in the fact that
all the vertices depend on just two parameters (Λ4 and 1/f), and so every vertex contributes
decisively in the computation of the n-point correlation functions.

3.4.2 After inflation

So far we have established how a scalar field ψ with a non-Gaussian distribution function can
transfer its statistics to the curvature perturbation ζ during inflation. The mechanism by
which the statistics is transferred is cumulative: ψ transfers its statistics (both Gaussian and
non-Gaussian) to ζ as long as λ 6= 0, and the non-Gaussianity of ζ becomes more accentuated
as time passes. After a long enough period, the statistics of ζ (which in the absence of the λ
coupling would be nearly Gaussian) becomes completely dominated by that of the curvature
perturbation ψ.

Three main things could happen after such a period that bring this mechanism to an
end: (1) As mentioned, if ψ is not exactly massless, after some e-folds at superhorizon it will
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naturally decay, as in quasi-single-field inflation models. (2) The potential ∆V (ψ) changes
drastically. In more realistic scenarios we would expect that the potential ∆V (ψ) depends
explicitly on time due to its dependence on the background. Before the end of inflation
∆V (ψ) could introduce a new scale that makes ψ a very massive field within the relevant
amplitude range σL ' H. In that case, the amplitude of ψ would quickly decay (due to the
kinematics of a massive field in an expanding Universe) and ψ would not be able to source ζ
any more. (3) The third possibility is that λ effectively vanishes before the end of inflation
[before even ∆V (ψ) changes]. Here, even though the amplitude of ψ has not decayed, the
sourcing offered by ψ ends.

In all of the previous cases, the non-Gaussian statistics of ζ persist, simply because on
superhorizon scales ζ remains constant (after ψ has done its job of sourcing its statistics).
In other words, the statistics transferred by ψ while λ 6= 0 and ψ 6= 0 serves as the initial
condition for a posterior phase where λ = 0 and/or ψ = 0. Thus, because the statistical
transfer is cumulative, the new phase with λ = 0 and/or ψ = 0 would not imply that the
non-Gaussian statistics of ζ is erased. All the contrary, if λ = 0 or ψ becomes massive, then
ζ would kinematically decouple from ψ and would continue to evolve independently, with a
frozen amplitude, preserving its non-Gaussian statistics. Of course, the statistics of ζ would
then survive reheating until horizon entry, fixing the initial conditions for perturbations in
the hot Big-Bang era.

3.4.3 Bispectrum constraints on the PDF

We can constrain the level of non-Gaussianity in the probability distribution function (3.79)
by looking into current bounds on the trispectrum [68, 113, 114, 115, 116, 117] set by Planck,
as this model has an identically vanishing bispectrum [see Eq. (3.43)], and consequently, we
cannot use it to constrain the resulting PDF.

Specifically, Planck is able to constrain the parameter glocal
NL that appears in the following

relation involving the four-point function for ζ, and its power spectrum:

〈ζk1ζk2ζk3ζk4〉 ≡ (2π)3δ(3)
(∑

ki

) 54

25
glocal

NL [Pζ(k1)Pζ(k2)Pζ(k3) + 3 perm.] . (3.85)

This expression may be compared with our general expression (3.43) for the specific case
n = 4, which is given by

〈ζk1ζk2ζk3ζk4〉 = (2π)3δ(3)
(∑

j

kj

) Λ4

3H4
e
− σ2

0
2f2

(
λH2∆N

2f
√

2ε

)4 [
1

k3
1k

3
2k

3
3

+ 3 perm.
]

∆N. (3.86)

To compare both expressions, it is necessary to recall, from the discussion around Eq. (2.72),
that the power spectrum for ζ is given by

Pζ(k) =
λ2H2∆N2

4εk3
. (3.87)

Then, it follows that glocal
NL is given by

gNL =
25

54

A2(2ε)

λ2∆N2

σ2
L

f 4
e
− σ2

L
2f2 . (3.88)

67



���� ��� � ��

�����

����

���

�

��

�ζ/σζ

�
�
σ
ζ�
/
� ζ�

Figure 3.6: The allowed values for the parameters A2 and fζ/σζ deduced from current con-
straints by Planck on the trispectrum (at 95% C.L.). The allowed region (in orange) is located
bellow the solid curve. Notice that the combination A2σ2

ζ/f
2
ζ corresponds to the coefficient

in front of the cosine function in Eq. (3.79) at x = 0.

We can turn this expression into a more useful result by recalling, from Eqs. (3.62) and (3.63),
that σ2

ζ = σ2
Lλ

2∆N2/2ε and fζ/σζ = f/σL. We obtain

gNL =
25

54
A2
σ2
ζ

f 4
ζ

e
−
σ2
ζ

2f2
ζ . (3.89)

With the help of Eq. (3.56) we see that σ2
ζ is related to the power spectrum through

σ2
ζ =

Pζ(k)k3

2π2
ln ξ, (3.90)

(recall that ξ = qL/qIR). Planck observations on 2015 [38] constrained the amplitude of the
power spectrum as Pζ(k)k3/2π2 = (2.196 ± 0.079) × 10−9. Then, by setting ln ξ = 8, the
range of scales corresponding to the CMB, we may write σ2

ζ ' 1.3×10−7. Then gNL becomes

gNL ' 3.5× 106A2
σ4
ζ

f 4
ζ

e
−
σ2
ζ

2f2
ζ . (3.91)

Furthermore, current constraints on the primordial trispectrum by Planck on 2015 [48] imply
gNL = (−9.0 ± 15.4) × 104 at 95% C.L. It then follows that A2 and the ratio f 2

ζ /σ
2
ζ must

satisfy the following restriction:

A2
σ4
ζ

f 4
ζ

e
−
σ2
ζ

2f2
ζ < 2.1× 10−3. (3.92)

Figure 3.6 shows the allowed values for the parameter space spanned by A2 and fζ/σζ . It
may be seen that A2 becomes less constrained for both, large and small values of fζ/σζ .
It is interesting to note that the values used to plot both Fig. 3.4 (fζ/σζ = 5 × 10−2 and
A2σ2

ζ/f
2
ζ = 10) and Fig. 3.5 (fζ/σζ = 2 × 10−2 and A2σ2

ζ/f
2
ζ = 62.5) are well within the

allowed region. However, it is hard to conceive that peaks in the non-Gaussian PDF larger
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than those shown in Fig. 3.4 are not excluded. This means that even strong constraints on
the four-point function would not compete with other methods aiming to constrain the shape
of the probability distribution function, such as the ones we will develop in Chapter 5 with
the help of the next section’s general results.

3.5 The general stage for Tomographic non-Gaussianity

The purpose of this section is to extend the previous derivation to an arbitrary analytic
potential ∆V , setting the foundations to show how it is possible to reconstruct its shape
with current and/or future cosmological data. Starting from the same Lagrangian as before,
describing ζ and ψ (MPl = 1):

L = a3
[
ε(ζ̇ − αψ)2 − ε

a2
(∇ζ)2 +

1

2
ψ̇2 − 1

2a2
(∇ψ)2 −∆V (ψ)

]
, (3.93)

it is possible to compute the n-point correlation functions induced by a generic ∆V , written
in terms of its Taylor expansion as

∆V (ψ) =
∑
m

cm
m!
ψm. (3.94)

This expansion gives us an infinite number of m legged vertices, each one of order cm. Using
the in-in formalism, the computation of 〈ζnk1...kn

〉c requires us to consider the sum of each
Feynman diagram proportional to cn+2m with m ≥ 0. In any such diagram, n legs become
ζ external legs (due to the α coupling), whereas 2m legs become m loops. Finally, 〈ζnk1...kn

〉c
is the result of summing all of these diagrams after taking into account the appropriate
combinatorial factors.

Following the computation that led to the n-point functions stemming from the sinusoidal
potential, one sees that the only modification is in the coefficients of the Taylor expansion of
HI , which are time-independent, therefore only modifying the number emerging from (A.9).
Thus, the correlations are also of the local type and given by

〈ζnk1...kn
〉c = (2π)3 hn δ

(3)
( n∑
i=1

ki

)k3
1 + · · ·+ k3

n

k3
1 · · · k3

n

, (3.95)

where the subscript c informs us that we are only keeping fully connected contributions (in
the language of perturbation theory). The set of amplitudes {hn}n is given by

hn = −
(
αH∆N

2

)n
∆N

3H4

∞∑
m=0

cn+2m

m!

(
σ2

0

2

)m
, (3.96)

where we have now made explicit the sum that generalizes (A.9). Let us remind the reader
that the variance σ2

0 is time independent [58], allowing to separate the sum and factor it
out of the temporal integrals, which are consequently the same as in the sinusoidal potential
scenario.
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To deduce expressions that allow to reconstruct ∆V , it is useful to perform the sum in
Eq. (3.96), obtaining

∞∑
m=0

cn+2m

m!

(
σ2

0

2

)m
= e

σ2
0
2
∂2
ψ
∂n

∂ψn
∆V

∣∣∣∣
ψ=0

. (3.97)

As before, notice that σ2
0 is formally infinite, and hence, the infrared (IR) and ultraviolet

(UV) physical momentum cutoffs are necessary. We remind the reader that the UV cutoff
qUV corresponds to a wavelength well inside the horizon (qUV � H), whereas the IR cutoff
qIR corresponds to the wavelength of the largest observable mode. In addition to these scales,
it is convenient to introduce an arbitrary intermediate momentum qL that splits σ2

0 into two
contributions: σ2

0 = σ2
S + σ2

L, from short and long modes, respectively. This splitting allows
us to define a renormalized potential

∆Vren(ψ) ≡ exp

(
σ2
S

2

∂2

∂ψ2

)
∆V (ψ), (3.98)

which coincides with our previous notion of renormalization in the case of the sinusoidal
potential:

exp

(
σ2
S

2

∂2

∂ψ2

)
Λ4 cos(ψ/f) = exp

(
− σ2

S

2f 2

)
Λ4 cos(ψ/f) = Λ4

ren cos(ψ/f) . (3.99)

In this way, observables can only depend on ∆Vren, which is independent of qUV.

According to Eq. (3.97), this renormalization procedure simply corresponds to defining

∆Vren(ψ) =
∞∑
m=0

1

m!
cren
m ψm, (3.100)

where the coefficients cren
m are related to the bare couplings cm as

∞∑
m=0

cn+2m

m!

(
σ2

0

2

)m
=

∞∑
m=0

crenn+2m

m!

(
σ2
L

2

)m
. (3.101)

This result allows us to identify ∆Vren as the potential obtained by integrating out the high
energy momenta beyond the scale qL, just as in the Wilsonian approach of QFT. Now, it is
crucial to notice that the n-point function of Eq. (3.95) is an observable, and so it cannot
depend on qL. This implies that hn is independent of σL. For this to be possible, the
coefficients cren

m defining ∆Vren must run in such a way so that the entire expression (3.96)
remains independent of σL. Equation (3.101) reveals how the coefficients cren

m run as more
(or fewer) modes participate in σ2

L (again, in agreement with the Wilsonian picture).

To continue, using the Weierstrass transformation, the right hand side of Eq. (3.97) can
be rewritten as

exp

(
σ2
L

2

∂2

∂ψ2

)
∂n

∂ψn
∆Vren

∣∣∣∣
ψ=0

=

∫
dψ

e
− ψ2

2σ2
L√

2πσL

∂n

∂ψn
∆Vren. (3.102)
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Then, by performing several partial integrations, we finally obtain the following expression
for hn:

hn =
1

n

(
αH∆N

2σL

)n
∆N

3H4

∫
dψ

e
− ψ2

2σ2
L√

2πσL
Hen (ψ/σL)

(
σ2
L

∂2

∂ψ2
− ψ ∂

∂ψ

)
∆Vren(ψ), (3.103)

where Hen(x) ≡ exp(−1
2
d2

dx2 )xn is the nth “probabilist’s” Hermite polynomial. In the partic-
ular case where ∆V (ψ) = Λ4 [1− cos(ψ/f)], Eq. (3.103) allows us to recover the expression
for 〈ζnk1...kn

〉c obtained for the sinusoidal potential.

We now compute the n-th moment 〈ζn〉 for a particular position x. Because of momentum
conservation, the specific value of x is irrelevant. In practice, we only have observational
access to a finite range of scales, implying that the computation of 〈ζn〉 must consider a
window function selecting that range. As before, we use a window function with a hard
cutoff, and write

ζL =
1

(2π)3

∫
k<kL

d3k ζk e
−ik·x. (3.104)

Notice that we have chosen to cut the integral with the same cutoff kL = a qL introduced to
split σ2

0 = σ2
S + σ2

L. Up until now, qL was an arbitrary scale introduced to select the scales
integrated out to obtain ∆Vren. However, we can now choose qL to coincide with the physical
cutoff momentum setting the range of modes contributing to the computation of 〈ζnL〉. Given
that we are interested in a q−1

L larger than the horizon, we can write

σ2
L = (H2/4π2) ln ξ, (3.105)

where ξ ≡ kL/kIR. Following our previous results, the nth moment of ζL is given by

〈ζnL〉c = (2π)3 hn In(ξ), (3.106)

In(ξ) =
n

(2π2)n+1

∫ ∞
0

dx

x
Gξ(x) [Fξ(x)]n−1 , (3.107)

where, importantly, the function Fξ(x) satisfies Fξ(0) = ln ξ, and Fξ(x) ≤ ln ξ. As before, we
look for a PDF ρ(ζ) such that

〈ζnL〉 =

∫
dζ ρ(ζ)ζn, (3.108)

where 〈ζnL〉 is the full nth moment, including disconnected contributions. To derive ρ(ζ) we
just need to focus on the n dependence of 〈ζn〉c. According to Eq. (3.106), this dependence
has the form XnHen(Y ), where X and Y are given quantities. The presence of the integrals
does not alter this argument, as they can be factored out.

This alone allows us to infer the PDF for ζ, which is found to be given by

ρ(ζ) =
1√

2πσζ
e
− ζ2

2σ2
ζ [1 + ∆(ζ)] , (3.109)

∆(ζ) ≡
∫ ∞

0

dx

x
K(x)

∫ ∞
−∞
dζ̄

exp
[
−(ζ̄−ζ(x))

2

2σ2
ζ (x)

]
√

2πσζ(x)

∆N

3H4

(
σ2
ζ

∂2

∂ζ̄2
− ζ̄ ∂

∂ζ̄

)
∆Vren

(
ψζ̄
)
.(3.110)
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Figure 3.7: The PDF (violet) resulting from a potential ∆V (ψ) ∝
[2− cos(ψ/f1)− cos(ψ/f2)], with f1 = 0.1σL and f2 = 0.02σL (light green). Both
contributions have the same amplitude; however, f2 contributes less than f1. A Gaussian
PDF is plotted for comparison (red, dashed). To plot the figure we used the relation
ψζ/σL = ζ/σζ .

In the previous expression, ∆(ζ) parametrizes the NG deviation. To write it, we defined the
following quantities:

ζ(x) ≡ [Fξ(x)/ ln ξ]ζ, (3.111)
σ2
ζ (x) ≡ σ2

ζ (1− [Fξ(x)/ ln ξ]2), (3.112)
K(x) ≡ 4πGξ(x)/Fξ(x), (3.113)
ψζ ≡ (α∆N/H)−1ζ. (3.114)

These definitions satisfy |ζ(x)| ≤ |ζ| and 0 ≤ σ2
ζ (x) ≤ σ2

ζ . The latter ensures that the PDF
is well-behaved and together with the former define the filtering effects that the observables
emanating from the potential acquire.

Equation (3.109) gives us the PDF of ζ at the end of inflation. By direct inspection, it
is possible to verify that the perturbativity condition on the potential is ∆Vren/H

4 � 1,
and that the next to leading order term is of order O(∆2) (see Ref. [15]). The presence
of the derivative operator acting on ∆Vren implies that the probability of measuring ζ at
a given amplitude increases at those corresponding values ψζ that minimize the potential.
In addition, the x dependence of ζ(x) and σ2

ζ (x) has the effect of filtering the structure;
sharper structures contribute less to the PDF. To illustrate this, Figure 3.7 shows the PDF
obtained for a potential ∆Vren(ψ) ∝ [2− cos(ψ/f1)− cos(ψ/f2)]. In this example there are
two sinusoidal contributions with field scales f1 = 0.1σL and f2 = 0.02σL. Both contributions
have the same amplitude, however, the NG deformation implied by f2 is smaller than that of
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f1, indicating that sharper features get suppressed as the window of observation gets smaller.

With this, we have enough tools to constrain and attempt to reconstruct ∆V from obser-
vations. The (non-Gaussian) PDF (3.109) is completely characterized by its fully connected
moments (3.106), which aside from numerical factors, is the Hermite polynomial expansion
of (

σ2
L

∂2

∂ψ2
− ψ ∂

∂ψ

)
∆Vren(ψ). (3.115)

If the potential does not grow too fast as ψ → ±∞ (concretely, if ∆V is within the function
space L2 with a Gaussian kernel in the inner product), this expansion is unique and thus
the coefficients hn completely determine the function ∆V . This means that there is a one-
to-one correspondence between the PDF (3.109) and the underlying landscape potential,
and therefore a reconstruction of the primordial curvature perturbations’ PDF is also a
reconstruction of the inflationary landscape.

We will later use this important result to constrain the primordial isocurvature potential
∆V using CMB observations in Chapter 5.
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Chapter 4

The Landscape of Tomographic
non-Gaussianity

With what we have done so far, we have fully characterized the departures from Gaussianity
expected in multi-field inflationary models with turning trajectory, or any model of the
primordial universe that can be expressed in terms of an EFT with an equivalent Lagrangian,
to first order in the source for the nonlinearities of the isocurvature mode. However, although
instructive, the method of computing n-point functions may be somewhat obscure at times.
As it is possible to derive the same results in a conceptually clearer manner, we will now
do so. We will accomplish that by computing the evolution of the quantum field operator
directly, without making references to expectation values.

We will also explore links with the stochastic formulation of inflation that can be readily
established from the relations we will obtain for the quantum field operator. Furthermore,
we will explore higher-order corrections by pushing the approximations we have been mak-
ing thus far a bit further. Finally, we will generalize the Landscape Tomography to other
backgrounds and more general self-interactions, deriving general formulas that can be used
to gain information on the past dynamics of the fluctuations from the final time slice n-point
functions.

4.1 Evolving the Quantum Field

The generation of tomographic non-Gaussianity may be traced back to the self interactions
of an isocurvature field ψ, and these self-interactions are then transferred to the curvature
perturbations thanks to a bilinear interaction coupling both fields [see Eq. (3.12)]. To ap-
preciate how self-interactions give rise to this form of non-Gaussianity at the level of field
operators, we may start by recalling that in the Interaction picture, the evolution of the field
ψ(x, τ) is given by

ψ(x, τ) = U(t, t0)ψI(x, τ)U †(t, t0). (4.1)
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At first order in time-dependent perturbation theory, the evolution of the field is given by

ψ(x, τ) = ψI(x, τ) + i

∫ τ

dτ ′[HI(τ
′), ψI(x, τ)]. (4.2)

where the subscript I informs us that the corresponding operator is of the interaction picture
and evolves as a free field. If, for simplicity, we take de Sitter spacetime as a background,
the interaction picture Hamiltonian reads

HI(τ) =

∫
x

a4(τ)∆V (ψI(x, τ)) (4.3)

with a(τ) = −1/Hτ . With this, we may work on our previous equation to obtain

ψ(x, τ) = ψI(x, τ) + i

∫ τ

dτ ′
∫
x

a4(τ ′)[ψI(x
′, τ ′), ψI(x, τ)]

∂∆V

∂ψ
(ψI(x

′, τ ′)). (4.4)

With the help of canonical commutation relations for the appropriate field v ≡ aψ [13, 15],
which we introduced earlier, the commutator [ψI(x

′, τ ′), ψI(x, τ)] is just a number and we
can carry out the integral over τ ′ explicitly provided that:

1. The quantum field ψI(x′, τ ′) in the argument of ∂∆V/∂ψ may be treated as a constant
over the integration time τ ′.

2. The range of modes under consideration involves super-horizon modes only |kτ ′| . 1.

In fact, if the range of modes satisfies |kτ ′| � 1 for all k, then the first condition is implied
by the second.

Let us give some comments about these conditions: The first point seems natural in the
sense that the statistics of ψI do not evolve over time: it may be seen as a Gaussian random
field with a definite covariance. The second point, although appealing, is both physically and
mathematically suspect, since in principle the interaction picture Hamiltonian involves every
mode (i.e. every momentum scale). Nonetheless, from an EFT perspective this is perfectly
acceptable, as long as the potential ∆V is responsible for describing the physics at those
scales. Moreover, this is the appropriate course of action when studying CMB or LSS modes
that spent a large number of e-folds outside the horizon, because they do satisfy |kτ ′| � 1
through most of their history (practically for every time after horizon crossing this condition
is fulfilled).

Using these considerations, one obtains

[ψI(x
′, τ ′), ψI(x, τ)] = (H2ττ ′)

∫
k

eik·(x
′−x)D(τ ′, τ, k) ≈ iH2

3
(τ 3 − τ ′3)

∫
k

eik·(x
′−x), (4.5)

where D(τ ′, τ, k) ≡ vk(τ
′)v∗k(τ)− v∗k(τ ′)vk(τ), and by the means of assumption 1.,

ψ(x, τ) = ψI(x, τ)− ∆N

3H2

∫
x′

∫
k

eik·(x
′−x)∂∆V

∂ψ
(ψI(x

′, τ)) (4.6)

where
∆N = −

∫ τ dτ ′

τ ′
≈
∫ τ

dτ ′
τ 3 − τ ′3
τ ′4

(4.7)
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is the number of e-folds spent outside the horizon by the range of modes of consideration,
which we take to satisfy ∆N � 1. While the former may seem to be a heavy restriction, if we
consider that the currently observable range of scales in the CMB satisfies ln(kS/kL) ' 8 [19]
and ∆N ∼ 60, we see that approximating ∆N to a single value for all modes in the considered
range is justified.

Note that the operator
∫
x′

∫
k
eik·(x

′−x)(·) projects the function ∆V onto the modes under
consideration for the field ψ(x), thus solving the concern one might have had about a product
of field operators generating contributions with larger wavenumbers than those allowed in
the effective description. That is to say, the integral over wavenumbers k has implicit cutoffs∫

k

(·) =
1

(2π)3

∫
dΩ

∫ kψS

kψL

dkk2(·), (4.8)

that prevent us from directly replacing the projecting operator for a Dirac delta. Schemati-
cally, however, if we remember that the function ∂∆V

∂ψ
only contributes to the range of modes

prescribed by the theory, we may write

ψ(x, τ) = ψI(x, τ)− ∆N

3H2

∂∆̃V

∂ψ
(ψI(x, τ)), (4.9)

where the tilde “˜ ” is there to remind us of the presence of the projection operator. This
is exactly what generates the filtering in the position-space n-point functions obtained in the
previous chapter.

The curvature perturbation ζ(x, τ) may be obtained in a completely analogous manner,
only that we now have to consider an extra commutator to account for the quadratic mixing
term (3.12):

ζ(x, τ) = ζI(x, τ)+i

∫ τ

dτ ′[Hα
I (τ ′), ζI(x, τ)]−

∫ τ

dτ ′
∫ τ ′

dτ ′′[HV
I (τ ′′), [Hα

I (τ ′), ζI(x, τ)]]+· · · ,
(4.10)

where HV
I is the term of the interaction picture hamiltonian that contains the ψ self-

interactions and Hα
I contains terms associated to the quadratic mixing. The ellipsis · · ·

stand for higher order terms.

It is of crucial importance to obtain the correct result to notice that the commutators in the
last term of (4.10) only give a nonzero result when the pieces of the interaction Hamiltonian
are written in that order. This, alongside the time ordering, yields an additional 1/2 factor
for the statistical transfer of the nonlinear perturbation ∆V . After a calculation analogous
to the one that led us to (4.6), with the same working assumptions, one obtains

ζ(x, τ) = ζI(x, τ) +
α

H
∆N

(
ψI(x, τ)− 1

2

∆N

3H2

∫
x′

∫
k

eik·(x
′−x)∆V ′ (ψI(x

′, τ))

)
, (4.11)

or schematically,

ζ(x, τ) = ζI(x, τ) +
α

H
∆N

(
ψI(x, τ)− 1

2

∆N

3H2
∆̃V

′
(ψI(x

′, τ))

)
, (4.12)
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Figure 4.1: The temporal evolution of the 1-point PDF of the curvature perturbation ζ,
sourced by ψ, here represented schematically along the isocurvature direction, orthogonal to
the inflationary trajectory.

Equation (4.11) can accommodate a variety of regimes for the parameter α∆N/H. How-
ever, we choose to work in a situation wherein the linear transfer from ψ to ζ dominates.
Even though this last equation is a perturbative result, ζ = α∆N

H
ψ + ζ0 is an exact solution

of the equations of motion on superhorizon scales [13]. This allows us to neglect the first
term, as the ∆N factor can grow enough that αδN

H
ψI becomes large in comparison with ζI ,

and therefore we consider

ζ(x, τ) =
α

H
∆N

(
ψI(x, τ)− 1

2

∆N

3H2
∆̃V

′
(ψI(x

′, τ))

)
, (4.13)

which we can write as

ζ(x, τ) = ζG(x, τ)− ∆N

6H2
∆̃V

′
(
HζG(x′, τ)

α∆N

)
, (4.14)

where we have defined the effective induced field ζG = α∆N
H
ψI , which has Gaussian statistics

and we therefore denoted it by ζG. In absence of the potential ∆V , this reproduces the
Power Spectrum derived in Chapter 2, and in its presence the n-point functions we obtained
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Figure 4.2: Figure 4.1 as would be seen from different angles.

in Chapter 3. We have thus fulfilled our purpose of writing Tomographic NG in terms of
equations for the field configurations.

Pictorially, we may describe the evolution of the quantum field ζ with Figure 4.1. In
the picture, the black dot describes the trajectory the inflaton φa0 follows in the multi-field
target space. We have included the "turning" of the trajectory graphically to reflect the
change in the tangent vector T a as felt by the inflaton while traveling on the curved target-
space metric. Figure 4.2 shows the same picture but from different angles. In these figures,
we plot the qualitative evolution of the (single-point) PDF of the curvature perturbation
ζ, displayed along the axis of the isocurvature mode so as to simultaneously describe its
temporal evolution and the influence the potential of the isocurvature mode has on it. We
see that “ripples” start to form in the central region of the Gaussian distribution as the
inflaton enters a narrow “valley” of the potential, increasing the probability at field values of
zeta when the corresponding value of ψ = ψζ = Hζ

α∆N
is at a minimum of the potential and

decreasing it when ψζ is at a maximum of the potential.

Recapitulating, the physical situation is the following: once a given set of modes (wave-
lengths) of the adiabatic mode ζ cross the Hubble radius and stop being able to interact with
themselves directly, the only mechanism available to modify their amplitude is them being
sourced by an extra field ψ, an isocurvature perturbation, which indeed does happen because
of the bilinear coupling induced by the turning of the trajectory. Moreover, as the correspond-
ing modes of the isocurvature field have already crossed the horizon, the only way in which
their self-interactions can affect them is by modifying their local value, and to first order in
perturbation theory, they do so by shifting the value of the field (see equations (4.6), (4.9))
in the direction implied by the “force” in the equation of motion, −∂∆V/∂ψ, pushing the
probability distribution of the free field ψI towards the minima of the potential ∆V . There-
fore, as ζ is sourced by ψ, it also gets its probability distribution shifted towards the minima
of the potential induced by the linear transfer ζ = α∆Nψ

H
. This happens as long and for as

long as the potential is active while the modes affected by it are at super-horizon scales.

In summary, with this study we have provided theoretical motivations for searching pri-
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mordial non-Gaussianity in a general local setting:

ζ(x) = ζG(x) + F̃ (ζG(x)), (4.15)

where F̃ is defined by

F̃ (ζG(x)) =

∫
x′

∫
k

eik·(x
′−x)F (ζG(x′)) . (4.16)

We will come back to this in Chapter 5, where we will study the signatures that this kind of
NG implies, with special focus on the prospects for upcoming cosmological surveys.

For the remainder of this chapter, we set our attention specifcally on the nonlinearities
affecting the isocurvature mode, and we will keep the transfer mechanism to first order, citing
the explicit expression for ζ only if the relationship with ψ is different than (4.13).

4.2 Links with Stochastic Inflation

Although we have made our derivations quantum-mechanical perspective, similar results
to (4.9) can be obtained within other frameworks. For instance, stochastic inflation [118,
119, 120], where the equation of motion for the coarse-grained (averaged over local patches
of the universe) inflaton is subject to a source of stochastic noise. In a multi-field context,
this is usually written as a Langevin equation

dφa

dt
= −γ

ab

3H

∂V

∂φb
+ Ξa, (4.17)

where Ξa is a stochastic noise. The physical picture here is that the stochastic equation of
motion attempts to capture the evolution of the long-wavelength modes, and the stochastic
noise Ξa appears because of short-wavelength modes exiting the Hubble radius and entering
the effective description for long-wavelength modes, which feel a potential V (φI).

This can be connected to (2.52) in the following manner: if we consider super-horizon
modes only, then by inspecting the mode functions uk(τ) for a massless scalar in a de Sitter
space one finds that the temporal derivatives are suppressed by a factor of |kτ |, thus allowing
to neglect the derivative acting on δ̇φa, i.e., for the fluctuating piece. On the same grounds,
the laplacian 1

a2∇2φa can also be neglected. Finally, on the other end of the fluctuations, the
contribution of the short modes of the fields is included with an extra stochastic term Ξa.
As for the “background” inflationary trajectory (without spatial dependence), in the simplest
slow-roll approximation it is typical to neglect the whole temporal derivative D/dt acting on
φ̇a, implicitly assuming that the turning rate of the trajectory is also small1. This gives the
stochastic equation of motion (4.17).

Let us now make a concrete connection to the setup we have been studying. In the two-
field example presented in [13, 16] for an inflationary turning trajectory, two fields φ1 = X

1As we discussed earlier, for slow-roll inflation to happen it is only required that ηφ is small, and thus one
should only neglect the contribution that is parallel to the inflationary trajectory.
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and φ2 = Y sit on a 2-dimensional hyperbolic manifold, with target-space metric

γab =

(
e2Y/R0 0

0 1

)
. (4.18)

Here a solution to the background equations of motion has X = X (t), while Y = Y0 is
preserved constant. Although this may seem like a straight line, the turning emerges because
the variation of the tangent vector must be taken with the covariant derivative D/dt, which
emphasizes and enforces that the turning must be regarded as a turn with respect to the
metric of the field space. Making the identification ψ = Y − Y0 as the fluctuating piece, the
resulting equation of motion now reads2

ψ̇ = − 1

3H

∂V

∂Y (Y0 + ψ) + Ξa, (4.19)

and by means of the identification V (Y0 + ψ)→ ∆V (ψ), one obtains

ψ̇ = − 1

3H

∂∆V

∂ψ
+ Ξa, (4.20)

where the potential should, for consistency, be taken with the projection prescription we
introduced in the previous section. We omit it in this discussion to ease the notation.

Assuming an initially Gaussian super-horizon field at time t0, i.e., that originally there
were no self-interactions and that we will only be keeping track of it for the modes that exited
the Hubble radius after a given time t0, we can integrate equation (4.20) to obtain

ψ(x, t) = ψG(x, t0)

∫ t

t0

dt′Ξa −
∫ t

t0

dt′
1

3H

∂∆V

∂ψ
, (4.21)

If the stochastic noise is nearly Gaussian for every mode that exits the horizon, as is expected
from a typical QFT, their sum is also Gaussian. And even if the QFT does not give Gaussian
predictions, the central limit theorem implies that, under the assumption that the modes
that exit at different times are statistically independent, which they typically are as they
have different wavenumbers, and if they satisfy certain properties, the sum of Ξa over time
will also converge to a Gaussian. This allows us to replace the first two terms by ψG(x, t),
a Gaussian random field with statistics determined by sub-horizon physics, which is in turn
determined by the inflationary background and the interactions of the field at those scales,
plus the initial condition.

The second term can be evaluated in the following manner: go to conformal time, where
dt = adτ , which in a de Sitter background a(τ) = −1/(Hτ) yields

−
∫ τ

τ0

(−1)dτ ′

Hτ

1

3H
∆V ′(ψ(x, τ ′)), (4.22)

2In this case, it is correct to replace this into (4.17) while still preserving a turning trajectory because the
effects of ζ on ψ through the bilinear coupling are suppressed by the first slow-roll parameter ε. Thus, we
may discard the turning effects on the equation of motion for ψ, and therefore use (4.17), which assumes a
weak turning.
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which can be further simplified if we assume ψ ≈ ψG in the argument of the potential. The
equality holds if the potential were absent, so if we consider a weak potential (i.e., of small
amplitude) this is a good approximation. If we now use our knowledge on the evolution of a
massless field in de Sitter space, in the form of the mode functions uk(τ), we may treat ψG
in the argument of ∆V as nearly constant over its super-horizon evolution and equal to its
final configuration, allowing us to integrate over τ ′ directly and get

ψ(x, t) = ψG(x, t)− ∆N

3H2
∆V ′(ψG(x, t)). (4.23)

Thus, the n-point function statistics for ψ is analogous to what we had previously obtained.
However, when making the connection between this stochastic setup and the quantum-
mechanical approach one must always keep in mind the assumptions that implicit in their
respective formulations.

4.3 Beyond First-Order Perturbation Theory

Although we have here studied thoroughly the evolution of the quantum field to first order
in time-dependent perturbation theory, one can wonder whether it is possible to extend some
of our results to higher orders in perturbation theory. The full perturbation series for the
isocurvature field ψ can be written as

ψ(x, τ) = ψI(x, τ)+i

∫ τ

dτ1 [HI(τ1), ψI(x, τ)]+i2
∫ τ

dτ1

∫ τ1

dτ2 [HI(τ2), [HI(τ1), ψI(x, τ)]]+· · · ,
(4.24)

where an extra (time-ordered) integral must be included at each order in perturbation theory
with appropriate factors and commutators. In general, the N -th term of the perturbative
series is equal to

iN
∫

[τ>τ1>τ2>...>τN>τ0]

dτ1 . . . dτN [HI(τN), [. . . , [HI(τ2), [HI(τ1), ψI(x, τ)]] . . .]]. (4.25)

Now we may proceed to evaluate the commutators one by one. The first commutator, in
analogy with the first-order computation, is easily found

[HI(τ1), ψI(x, τ)] =

∫
x1

a4(τ1)[ψI(x1, τ1), ψI(x, τ)]
∂∆V

∂ψ
(ψI(x1, τ1)), (4.26)

and approximating the field in the argument of the potential by its late-time value, in accor-
dance with |kτi| � 1, obtain

[HI(τ1), ψI(x, τ)] ≈
|k1τ1|�1

i

3H2

∫
x1

∫
k1

eik1·(x1−x) τ
3 − τ 3

1

τ 4
1

∂∆V

∂ψ
(ψI(x1, τ)). (4.27)

The next commutators may be evaluated by using

[F (ψI(x
′, τ ′)), G(ψI(x, τ))] = [ψI(x

′, τ ′), ψI(x, τ)]F ′(ψI(x
′, τ ′))G′(ψI(x, τ)), (4.28)
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where we have not taken issue with the ordering of operators at different times, because we
will approximate all times in the argument of fields at which the potential is evaluated to the
final time slice τ , and therefore the functions of operators F ′ and G′ commute. If we denote
ψm ≡ ψI(xm, τm) and ψI(x, τ) ≡ ψ0, this implies that the action of a commutator on the
result of the previous commutator, O({ψl}ml=0), is of the form

[∆V (ψm+1),O({ψi}mi=1)] = ∆V ′(ψm+1)
m∑
i=0

[ψm+1, ψi]
∂

∂ψi
O({ψl}ml=0), (4.29)

which upon insertion of the spatial integral of the interaction Hamiltonian gives

[HI(τm+1),O({ψi}mi=1)] ≈
|kjτj |�1

iH2(τ 3
i − τ 3

m+1)

3

×
m∑
i=0

∫
xm+1

∫
km+1

eikm+1·(xm+1−xi)∆V ′(ψm+1)
∂O({ψl}ml=0)

∂ψi

(4.30)

As mentioned earlier, we are assuming that at every order in the perturbative series, the
final result contains the self-interaction and derivatives of the self-interaction evaluated at
the final time slice, and thus the ordering of operators is inconsequential at that level.

To make the rest of the computation tractable, we will make one further approximation:
performing the temporal integrals, one obtains∫ τm−1

τ0

dτm

(
τ 3
i

τm
− 1

)
1

τm
=
τ 3
i

3

(
1

τ 3
0

− 1

τ 3
m−1

)
− ln

(
τn−1

τ0

)
, (4.31)

where the absolute value of the first term in the parenthesis is always less than 1/3, while
the second term can be as large as ln(τ0/τ). Therefore, we will neglect the first term, and
what we will get is the result in a leading logarithm approximation (similar approximations
have been employed in an inflationary setup [120, 121]), tracking only the highest power of
ln(τ0/τ) = ∆N in the final result. Performing all of the temporal integrals, one obtains
that (4.25) is equal to

1

N !

(
−∆N

3H2

)N ∫
xN

∫
kN

· · ·
∫
x1

∫
k1

(
N−1∑
i=0

eikN ·(xN−xi)∆V ′(ψN)
∂

∂ψi

)
× · · ·

· · · ×
(

1−1∑
i=0

eik1·(x1−xi)∆V ′(ψ1)
∂

∂ψi

)
ψ0,

(4.32)

where the only remaining task to get a closed expression would be to carry out the sums over
i, so that it becomes possible to perform the sum over N . However, even in the limit where
the cutoffs disappear kψL → 0, kψS →∞, violating the conditions with which we were able to
make approximations, summing over N gives an exponential of a differential operator acting
on the “free” field

ψ(x, τ) = exp

[
−∆N

3H2

∂∆V

∂ψ

∂

∂ψ

]
ψ

∣∣∣∣
ψ=ψI(x,τ)

, (4.33)
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which is actually a solution to ψ̇ = − 1
3H

∂∆V
∂ψ

if we use the same approximations and assume
they hold true. Thus summing over N to get the formal solution in terms of a differential
operator does not appear to give any useful information for practical computations so as to
compare with observations.

Nonetheless, as we stressed before, the approximations we are employing require a re-
stricted range of momenta, and moreover, the physics of interest for the CMB and LSS lies
precisely in such a range of scales. In addition to that, since we know that the primordial
statistics are nearly Gaussian, it should be sufficient to keep the leading order corrections.
For instance, to third order in the potential, at the final time slice we get

ψ(x) = ψI(x)− ∆N

3H2

∂∆V

∂ψ

:
(x) +

∆N2

18H4

∂∆V

∂ψ

:
∂2∆V

∂ψ2

:
(x)

− ∆N3

162H6

∂∆V

∂ψ

:
∂2∆V

∂ψ2

:
∂2∆V

∂ψ2

:
(x) +

∂∆V

∂ψ

:
∂∆V

∂ψ

:
∂3∆V

∂ψ3

:
(x)

+ · · ·
(4.34)

and higher order terms can be included directly from (4.32) as needed. We have used the
notation that was introduced earlier for the projection operator

∫
y

∫
k
eik·(y−x), concretely,

F̃ (x) =

∫
y

∫
k

eik·(y−x)F (y), (4.35)

keeping in mind that the position dependence of each function, which are derivatives of the
potential, is through the position argument of the field operator at which it is evaluated.

Now we can write the same expression for ζ: at each order in the perturbation expansion
on ∆V (4.32), the only difference that appears if we include an extra commutator containing
an interaction HamiltonianHα

I to transfer the nonlinearity is that a factor of α∆N/H appears
and a numeric factor changes. Concretely, the N -th order term on ∆V is given by

α∆N

H

1

(N + 1)!

(
−∆N

3H2

)N ∫
xN

∫
kN

· · ·
∫
x1

∫
k1

(
N−1∑
i=0

eikN ·(xN−xi)∆V ′(ψN)
∂

∂ψi

)
× · · ·

· · · ×
(

1−1∑
i=0

eik1·(x1−xi)∆V ′(ψ1)
∂

∂ψi

)
ψ0,

(4.36)

and therefore the explicit result to third order is given by

ζ(x) =
α∆N

H

(
ψI(x)− ∆N

6H2

∂∆V

∂ψ

:
(x) +

∆N2

54H4

∂∆V

∂ψ

:
∂2∆V

∂ψ2

:
(x)

− ∆N3

648H6

∂∆V

∂ψ

:
∂2∆V

∂ψ2

:
∂2∆V

∂ψ2

:
(x) +

∂∆V

∂ψ

:
∂∆V

∂ψ

:
∂3∆V

∂ψ3

:
(x)

+ · · ·
)
.

(4.37)
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It is straightforward to see that we have a very well-posed perturbation series if all the
derivatives of the potential are small in the sense that∣∣∣∣∆N3H3

∂N∆V

∂(ψ/H)N

∣∣∣∣� 1, (4.38)

for all N ≥ 1. This can always be achieved for a finite number of derivatives provided that
the amplitude of the potential, say Λ4, is sufficiently small. One might be worried, however,
that in order to use a sinusoidal potential such as ∆V = Λ4 cos(ψ/f) with f < H, the
perturbation series may not converge. However, it does, as (4.38) is a general criterion on
convergence, and in order to be as general as it is, it is too strong to be able to rule out
convergence.

In the specific case of ∆V = Λ4 cos(ψ/f), studying the N -th order term reveals that as
there are 2N − 1 derivatives acting upon the ∆V functions, the term of order N in Λ4 is
proportional to

∝ f

(
∆NΛ4

3H2f 2

)N
, (4.39)

thus identifying the perturbative parameter of this theory as

∆NΛ4

3H2f 2
, (4.40)

thus setting no restriction of the value of f provided Λ4 is small enough. Even if this is not
the case, at all orders the series is guaranteed to converge as the 1/N ! term will always catch
up to the N -th power of any number. Thus, it is also possible to explore combinations of
parameters that give a perturbative parameter larger than one, only that then one needs to
take more terms into the expansion.

This concludes our discussion on higher-order corrections. Now we will go back to first-
order perturbation theory and extend our results to arbitrary potentials and a more general
class of backgrounds.

4.4 Generalizing the Tomography

So far, we have discussed how the coupling of isocurvature modes affect the generation of non-
Gaussianity in the adiabatic mode of the primordial curvature perturbations by transferring
the nonlinearities in the isocurvature field dynamics. However, most of the tools used herein
do not require to consider the specific setup in which we embedded the perturbations.3

Indeed, the interaction picture of Quantum Mechanics provides a way with which to
study, perturbatively, the effects of a potential V that generates non-linear dynamics in the
n-point functions, or equivalently, in the PDF. For simplicity, we will consider a single real
scalar field ϕ in the presence of a self-interaction, which is the situation felt by the isocur-
vature mode ψ. Transferring the result to an extra field, say ζ, assuming that the transfer

3See [122] for a more extensive derivation of the results presented in this section.
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mechanism is linear, can be done in a straightforward manner by modifying the covariance
matrix introduced later (4.49), and including appropriate numerical factors accompanying
the potential V , corresponding to the result of performing the τ ′ integral in what would be∫ τ
dτ ′
∫ τ ′

dτ ′′[HV
I (τ ′′), [Hα

I (τ ′), ζI(x, τ)]] of (4.10). Equation (4.14) reveals this in the simplest
manner for the case we have discussed so far.

In absence of a potential V , ϕ evolves in time following the Euler-Lagrange equations
associated to a Lagrangian density L0, or equivalently to the Hamilton equations associated
to a Hamiltonian density H0, with solutions that can be written as superposition of plane
waves with appropriate coefficients

ϕ(x, t) =

∫
k

ϕ̂(k, t) e−ik·x (4.41)

ϕ̂(k, t) = ϕk(t)a(k) + ϕ∗k(t)a
†(−k), (4.42)

and the operators a(k) and a†(k) are creation and annihilation operators that satisfy com-
mutation relations [

a(k), a†(k′)
]

= (2π)3δ(3)(k− k′), (4.43)
which in turn define the operator algebra of the quantum theory.

This is precisely the setup we had for the perturbation fields on a de Sitter space through-
out Chapter 3, where the mode functions ϕk(t) were given by uk(τ). These functions contain
all the information on the background’s influence (the unperturbed metric around which
one computes fluctuations) on the field dynamics. In writing the mode functions, we have
implicitly assumed an isotropic and homogeneous background, as they only depend on the
modulus of the wavenumber k = |k|. The statistics for ϕ can straightforwardly shown to be
Gaussian, with a propagator ∆ and covariance σ given by

∆(t, t′, p) ≡ ϕp(t)ϕ
∗
p(t
′) (4.44)

σ2(t, t′, r) ≡ 1

(2π)3

∫
d3p ∆(t, t′, p)eip·r

= 〈0|ϕI(t,x)ϕI(t
′,y)|0〉 , (4.45)

where r = |x− y|.

In the presence of a potential V , which we take to be turned off in the infinite past (the
furthest point in the past that the temporal coordinate can reach), one can use the interaction
picture of Quantum Mechanics to compute a PDF for the scalar field ϕ at a given time slice
t. We take the self-interaction V to be of the form

V (ϕ(r, t), r, t) =
∞∑
m=0

cm(r, t)

m!
ϕ(r, t)m, (4.46)

i.e., a local function of the field, including possible dependencies on the background. We
present the full derivation of the PDF in Appendix B, and here we only quote the result

ρϕ =

∫
Dϕ+Dϕ− exp

{
+i

∫ t

t0−iε|t0|
dt′
∫
r

V (ϕ−(r, t′), r, t′)

}
× exp

(
−1

2
ϕ · (Σ−1) · ϕ

)√
|det(2πΣ)|

exp

{
−i
∫ t

t0+iε|t0|
dt′
∫
r

V (ϕ+(r, t′), r, t′)

}
,

(4.47)
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which is given in terms of functional integrals and the covariance of the free theory σ, here
written in terms of a covariance matrix Σ with definite prescriptions4.

What is to be gained from here? To first order in perturbation theory, that is, taking
the potential V to be small, one can derive a generic results, analogous to what we obtained
in (3.109), and use them to get information on the potential by measuring the resulting
statistics. We now describe these results.

4.4.1 1-point and multi-point PDFs to first order

Our matter of interest is to find the probability of a quantum field acquiring a certain
amplitude at a given spacetime position, or the probability of a given field configuration.
Let us here take a situation in which the system is originally in the vacuum state of the free
theory, and an interacting term is turned on from t = t0 onwards.

Since it is more natural to do so, we will start discussing how to obtain general n-point
functions to first order, and then make the reduction to the 1-point case. Let us consider a
situation in which we are interested in probing the values of the field at a given set of spacetime
positions {ri}ni=1, and let us denote the corresponding values of the field by {ϕi}ni=1. The
sensible question is then to ask: what is the probability of measuring a given configuration
(ϕ1, ..., ϕn) at time t after the interaction is turned on?

If we take the term N = 1 in equation (B.26), that is, the first order correction coming
from the potential V , and consider it as a deviation ∆ρ = ρ−ρG from a Gaussian distribution,
we find

∆ρ(ϕ1, ..., ϕn; t) =

∫
r

∫ t

t0

dt′ 2Im

{∫
dφ

exp
(
−1

2
ϕϕϕT ·ΣΣΣ−1 ·ϕϕϕ

)√
(2π)n+1|detΣΣΣ|

V (ϕ, r, t′)

}
, (4.48)

where ϕi represents the amplitude of the field at (ri, t), which we do not write as ϕ(ri, t) in
order to emphasize their being real numbers, i.e., they are real variables when one computes an
expectation value from this distribution. Furthermore, we have denoted ϕϕϕT = (φ ϕ1 ... ϕn),
and ΣΣΣ is the corresponding covariance matrix

ΣΣΣ =


σ2(t′, t′, 0) σ2(t, t′, r01) · · · σ2(t, t′, r0n)
σ2(t, t′, r01) σ2(t, t, 0) · · · σ2(t, t, r1n)

σ2(t, t′, r02) σ2(t, t, r12)
. . . σ2(t, t, r2n)

...
... · · · ...

σ2(t, t′, r0n) σ2(t, t, r1n) · · · σ2(t, t, 0)

 , (4.49)

with rij = |ri − rj| and r = r0. This answers our question and provides the desired distribu-
tion, which can be computed and compared with the observed statistics of a field.

In the case r1 = ... = rn ≡ x, then the Gaussian measure effectively reduces itself to two
field coordinates, one internal and another external. Consequently, the covariance matrix

4See Appendix B for details.
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becomes a 2× 2 matrix. If we further let r = |r|, we arrive at

ρ(ϕ,x, t) =
e
− ϕ2

2σ2(t,t,0)√
2πσ2(t, t, 0)

1 +

∫
r

∫ t

t0

dt′
∫ ∞
−∞
dφ 2 Im

 e
− (φ−R(t,t′,r)ϕ)2

2κ2(t,t′,r)√
2πκ2(t, t′, r)

V (φ, r + x, t′)

 .
(4.50)

where we have defined

κ2(t, t′, r) ≡ σ2(t, t, 0)σ2(t′, t′, 0)− σ4(t, t′, r)

σ2(t, t, 0)
(4.51)

R(t, t′, r) ≡ σ2(t, t′, r)

σ2(t, t, 0)
. (4.52)

Equation (4.50) is the promised result: a 1-point PDF for the scalar field at (x, t). In
general, this can be evaluated numerically in a straightforward manner, typically once the
(co)variances have been already regularized by setting cutoffs in place. In fact, if both the
potential and the single-point variance of the field σ2(t, t, 0) are independent of the spacetime
coordinates, it is possible to retrieve information of the self-interaction directly from the
connected n-point functions in terms of a Hermite polynomial expansion, and ultimately, to
reconstruct the potential. This is a consequence of equation (4.54) in the following section.

4.4.2 A k-space PDF for the amplitude of the fluctuations

One can also wonder what type of PDF is able to keep track of the fluctuation amplitude at a
fixed wavelength. While one might be worried that developing the statistics associated to the
fluctuations at a fixed wavelength is futile, since one can only measure one mode of a given
wavenumber in an observed field configuration, in the presence of isotropy and homogeneity
their statistics only depend on the modulus of the wavenumber k = |k|, and thus one can
obtain a large dataset with which to constrain the parameters of the model that defines V .

In order to get a PDF in momentum space, we first need to determine the structure
of the n-point functions in this representation. To that end, we first write down the fully
connected n-point function explicitly at first order in V and time t, which, to this order in
the perturbation, is equal to the fully interacting contribution:

〈ϕnr1,...,rn
〉c =

∫ t

t0

dt′
∫
r

∫ ∞
−∞
dϕ

e
− ϕ2

2σ2(t′,t′,0)√
2πσ2(t′, t′, 0)

∂nV

∂ϕn
(ϕ, r, t′)

× 2Im
{
σ2(t, t′, |r− r1|) ... σ2(t, t′, |r− rn|)

}
.

(4.53)

Integrating by parts over ϕ and taking a Fourier transform to momentum space, we get

〈ϕnk1,...,kn
〉c =

∫ t

t0

dt′
∫
r

∫ ∞
−∞
dϕ

e
− ϕ2

2σ2(t′,t′,0)√
2πσ2(t′, t′, 0)

Hen

(
ψ

σ(t′, t′, 0)

)
V (ϕ, r, t′)

× 2Im

{
∆(t, t′, k1)eik1·r

σ(t′, t′, 0)
...

∆(t, t′, kn)eikn·r

σ(t′, t′, 0)

}
.

(4.54)
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On the other hand, when one thinks about measuring different modes of a given field, one
has to take into account the experimental limitations. To that end, we define

ϕ̄k ≡
3

4πk3
IR

∫
|q−k|<kIR

d3q ϕq (4.55)

where kIR is an infrared cutoff, or a coarse-graining, that accounts for our not being able
to measure arbitrarily large length scales (note that there is no (2π)−3 factor beside the
integral).

In the case of a quadratic theory, all of the relevant information is contained within the
two-point function, which is also called the Power Spectrum. Presently, it is given by

〈ϕ̄kϕ̄−k〉free =
(2π)3(
4π
3
k3

IR

)2

∫
|q−k|<kIR

d3q∆(t, t, q). (4.56)

which, depending on the background metric, may be time-dependent. However, in the pres-
ence of an interaction term, the theory no longer has Gaussian statistics, and consequently
the amplitude of the modes is no longer determined only through the two-point function.

For our present purposes, since the amplitude of a mode can be characterized by |ϕk|2 =
ϕkϕ

†
k = ϕkϕ−k, the natural quantity to try and compute is

〈(ϕ̄kϕ̄−k)n〉 =
n∑

m=0

n!2〈ϕ̄kϕ̄−k〉n−mfree

m!2(n−m)!
〈(ϕ̄kϕ̄−k)m〉c, (4.57)

where the combinatorial factor arises from the counting of all possible contractions to form
diagrams with n external momenta evaluated at k and an additional set of n momenta
evaluated at −k. Notice that (4.57) requires |k| > kIR/2 for consistency, so that the free
theory contractions can only join k with −k.

If we define

Fn[V ; r, t] ≡
∫ ∞
−∞
dϕ

e
− ϕ2

2σ2(t,t,0)√
2πσ2(t, t, 0)

Hen

(
ϕ

σ(t, t, 0)

)
V (ϕ, r, t) , (4.58)

we can readily write down the fully connected contributions

〈(ϕ̄kϕ̄−k)n〉c =

∫ t

t0

dt′
∫
r

F2n[V ; r, t′]

× 2Im
{(

1

(4π
3
k3

IR)2

∫
q,q′<kIR

∆(t, t′, |k− q|)∆(t, t′, |k− q′|)
σ2(t′, t′, 0)

ei(q−q
′)·r
)n}

,

(4.59)

and thus what remains is a problem of finding the PDF that generates (4.57). In essence, we
want a distribution K such that

∫
d(|ϕ̄k|2)Kk(|ϕ̄k|2)(|ϕ̄k|2)n = 〈(ϕ̄kϕ̄−k)n〉.

In the interests of notational simplicity, let us define

y = y(t, t′, r;k) ≡
∫
q,q′<kIR

∆(t,t′,|k−q|)∆(t,t′,|k−q′|)
σ2(t′,t′,0)

ei(q−q
′)·r

(4π
3
k3

IR)2〈ϕ̄kϕ̄−k〉free

, (4.60)

x ≡ |ϕ̄k|2
〈ϕ̄kϕ̄−k〉free

(4.61)
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where 〈ϕ̄kϕ̄−k〉free is the two-point function of the free theory. Furthermore, we define a
functional T [V ; r, t](x) by∫ ∞

0

dx e−xLn (x)T [V ; r, t](x) =
(−1)n

n!
F2n[V ; r, t]. (4.62)

where Ln is the n-th Laguerre polynomial. This definition is always possible provided that
V (ϕ, ·, ·) be square integrable with respect to the Gaussian measure with variance σ2(t, t, 0)
because both sides of the expansion define the coefficients of square integrable functions in
their respective Hilbert spaces: ({Hen(x)}n, e

−x2/2

2π
) and ({Ln(x)}n, e−x).

Then, it follows from the preceding definitions and some functional-algebraic manipula-
tions that

Kk(x) = e−x

[
1 +

∫ t

t0

dt′
∫
r

∫ ∞
0

dz
e−

xy+z
1−y

1− y I0

(
2
√
xyz

1− y

)
T [V ; r, t′](z)

]
(4.63)

where I0 is a modified Bessel function of the first kind, and

T [V ; r, t](z) =

∫ ∞
−∞
dϕ

e
− ϕ2

2σ2(t,t,0)√
2πσ2(t, t, 0)

V (ϕ, r, t)
1

2πi

∫
C

dv

v
exp

(
vϕ

σ(t, t, 0)
− v2

2
+

z

v2 + 1

)
,

(4.64)
with C a counterclockwise integration contour encircling the three singularities of the inte-
grand: 0,+i,−i. Finally, we may write the PDF in terms of |ϕ̄k|

Kk(|ϕ̄k|) =
2|ϕ̄k|e−

|ϕ̄k|
2

〈ϕ̄kϕ̄−k〉free

〈ϕ̄kϕ̄−k〉free

[
1 +

∫ t

t0

dt′
∫
r

∫ ∞
0

dz
e
−
y|ϕ̄k|

2+z〈ϕ̄kϕ̄−k〉free
(1−y)〈ϕ̄kϕ̄−k〉free

1− y

× I0

(
2|ϕk|

(1− y)

√
yz

〈ϕ̄kϕ̄−k〉free

)
T [V ; r, t′](z)

]
,

(4.65)

as a distribution over |ϕk| ∈ (0,∞).

This result may find applications, for instance, when generating initial conditions for
the evolution of the universe after inflation, or even probing the landscape potential that
generated those initial conditions through CMB or LSS statistics, in an analogous manner to
what was done in [15, 16] for the CMB. This result has both advantages and disadvantages
over the approach implemented in those works. On the one hand, because all the modes in
k-space are linearly independent, the result will be subject to far less intrinsic noise. But on
the other hand, its analytical expression is more cumbersome and it will presumably require
more data from smaller scales on the sky, as it only would be able to reconstruct a PDF
(assuming isotropy) by counting occurrences of the fluctuations’ amplitude over a sphere at
fixed |k|.

As the final note of this section, it is worth mentioning that given a reconstruction of the
k-space PDF K(x) from actual data, one can recover information about the even Hermite
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moments of the self-interaction F2n through∫ ∞
0

dxLn(x)Kk(x)

=

∫ t

t0

dt′
∫
r

F2n[V ; r, t′] 2Im {yn(t, t′, r;k)} ,
(4.66)

which, in the same spirit of last section’s conclusions, is readily useful if F2n[V ; r, t′] does
not depend on r nor t′. It must be noted that the PDF (4.65) only contains information on
the even part of the potential V , and therefore another complementary observable should be
used to obtain information on the odd part of the potential.
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Chapter 5

Searching for Tomographic
non-Gaussianity in the CMB and LSS

In the previous Chapters we have thoroughly studied a setup that generates a highly non-
trivial class of non-Gaussianity, and characterized its consequences on the curvature per-
turbation. We now take one step further and study the impact of these departures from
Gaussianity on the late-time universe, therefore providing the opportunity to constrain pa-
rameters of the fundamental theory that gave rise to the universe as we now know it.

5.1 Statistics of late-time observables

Our observable universe is consistent with an extremely simple set of initial conditions. For
all practical purposes, the observed cosmological inhomogeneities were seeded by a primordial
curvature fluctuation ζ distributed according to a Gaussian profile [31, 49], parametrised by
an almost scale invariant power spectrum [39]. The confirmation of this state of affairs by
future surveys would reinforce our confidence on the single-field slow-roll inflation paradigm,
that is, the idea that ζ was the consequence of quantum perturbations of a single scalar
fluid (the inflaton) that evolved adiabatically during inflation [1, 4, 2, 3, 5]. Tiny deviations
from non-Gaussianity (NG), due to small non-linear self-interactions affecting ζ, are known
to emerge in single-field inflation but these are predicted to be too small to be observed in
the near future. On the other hand, large non-Gaussianity (within current bounds) may
emerge in models of inflation beyond the single-field paradigm, resulting from non-trivial
self-interactions and/or interactions with other degrees of freedom. The observation of non-
Gaussianity would therefore offer a unique opportunity to characterize the class of interactions
that affected ζ during inflation, allowing us to pin down certain fundamental aspects about
the period of inflation and consequently glimpse on the structure of the ultra-violet (UV)
framework where it is realized.

However, although a well-established idea, inflation is not unique in explaining the ob-
served inhomogeneities [123]. Other scenarios, such as the ekpyrotic [124, 125] and bouncing
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universes [126, 127], have been proposed as early universe models able to reproduce our uni-
verse’s nearly Gaussian initial conditions. Thus, by adopting an agnostic perspective about
the details involved in the description of the pre-Big-Bang dynamics, we should agree that
the main outcome from any model pretending to explain the initial conditions of our universe,
consists of a relation giving us back the profile of ζ(x) written in terms of a purely Gaussian
random field ζG(x). Such a relation must be of the form

ζ(x) = ζG(x) + F (ζG(x),∇) , (5.1)

where F represents a non-linear function of the field ζG(x) and spatial gradients ∇ acting on
it. In Fourier space, the previous relation may be reexpressed as the following expansion in
powers of ζG, starting at quadratic order

ζk = ζGk + (2π)3
∑
n=2

1

n!

∫
p1

...

∫
pn

δ(3)
(
k−

n∑
i=1

pi

)
Fn (p1, ...,pn) ζGp1

...ζGpn , (5.2)

where
∫
p
≡ (2π)−3

∫
d3p, and where Fn (p1, ...,pn) are functions of the momenta, sym-

metric under their permutations. This relation is sufficiently general to describe any form
of primordial non-Gaussianity, and can be formally obtained in a generic manner from a
quantum-mechanical framework.

In inflation, the primordial curvature perturbation field ζ is sourced by quantum fluctua-
tions of the inflaton field, or possibly other degrees of freedom such as isocurvaton fields. As
a general statement, one can write down that the field operator ζ(x) at the final time slice t
is given by

ζ(x, t) = U †(t, t0)ζI(x, t)U(t, t0), (5.3)

where U is the temporal evolution operator in the interaction picture of quantum mechanics,
and ζI the interaction picture field, which follows the dynamics of the free theory.

Naturally, the field ζ will generate a specific set of n-point functions when computing
expectation values. As we are interested only in measuring the field ζ, because in the late-time
observables we study in this work it is the only degree of freedom with sensible consequences,
one can construct a PDF ρ[ζ] that generates these statistics through functional integration

〈ζ(x1) · · · ζ(xn)〉 =

∫
Dζρ[ζ]ζ(x1) · · · ζ(xn) (5.4)

over the field configurations ζ(x).

Quantum mechanics does provide the tools with which to determine ρ[ζ] directly, at least
in principle. The operation ζ = U †ζIU can be reframed in terms of a functional expression

ζ(x) = O[ζI ,ΠI , {ψIi ,ΠI
i }i](x) (5.5)

that depends on the whole spatiotemporal evolution of the interaction-picture fields, ζI and
other degrees of freedom ψIi , and that of their conjugate momenta, ΠI and ΠI

i . In principle,
one can compute correlations directly from this expression. However, if the dependence of
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O on the interaction-picture fields is known, one can determine the PDF of ζ by integrating
over all possible configurations:

ρ[ζ] =

∫
DζIDΠI

(∏
i

DψIiDΠI
i

)
PG[{ψIi ,ΠI

i }i]
(∏

x

δ
(
ζ(x)−O[ζI ,ΠI , {ψIi ,ΠI

i }i](x)
))

,

(5.6)
where PG is a Gaussian measure, with appropriate prescriptions to take into account the
ordering of operators in O. The measure is guaranteed to be Gaussian because the free fields
evolve linearly in time, and therefore the contraction of quantum field operators obeys Wick’s
theorem, which is equivalent to saying that the statistics are Gaussian.

Once ρ[ζ] is obtained, the statistics of ζ are fully determined. Computationally, however,
it is useful to have a probability distribution from which one knows how to obtain expectation
values. On the other hand, one knows that the observed statistics for ζ are consistent with
Gaussianity, and that deviations, if any, must be small. This motivates finding a functional
map ζG(x) = G[ζ](x), with inverse ζ(x) = ζG(x) + F [ζG](x), such that ζG has Gaussian
statistics, i.e., such that

ρG[ζG] = ρ[ζG + F [ζG]× det

(
δζ

δζG

)
. (5.7)

The difficulty, of course, lies in finding such a mapping. Afterward, one can include another
mapping, that makes the power spectrum of ζG to be consistent with current observations,
if this is not the case already.

Therefore, the Fn functions parametrize the non-Gaussian deviations generated by non-
linear interactions to which ζ were subject, and may be deduced from a particular model
of inflation by studying the evolution of ζk from sub-horizon scales up until the end of
inflation (e.g. using the in-in formalism). In fact, any n-point correlation function for
ζ may be computed out of (5.2). For instance, at tree-level, the bispectrum parametriz-
ing the amplitude of the three point function is found to be given by B(k1,k2,k3) =
[Pζ(k1)Pζ(k2)F2(k1,k2) + perm], where Pζ is the power spectrum of the Gaussian field ζGk .
In the particular case of single field slow-roll inflation, up to first order in the slow-roll
parameters, the bispectrum is recovered as long as F2 is given by

F2(p1,p2) =
1

2
(η − ε) +

ε

2

p1 + p2

|p1 + p2|
+ 2ε

p2
1 + p2

2

|p1 + p2|(p1 + p2 + |p1 + p2|)
,

where ε and η are the usual slow-roll parameters describing the steady evolution of the FLRW
background during inflation. The effective field theory (EFT) of inflation approach [7] to
study models beyond the canonical single-field paradigm will also yield a specific form of
F2(p1,p2), in which the sound speed of ζ plays an important role. In addition, the well
known local ansatz [9, 10, 11, 12, 33, 34, 35, 36] related to the presence of multifield dynamics,
corresponds to another particular instance of this relation, where F2 = 6

5
f local

NL .

One could take upon the challenge of directly reconstructing the form of F in (5.1) —or
equivalently, the functions Fn appearing in (5.2)— out of cosmological data. This would
constitute a bottom-up approach to determine the properties of the model that gave origin
to the initial conditions. To guide such a reconstruction, one could consider restricting the
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functions Fn according to certain rules dictated by the symmetries of the alleged bulk model
that led to (5.2) at the end of the pre-Big Bang period. For instance, scale invariance of the
spectra is equivalent to the invariance of Fn under the simultaneous rescaling of its momenta:
Fn(λp1, ..., λpn) = Fn(p1, ...,pn). Furthermore, the validity of soft theorems (under certain
circumstances) would require some relations among Fn of different order in the limit where
one of the momenta vanishes.

An objection to this proposal (the direct reconstruction of F) is that perturbation theory
applied to the study of the evolution of ζ implies that the expansion involved in the writing
of Eq. (5.2) is hierarchical. That is, given a coupling constant g parametrizing the self-
interactions experienced by ζ during inflation, the Fn functions are naturally expected to
satisfy

Fn ∝ gn−1. (5.8)

For instance, in the case of single-field slow-roll inflation g happens to be of order ε and η and
so, non-Gaussianity is expected to be well parametrized by the bispectrum. In non-canonical
single-field models described by the EFT of inflation, where the ζ fluctuations propagate
with a reduced sound speed cs < 1, the coupling f is enhanced by a factor c−2

s , but in order
to trust perturbation theory, one still requires that g stays sufficiently suppressed. Based on
this argument, we could say that most efforts to characterise non-Gaussianity so far have
focused on a truncated version of (5.2), where only F2(p1,p2) and F3(p1,p2,p3) (which at
tree-level give the bispectrum and trisprectrum) are considered with the Planck data implying
weak constraints on the form of F2(p1,p2) with the help of the so called local, equilateral,
orthogonal and folded templates.

In this chapter, we wish to argue in favor of reconstructing the full function F of Eq. (5.1)
from cosmic microwave background (CMB) and large-scale structure (LSS) observations with-
out necessarily assuming a hierarchical dependence of the functions Fn on a given coupling
constant g. We posit that the search of non-Gaussianity focused on low n-point correlation
functions may miss the existence of richer types of non-Gaussianity [15, 16, 128, 129] that
we may be unable to predict by following standard perturbation theory techniques. To make
this discussion tractable, we will focus on the specific case where F in Eq. (5.1) is simply a
filtered function of ζG, but not a function of its gradients:

ζ(x) = ζG(x) +

∫
y

∫
k

eik·(x−y)F (ζG(x)) (5.9)

= ζG(x) + F [ζG] (x). (5.10)

This is exactly the type of NG we derived in the previous chapter, and presented in Equa-
tion (4.15). In this more constrained case, the Fn functions appearing in (5.2) are directly
given by Fn = ∂nζF|ζ=0 and the well known local ansatz is recovered by retaining the first
term of the expansion. The reason why we keep the integrals

∫
y

∫
k
explicit is because ob-

servations only have access to a restricted range of scales, or equivalently, of wavenumbers k
that we can probe. Therefore, in order to have a theory for the observable modes of ζ(x),
we write equation (5.9) in this manner, as we will only derive predictions for this range of
scales.

The main point of keeping every order of the Taylor expansion is that at scales relevant
for the observable universe, non-Gaussianity may need to be parametrized by a function
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F [ζG(x)] with a rich structure that cannot be captured by the lowest order terms F2 and
F3. Inflation can produce non-Gaussianity with such characteristics. In [15, 16] it was shown
that the interaction of ζ with an isocurvature field ψ around horizon crossing can lead to a
class of non-Gaussianity (tomographic non-Gaussianity) whereby the probability distribution
functions may display a rich structure that cannot be parametrized by low n-moments.

Future LSS surveys such as Lsst [27], Euclid [28] and Ska [29], will revitalize the
observational search of primordial non-Gaussianity. The proliferation of modes due to the
three-dimensional volume probed by galaxy surveys is expected to yield constraints on pri-
mordial non-Gaussianity that might not only complement the current CMB ones but even
surpass them. Among the most prominent effects of non-Gaussianity on the matter distribu-
tion is the celebrated observation that a nonzero skewness leads to an enhanced abundance
of collapsed structures and a scale dependent correction in the halo bias [130], a result which
has brought LSS surveys in the front line of the search for non-Gaussianity. Furthermore,
there has been an intense effort to study how UV physics can show up in the matter power
spectrum and bispectrum. All these objects shaping the distribution of matter in the universe
can be indeed derived from the ansatz Eq. (5.9).

Our main object of study is the observable statistics that can be obtained by considering
small, yet nontrivial, departures from Gaussianity of the local type (5.9). Since such a depar-
ture must be small, in accordance with current observational constraints from the CMB [39],
we will be able to perform perturbative computations around a Gaussian probability distri-
bution functional and explore the consequences these deviations may have in both CMB and
LSS and what are the prospects in this regard for upcoming surveys.

5.1.1 Probability Distribution Functional: “bare” theory

The first task we can perform, and the most readily available to us thus far, is to attempt to
use Eq. (5.9) to its full potential and derive directly the complete functional distribution that
governs the ζ statistics: given that we know how a Gaussian random field is distributed, we
may simply perform a change of variables (as in [131]) to obtain the probability distribution
functional ρ for ζ(x) such that,

〈ζ(x1) · · · ζ(xn)〉 =

∫
D[ζ]ρ[ζ]ζ(x1) · · · ζ(xn). (5.11)

That is to say, the resulting distribution must account, to leading order in the perturbation
F , for every conceivable correlation function that may be constructed from the field ζ(x)
and for every expectation value of function(al)s of ζ(x). To start with, the Gaussian random
field ζG is drawn from the following functional distribution:

ρG[ζG] = N exp

[
−1

2

∫
x

∫
y

ζG(x)Σ−1(x,y)ζG(y)

]
= N exp

[
−1

2

∫
K

ζG(K)ζG(−K)

Pζ(k)

]
, (5.12)

where N is an overall normalisation constant, while Σ−1(x,y) and Pζ(k) are the covariance
matrix and the power spectrum respectively, related as

Σ−1(x,y) ≡
∫
K

eiK·(x−y)

Pζ(k)
. (5.13)
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In implementing the transformation ζ(x) = ζG(x) + F [ζG](x), there are two contributions
that emerge: one is composed by the terms that come out of the Taylor expansion of the
Gaussian distribution by regarding the perturbation F as small, and the other arises from
the functional determinant of the transformation. The latter is given by

det

(
δζ(y)

δζG(x)

)
= exp

[
tr

(
ln

(
δζ(y)

δζG(x)

))]
= exp

[
tr

(∫
k

eik·(x−y) ln

{
1 +

dF

dζ
(ζG(x))

})]
= exp

[∫
x

∫
k

ln

{
1 +

dF

dζ
(ζG(x))

}]
. (5.14)

As long as the determinant exists (concretely dF/dζ > −1) and is nonzero, we may, in
principle, find an inverse to the relation ζ = ζG +F [ζG] and denote it with ζG(x) = G[ζ](x).
Then we may change variables from the PDF associated to ζG,

ρG[ζG] = N exp

[
−1

2

∫
x

∫
y

ζG(x)Σ−1(x,y)ζG(y)

]
= N exp

[
−1

2

∫
k

ζG(k)ζG(−k)

Pζ(k)

]
, (5.15)

to find

ρ[ζ] = N exp

[
−1

2

∫
x

∫
y

G[ζ](x)Σ−1(x,y)G[ζ](y)−
∫
x

∫
k

ln

{
1 +

dF

dζ
(G[ζ](x))

}]
. (5.16)

This is an exact result.

However, if F is small in comparison to the typical scales of the background theory on
which the fluctuation field ζ lies, and so is dF/dζ, we can approximate the logarithm in
the exponential with the first term in its power series expansion, and furthermore, we may
approximate the inverse mapping by G[ζ] ≈ ζ −F [ζ]. This yields, to first order in F ,

ρ[ζ] = ρG[ζ]× exp

[∫
x

∫
y

ζ(x)Σ−1(x,y)F(ζ(y))−
∫
x

δ

δζ(x)

∫
k

∫
y

eik·(x−y)F (ζ(y))

]
. (5.17)

Using the definition of F in terms of F , and using that
∫
k

∫
y
eik·(x−y)F [ζ](y) = F [ζ](x), we

may write the PDF ρ, using the definition of the Power Spectrum (5.13), as

ρ[ζ] = ρG[ζ]× exp

[∫
x

∫
k

∫
y

eik·(x−y)

(
ζ(x)

Pζ(k)
− δ

δζ(x)

)
F [ζ](y)

]
. (5.18)

This PDF should serve as the guiding principle for all subsequent results, as even in a
first-order approximation, the probability distribution is always positive. However, to make
computations tractable, we find it convenient, because it is formally equivalent in a first-order
approximation, to also make a power series expansion out of the non-Gaussian factor.

Then, to first order in F , we find that

ρF [ζ] = ρG[ζ]×
[
1−

∫
x

∫
y

∫
k

eik·(x−y)

(
δ

δζ(x)
− ζ(x)

Pζ(k)

)
F [ζ](y)

]
= ρG[ζ]×

[
1−

∫
y

∫
k

e−ik·y
(

δ

δζ(−k)
− ζ(k)

Pζ(k)

)
F [ζ](y)

]
. (5.19)
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The functional distribution (5.19) has support at all the scales where the underlying
theory does, or at least, at the scales where the corresponding EFT is presumed to hold
true. However, observable quantities do not typically involve all of the scales, and therefore
it may be that the “bare” departure from Gaussianity F is not the most adequate quantity
to describe them. We thus now turn to the discussion of using window functions and how to
integrate scales out.

5.1.2 Probability Distribution Functional: running and renormaliz-
ing

When making predictions, any EFT will force us to recognise certain scales at which the
theory is no longer well-suited to describe the physical observables. This typically implies a
high-energy scale, where the theory has to be cut off. Thus, we will set kUV as the maximum
possible wavenumber the mode expansion of the curvature perturbation can have. Similarly,
while it is not always introduced, one can make the same assertion with the very-long wave-
lengths. As much as our theory may have predictions concerning phenomena happening at 10
times the present Hubble radius, they are currently unobservable. Therefore, in establishing
predictions for currently observable quantities it seems natural to integrate out those scales,
so that they are properly incorporated into the final, effective result. Because of this, we will
take a conservative attitude and also define an infrared cutoff kIR, which can be thought of
as the inverse of the current Hubble radius, thus bounding the domain of the theories we will
be studying to k ∈ (kIR, kUV).

However, in realistic situations the experiment at hand may not allow us to access every
value for the momentum scale k evenly. In those cases we may wish to introduce a window
function W (k) to filter our results and give more weight to some scales. Accordingly, one
would be interested in the statistics of the filtered field

ζW (x) ≡ [W ? ζ](x) =

∫
k

∫
y

eik·(x−y)W (k)ζ(y). (5.20)

To derive the probability distribution functional of the field ζW (x) it is enough to perform a
change of variables ζW (k) = W (k)ζ(k) in (B.26). This then yields

ρW [ζW ] = NW exp

[
−1

2

∫
k

ζW (k)ζW (−k)

PW (k)

]
×
[
1−

∫
y

∫
k

e−ik·yW (k)

(
δ

δζW (−k)
− ζW (k)

PW (k)

)
F
[∫

q

e−iq·yζW (q)

W (q)

]
(y)

]
,

(5.21)

where PW (k) ≡ W 2(k)Pζ(k). Leaving aside the argument of the deviation from Gaussianity
F for a moment, this PDF has the same structure as the unfiltered PDF of Eq. (B.26).

This expression for ρW poses an interesting question: what if the window function of
choice is defined (as usual) with hard cutoffs, just as if we were redefining the limits of our
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EFT? That is to say, how does ρW look if we have

W (k) =

{
1 if k ∈ (kL, kS)

0 if k 6∈ (kL, kS),
(5.22)

as the window function?

It turns out that, for the functional integral to be well-defined, we have to integrate out
of the theory all the modes which will not take part in our observable quantities, in order to
avoid dealing with ζW (q)/W (q), which from the perspective of the theory with the window
function would be ill-defined for the scales where W = 0, but is perfectly finite (and equal
to ζ(q)) from the perspective of the original theory. Let us take the original functional
distribution (5.19) (with k-space variables) and integrate out the modes outside the support
of the window function W . We may write this as

ρW [ζ] =

∫
Dζk/∈(kL,kS)ρ[ζ]. (5.23)

Upon integration over the prescribed range of modes, the purely Gaussian term in (5.19)
gives a reduced Gaussian measure that considers only k ∈ (kL, kS). To integrate the term
containing F it is convenient to separate the integral over momentum space in (5.19) into
two contributions:∫

k

e−ik·y
(

δ

δζ(−k)
− ζ(k)

Pζ(k)

)
F [ζ](y) =

∫
|k|∈(kL,kS)

e−ik·y
(

δ

δζ(−k)
− ζ(k)

Pζ(k)

)
F [ζ](y)

+

∫
|k|6∈(kL,kS)

e−ik·y
(

δ

δζ(−k)
− ζ(k)

Pζ(k)

)
F [ζ](y).

(5.24)

If we now perform the functional integration over ζ(k), we see that the first term will only
involve knowing how to deal with the quantity1(

δ

δζ(−k)
− ζ(k)

Pζ(k)

)∫
Dζ|k|/∈(kL,kS) exp

[
−1

2

∫
k

ζ(k)ζ(−k)

Pζ(k)

] ∫
y

∫
|k|∈(kL,kS)

e−ik·yF [ζ](y), (5.25)

whereas the second term vanishes after performing a functional partial integration with the
functional derivative δ/δζ(−k), because

δ

δζ(−k)
exp

[
−1

2

∫
k

ζ(k)ζ(−k)

Pζ(k)

]
= − ζ(k)

Pζ(k)
exp

[
−1

2

∫
k

ζ(k)ζ(−k)

Pζ(k)

]
. (5.26)

Thus, all what remains is knowing how to compute (5.25) so as to see if, and how, the
interaction is renormalized. It turns out that if we define

F̄ (ζW (x)) ≡
∫
Dζk/∈(kL,kS) exp

[
−1

2

∫
|k|/∈(kL,kS)

ζ(k)ζ(−k)

Pζ(k)

]
F (ζ(x)) =

∫ ∞
−∞

dζ̄
e
− (ζW (x)−ζ̄)2

2σ2
out√

2πσ2
out

F (ζ̄),

(5.27)
1Note that when considering the functional integration of the first line of Eq. (5.24), the differential

operator
(

δ
δζ(−K) −

ζ(K)
Pζ(k)

)
involves scales |K| ∈ (kL, kS), while the functional integration goes over modes

with |K| /∈ (kL, kS). We may thus pull it out of the integral.
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then we may identify

F̄ [ζ](x) =

∫
y

∫
|k|∈(kL,kS)

eik·(x−y)F̄ (ζ(y)) (5.28)

as the effective self-interaction, because we would have integrated out all the scales that are
outside the range of interest and still leave the other scales within the measure ρ of the PDF,
while maintaining its analytic structure.

The last equality of (5.27), the Weierstrass transform of F (ζ), can be obtained in numerous
manners. If one were to follow standard diagrammatic perturbation theory, it arises from
summing back every “loop” contraction performed by the Gaussian measure of F with itself.
Since the momenta flowing through those loops is bounded by the range being integrated
out, and there is no “external” momenta flowing through the diagrams, we have that their
numerical value is the same for every loop and equal to the variance

σ2
out =

∫
k 6∈(kL,kS)

Pζ(k) (5.29)

that was subtracted from the Gaussian field statistics when the modes k 6∈ (kL, kS) were
integrated out of the theory.

Therefore, by using these results in Eq. (5.23), we obtain

ρF ,W [ζ] = ρF̄ [ζk∈(kL,kS)], (5.30)

i.e., that ρW [ζ] for the restricted variable (5.20) has the same functional form as the original
PDF, with the only modification that now the departure from Gaussianity is given by a
“filtered” interaction F̄ instead of the “bare” interaction F .

In practice, there is more than one way of how to represent the running of F depending
on the scales one wants to include in the theory. Perhaps the most ethereal representation,
but at the same time the most revealing of the theory’s structure is through the differential
expression of the Weierstrass transform, as in

F̄ (ζ) = exp

(
σ2

out

2

∂2

∂ζ2

)
F (ζ), (5.31)

which makes it clear how the theory runs by removing more or less scales, as well as the fact
that the transformation rule between F at different scales follows an adequate composition
property: integrating out ranges of momenta A and B is implemented via σ2

out,A and σ2
out,B,

and doing so yields the same result independently of the order in which one subtracts the
modes from the theory. Furthermore, this shows that the functional form of F and F̄ is, in
the sense that the quantities that determine its concrete expression are exactly the same: the
only thing that the window does is to restrict the range of modes entering in the observables.

Conversely, just as the PDF may be recast in an analogous manner to that of the original
theory, the field with modes between kL and kS may also be written down as a local departure
from Gaussianity

ζW (x) = ζGW (x) + F̄
[
ζGW
]

(x), (5.32)
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merely because it follows statistics analogous to ζ. Here we have to remind the reader that
this is only so for W (k) of the form (5.22). Other window functions still give rise to an
explicit PDF, namely equation (5.21), but the deviations from Gaussianity may no longer be
written as concisely as in (5.32). The difference lies in that a general window function does
not render irrelevant some degrees of freedom of the theory; it only gives them dissimilar
weights in the final result. However, in order to obtain the function F̄ it is crucial that we
reduce the number of independent variables in our theory, as all of them will leave their
signature, if small, in any given correlation function.

We now have the basic tools to proceed to studying late-time observables: Thus far,
we have established how we may write the probability distribution functional of our theory
depending on the scales under consideration, and also how we may incorporate window
functions into the distribution functional. These results set the foundations for studying
the transfer of these perturbations to the observables in the sky: both CMB temperature
fluctuations ∆T (n̂)/T0 and the matter density contrast δ(x) = δρ(x)/ρ0 are sourced by the
primordial statistics of ζ.

Before passing to simpler statistical estimators stemming from this functional, we now
discuss the partition function.

5.1.3 Partition Function and n-point Correlators

In practice, using the full probability distribution functional directly on cosmological data
proves to be difficult, as there is only one realization of our universe to probe and conduct
measurements in, so it is not possible to take a frequentist approximation to its statistics.
While this suggests the use of Bayesian statistics to find the most probable F given the
data by the means of the functional (5.19), it also reveals why one typically chooses to work
with correlation functions to probe departures from Gaussianity: they can be computed from
many Fourier modes on the sky, whose past history is presumably independent (at least if
the nonlinearities are turned off), and therefore averages may be performed and compared
with the theoretical predictions for the expectation values or correlations.

Fittingly, there is an object that encapsulates the information of all the correlation func-
tions in a perhaps clearer way than the full probability density functional ρ. This is the
partition function Z[J ], which would be the object that generates the n-point functions via
functional differentiation

〈ζ(k1) · · · ζ(kn)〉 =
δnZ[J ]

(iδJ(−k1)) · · · (iδJ(−kn))

∣∣∣∣
J=0

, (5.33)

or equivalently, as the functional Fourier transform of the PDF, which in the context of
probability is called the characteristic function

Z[J ] =

∫
Dζ ρ[ζ] ei

∫
k ζ(k)J(−k). (5.34)

Both expressions may be employed to obtain Z[J ]: the first requires to know all of the
n-point functions beforehand and reconstruct the object that has them as its functional
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derivatives, while the second requires to know an explicit expression for the probability dis-
tribution functional. Since we have the latter, we may carry out this computation explicitly2

to first order in F , obtaining

Z[J ] = exp

[
−1

2

∫
k

J(k)J(−k)Pζ(k)

]
×1−

∫
x

∫
k
eik·xJ(−k)∫

k
eik·xJ(−k)Pζ(k)

∫
ζ̄

exp

[
−(ζ̄−i

∫
k e

ik·xJ(−k)Pζ(k))
2

2σ2
ζ

]
√

2πσζ

(
σ2
ζ

∂

∂ζ̄
− ζ̄
)
F (ζ̄)

 .

(5.35)

Here we have defined σ2
ζ ≡

∫
k
Pζ(k) as the 1-point variance associated to the power spectrum

for the relevant range of momenta. Window functions are easily incorporated by substituting
J(k) with J(k)W (k), as this procedure will add a factor of W (k) to every external leg in any
given diagram.

Now that we have equation (5.35), we may compute the n-point functions directly, without
having to resort to functional integration as we would with (5.19). Moreover, the structure
that will emerge in these correlations is more closely related to (5.35), as is demonstrated by
their explicit expressions in position space

〈ζW (x1) · · · ζW (xn)〉c = fn−1

n∑
i=1

∫
x

∫
k
W (k)eik·(xi−x)∫

k
eik·(xi−x)W (k)Pζ(k)

(
n∏
i=1

∫
k

W (k)Pζ(k)eik·(xi−x)

)
,

(5.36)
where the subscript c indicates the result only considers the fully connected piece. For
completeness, we write down their counterparts in momentum space

〈ζW (k1) · · · ζW (kn)〉c = fn−1 (2π)3δ(3)

(
n∑
i=1

ki

)(
n∏
j=1

W (kj)Pζ(kj)

)
n∑
i=1

1

Pζ(ki)
, (5.37)

where the coefficients3 fn are given by Hermite moments of F :

fn ≡ −
1

σnζ

∫ ∞
−∞

dζ
e
− ζ2

2σ2
ζ

√
2πσζ

Hen

(
ζ

σζ

)
F (ζ). (5.38)

The coefficients fn are quantities of mass dimension 1 − n, which are invariant under the
renormalisation procedure 5.1.2 in a very fitting sense: because {fn}∞n=2 is also a set of
coefficients of a Hermite polynomial expansion4, we have

F (ζ;σ2
ζ ) = −

∞∑
n=2

fn
n!
σnζ Hen

(
ζ

σζ

)
= −

∞∑
n=2

fn
n!

exp

[
−
σ2
ζ

2

∂2

∂ζ2

]
ζn, (5.39)

2The details of this derivation are presented in Appendix C.1.
3In a more standard notation, the first few terms would correspond to f2 = fNL, f3 = gNL, etc.
4We omit n = 0, 1 in the Hermite expansion because we assume 〈ζ〉 = 0 and 〈ζζ〉 to be set by the free

theory and matching the Power Spectrum of observations. To put it differently, with this definition of the
local ansatz, due to orthogonality properties of the Hermite polynomials, the power spectrum of ζ is not
modified to first order in the nonlinearity parameters [132].

101



where we have introduced the variance σ2
ζ as an argument of F in order to emphasize that

the associated field has the corresponding amplitude for its fluctuations. This means that F̄
takes the following expansion:

F̄ (ζ) = exp

[
+
σ2

out

2

∂2

∂ζ2

]
F(ζ;σ2

ζ ) = F (ζ;σ2
ζ − σ2

out), (5.40)

where the coefficients {fn}n remain unchanged; only the variance gets reduced to its new
value after integrating some modes out.

Nonetheless, it is important to point out that each individual n-point function does not
encapsulate all of the non-Gaussian information contained in F . Indeed, each correlation
function only yields one term of an infinite series expansion of F , all of which are independent,
at least in principle. Therefore, it is natural to try and find objects that are able to keep all
of this information, without having to compute an infinite number of quantities. For that
reason, we now turn to exploring 1- and 2-point probability density functions, which we will
later apply, in particular to the CMB.

5.1.4 Fixed-point Probability Distribution Functions

In the presence of a generic deviation from Gaussian statistics, involving both local and non-
local terms, to assume that it is possible to capture all non-Gaussian information by looking
at the single-point statistics of a field (i.e., correlations with all of the spatial coordinates
at the same position) seems misguided, as the restriction to a single point is likely to mix
local and non-local effects, making it difficult to disentangle them. However, if we restrict
ourselves to local deviations from Gaussianity only, it is indeed possible to capture all such
information.

In this subsection we write down explicit 1-point and 2-point PDFs for the curvature
perturbation. Since the first was already derived [16], and is analogous to the derivation of
the partition function, we will not give many details. On the other hand, the derivation of
the 2-point PDF is quite lengthy, and therefore, in order to alleviate the discussion, we shall
leave the details for Appendix C.2.

1-point Probability Distribution Function

Now we set ourselves to derive the simplest distribution that can be obtained within this
framework: a density function for the 1-point statistics. It is defined as the distribution
ρ(ζ;x) that satisfies

〈ζn(x)〉 =

∫ ∞
−∞

dζρ(ζ;x)ζn. (5.41)

Given that we assume a homogeneous universe, ρ(ζ;x) cannot depend on x. Thus, we write
ρ(ζ;x) = ρ(ζ). From a functional perspective, it is given by

ρ(ζ̄;x) =

∫
Dζ ρ[ζ] δ(ζ(x)− ζ̄), (5.42)
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which may be evaluated in the same way as the partition function Z[J ] by writing down
the Dirac delta as δ(ζ(x)− ζ̄) =

∫
γ
eiγ(ζ(x)−ζ̄) and noticing that what will be left over in the

functional integral is exactly Z[J(−k) = γe−ik·x]. Then the remaining integral over γ may
be carried out by completing squares.

Thus, in the same spirit as the probability distribution functional we obtained earlier rep-
resents a first-order correction to Gaussian statistics, the 1-point probability density function
may also be written as a slight departure from Gaussianity. Moreover, this density function
resembles more closely the structure of Z[J ] than that of ρ[ζ] because marginalizing over all
the other positions in presence of a finite range of wavelengths induces a filtering, which is
manifest in Z[J ] but not so in ρ[ζ]. Given the various applications it may find in LSS or in
Primordial Black Holes (PBH) formation, it is of interest to write it for an arbitrary window
function. Smoothing the field and its variance as in Eq. (5.20), the resulting expression is

ρ(ζW ) =
1√

2πσW
e
− ζ2W

2σ2
W [1 + ∆W (ζW )] , (5.43)

where

∆W (ζ) ≡
∫ ∞

0

dx
4πx2W (x)

s2(x)

∫ ∞
−∞
dζ̄

exp
[
−(ζ̄−b(x)ζ)

2

2σ2
W (x)

]
√

2πσW (x)

(
ζ̄ − σ2

ζ

∂

∂ζ̄

)
F
(
ζ̄
)
. (5.44)

Here we have written W (x) =
∫
K e

iK·xW (k), the position-space representation of the window
function W , with x = |x|, and we have also defined the (co)variances

σ2
W ≡

∫
k

W 2(k)Pζ(k) , s2(x) ≡
∫
k

eik·xW (k)Pζ(k) , σ2
W (x) ≡ σ2

ζ − b2(x)σ2
W , (5.45)

with a “bias” factor5 given by

b(x) ≡ s2(x)

σ2
W

. (5.46)

In words, this expression means that, given a range of modes that defining the cutoffs of
the theory, the perturbative correction to the PDF scans for the structure of the effective
interaction at those scales through the action of (ζ̄ − σ2

ζ∂ζ̄), and then filters it according
to the difference between the variance and the correlation implied by incorporating window
functions. This observable can account for all the information contained within the local
function F . This can be seen from the fact that all of the information concerning F is stored
within the fn coefficients, which can be retrieved by looking only at the 1-point statistics
(c.f. Eq. (5.36)). Indeed, an analysis to constrain the departure from Gaussianity F by the
means of the 1-point CMB temperature distribution has already been performed in [16] .

Before passing to the 2-point functional, and in order to make contact with current litera-
ture, let us comment on the relation of this PDF to the Edgeworth representation. If we use

5This parameter is not the usual bias. If we think of the window as setting the scale of a tracer, we can
define a bias as the ratio of field-tracer to the tracer-tracer correlation functions. b here is the ratio of the
field-tracer to the 1-point tracer-tracer correlation functions.
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the Hermite polynomial expansion of F , given by (5.39), the effect of the Gaussian filtering
of Eq. (5.44) becomes transparent:

∫ ∞
−∞
dζ̄

exp
[
−(ζ̄−b(x)ζ)

2

2σ2
W (x)

]
√

2πσW (x)
F (ζ̄;σζ) = F

(
bζ; b2σ2

W

)
=
∞∑
n=2

fn
n!

Hen

(
ζW
σW

)
s2n(x)

σnW
, (5.47)

that is, it replaces the field variable with the biased one (we have suppresed the x dependence
of the bias). Using the fact that the Weierstrass trasform commutes with derivatives, the
latter now being evaluated at the biased field, and that (δ − σ2∂δ)Hen = σHen+1, we can
rewrite the NG deviation of the 1-point PDF as

∆W (ζW ) =
∞∑
n=2

fn
n!

Hen+1

(
ζW
σW

)
1

σn+1
W

∫ ∞
0

dx 4πx2W (x)s2n(x)

=
∞∑
n=2

Hen+1

(
ζW
σW

)
(n+ 1)!

〈ζn+1
W 〉c
σn+1
W

, (5.48)

where 〈ζnW 〉c is given by Eq. (5.37) integrated over momenta. This is exactly the Edgeworth
expansion of a non-Gaussian PDF truncated to first order in the couplings f , since we
have restricted our derivation of the PDF (5.44) to first order6 in F . This is a physically
motivated case where the truncation of the expansion to first order quantities should be a
good approximation [133].

2-point Probability Distribution Function

Now we would like to write down an observable able to account for all of the non-Gaussianities
that can emerge within this model (meaning we cannot look at any single n-point function)
and does not integrate out the information about correlations in the sky. Therefore it cannot
be a single-point PDF. Thus, we try to do the next least complicated thing: a 2-point PDF
ρ(ζ1, ζ2;x1,x2). This function satisfies

〈ζnW (x1)ζmW (x2)〉 =

∫
dζ1dζ2ρW (ζ1, ζ2; |x1 − x2|)ζn1 ζm2 , (5.49)

where we have written ρ(ζ1, ζ2;x1,x2) = ρ(ζ1, ζ2; |x1 − x2|) because we are assuming our
Universe to be statistically homogeneous. One way to obtain such an object is by conditioning
in two points in a manner analogous to Eq. (5.42),

ρ(ζ1, ζ2; |x1 − x2|) =

∫
Dζ ρ[ζ] δ(ζ(x1)− ζ1)δ(ζ(x2)− ζ2), (5.50)

where again, the final result can only depend on the spatial coordinates through the distance
between the two positions x1 and x2. With this in mind, let us define the distances

r ≡ |x1 − x2|, r1 ≡ |x− x1|, r2 ≡ |x− x2|. (5.51)
6In principle, there is nothing stopping us from computing the Edgeworth expansion to any order in the

couplings; indeed, we can expand the exact PDF of Eq. (5.16) to any order in F . We choose, however, for
simplicity to truncate the series to first order.
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A similar computation, though arguably trickier than that of the 1-point function, leads to
a two-point distribution analogous to what was obtained in [16], but with two points defining
the filtering instead of one:

ρW (ζ1, ζ2, r) = ρG,W (ζ1, ζ2, r)

[
1−

∫
x

∫ ∞
−∞
dζ̄

exp
[
−(ζ̄−ζW (r,r1,r2))

2

2σ2
W (r,r1,r2)

]
√

2πσW (r, r1, r2)

×
{
W (r1)

s2(r1)

(
G11

∂

∂ζ̄
−G12

)
+
W (r2)

s2(r2)

(
G21

∂

∂ζ̄
−G22

)}
F
(
ζ̄
) ]
,

(5.52)

where ρG,W (ζ1, ζ2, r) is the bivariate Gaussian measure, with a covariance matrix given by the
2×2 bottom right block of ΣΣΣ, defined below in (5.53). Let us go through this expression: the
first thing to notice is the presence of two points, x1 and x2, defining a filtering through the
same function as in the 1-point case. The second important aspect is that now the Gaussian
that is convoluted with F has a different mean and variance. However, they emerge in the
same manner as σ2

W (x) and ζW (x) emerge in the 1-point case: σ2
W (r, r1, r2) and ζW (r, r1, r2)

are the variance and mean of ζ̄ after conditioning on the values of (ζ1, ζ2), starting from a
joint Gaussian distribution for (ζ̄ , ζ1, ζ2) with covariance matrix

ΣΣΣ =

 σ2
ζ s2(|x− x1|) s2(|x− x2|)

s2(|x− x1|) σ2
W σ2

W,ext(|x1 − x2|)
s2(|x− x2|) σ2

W,ext(|x1 − x2|) σ2
W

 , (5.53)

where we have written the covariance between the two externally chosen points x1 and x2 as

σ2
W,ext(|x1 − x2|) =

∫
k

eik·(x1−x2)W 2(k)Pζ(k). (5.54)

The functions Gij also appear in a similar way: Gi1 and Gi2 are “rotated” versions of σ2
ζ and ζ̄,

involving combinations of the free theory covariances that make the overall expression reduce
to that of the 1-point PDF as x1 → x2. Their precise definitions are listed in Appendix C.2.
In there, we delineate how to obtain the 2-point PDF: by starting from correlators of the type
〈ζnW (x1)ζmW (x2)〉, we deduce the function from which they emanate, corresponding to (5.49).
Moreover, by exploiting the analyticity of the function F , it is possible to again write this as
an Edgeworth expansion in bivariate Hermite polynomials [133], truncated to first order in
the nonlinearity parameters.

This PDF contains all the information of the free theory, as having two points allows to
scan over all the range of distances in the sky, thus probing, among others, the two-point
correlation function completely, which is the defining object of a Gaussian theory. Even
though Eq. (5.52) has its non-Gaussian features encoded in a perhaps more complicated
fashion than its 1-point counterpart (5.43), both contain the same information about the
underlying function F . Indeed, one can obtain Eq. (5.43) by integrating over one of the
field variables in Eq. (5.52). However, observationally, it might be more efficient to have
information on the scale, since then we can, for example, disentangle different momentum
shapes of correlation functions.
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5.2 An analysis of the Cosmic Microwave Background

We are finally in position to undertake the task we promised to carry out at the end of
Chapter 3. We start by exploring the generalities of how to map the curvature perturbation
onto the celestial sphere. Then, we reconstruct the primordial isocurvature potential ∆V ,
following the same notation as in Chapter 3, only that now we will introduce the transfer
function, obtain a PDF, and from there constrain the potential based on the information
provided by Planck in 2015 [134]. Finally, we outline how a constraint from the 2-point PDF
could be obtained, and what information could be gained in comparison with the 1-point
approach.

5.2.1 Θ Statistics

It is also of interest to write down testable quantities that we can obtain by looking at the
primordial information that can be stored in spherical shells on the sky, such as the CMB.
For instance, the probability distribution functional ρ[ζ] and its associated partition function
Z[J ] may be projected onto the celestial sphere to yield distributions of, say, the temperature
fluctuations T (n̂).

Consider a generic linear transfer function T (k, n̂) from the primordial perturbations ζ to
an observable defined on the sphere Θ(n̂) such that

Θ(n̂) =

∫
k

T (n̂,k)ζ(k). (5.55)

Then, if we take Σ(n̂, n̂′) to be the covariance matrix defining the observable’s correlations
between different directions in the sky (n̂, n̂′), i.e.,

〈Θ(n̂)Θ(n̂′)〉 = Σ(n̂, n̂′), (5.56)

and Σ−1(n̂, n̂′) as its inverse matrix, we find that the probability distribution functional for
Θ is given by

ρ[Θ] = NΘe
− 1

2

∫
n̂

∫
n̂′ Θ(n̂)Σ−1(n̂,n̂′)Θ(n̂′)

[
1−

∫
x

Ker1(x)
∂FΘ

∂ζ
(ζΘ(x);x)

+

∫
x

Ker2(Θ;x)FΘ(ζΘ(x);x)

]
,

(5.57)

where now Ker1(x), Ker2(Θ;x), ζΘ(x), and FΘ(ζ;x) depend implicitly on the transfer func-
tion and, when noted, the variable of interest Θ(n̂). All of these quantities may be intuitively
understood as the result of projecting a field defined on three spatial dimensions over a
two-dimensional spherical surface. For instance, ζΘ(x) is given by

ζΘ(x) ≡
∫
k

∫
n̂

∫
n̂′
T (n̂,k)eik·xPζ(k)Σ−1(n̂, n̂′)Θ(n̂′), (5.58)

which basically amounts to saying: take the original statistics of your theory, i.e., eik·xPζ(k),
project them onto the sphere by applying T (n̂,k) and then correlate it with the field of
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interest Θ(n̂′) by means of its inverse covariance matrix Σ−1(n̂, n̂′). The integration kernels
have similar definitions:

Ker1(x) ≡
∫
k

∫
k′

∫
n̂

∫
n̂′
T (n̂,k)eik·xPζ(k)Σ−1(n̂, n̂′)T (n̂′,k′)eik

′·x, (5.59)

Ker2(Θ;x) ≡
∫
k

∫
n̂

∫
n̂′
T (n̂,k)eik·xΣ−1(n̂, n̂′)Θ(n̂′). (5.60)

However, the function FΘ is a slightly different object than before. As a result of the pro-
jection, it acquires a spatial dependence, whose exact nature in terms of the primordial
departure from Gaussianity F is given by the Weierstrass transform

FΘ(ζ;x) ≡ exp

[
σ2
ζ − σ2

ζΘ(x)

2

∂2

∂ζ2

]
F (ζ) =

∫
ζ̄

exp
[
− (ζ̄−ζ)

2

2(σ2
ζ−σ

2
ζΘ(x))

]
√

2π(σ2
ζ − σ2

ζΘ(x))
F (ζ̄), (5.61)

where σ2
ζΘ(x) may be understood as a position-dependent effective variance of ζ, modified

by projection effects:

σ2
ζΘ(x) ≡

∫
k

∫
k′

∫
n̂

∫
n̂′
T (n̂,k)eik·xPζ(k)Σ−1(n̂, n̂′)T (n̂′,k′)eik

′·xPζ(k
′). (5.62)

In all of the above, we have written Σ(n̂, n̂′) as a general function of the direction on the
sphere. However, if we take into account that our universe is homogeneous, it must be
possible to write it as a function of the angle between the two vectors, or equivalently, in
terms of their scalar product n̂ · n̂′. We will not overemphasize this in what follows, as the
notation we deem natural to treat n̂ and n̂′ is with them as separate directions, because they
will have to be multiplied with another vector, the integration variable x that will appear
in the NG kernel that modifies the PDF, which makes using n̂ · n̂′ notationally heavier than
just using (n̂, n̂′).

Now we have to find ways of using this. One option would be to compare how likely
is our present-day CMB given a certain primordial deviation from Gaussianity of the local
type F by using Bayesian statistics. However, in order for this to be useful at its maximum
capacity, it is likely that one would first have to establish a definitive imprint of primordial
NG and be forced to introduce extra parameters into the effective description because more
often than not a model comparison will favour the one with less parameters. Therefore, we
turn to the observable we have been largely focusing on thus far, which, to our knowledge,
has been largely unexplored and may offer valuable constraints on the nature of primordial
NG: 1- and 2-point PDFs.

5.2.2 1-point PDF constraints

Let us attempt to reconstruct ∆Vren of (3.100) out of the CMB data, using

F (ζ) = −∆N

6H2
∆V ′ren

(
Hζ

α∆N

)
, (5.63)
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i.e., the local departure from Gaussianity that emerges from that multi-field inflation setup.
This requires us to deal with the observed temperature fluctuation Θ ≡ ∆T/T , instead of
ζ at the end of inflation. Thus, we introduce a linear transfer function to write Θ(k, n̂) ≡
T (k, µ)ζk, with µ = n̂ · k̂, where n̂ is the direction of sight of an observer standing at x.

In general, this transfer function would have to be computed by solving the Boltzmann
transport equations that describe the evolution of the photon energy density throughout
the history of the Universe after the Big Bang occurred and the primordial seeds left in
place. However, as quoted in Chapter 1, Weinberg [26] has shown that in the hydrodynamic
approximation the transfer function is well described by

T (k, n̂) = eik·n̂rL
(
F (k) + n̂ · k̂ G(k)

)
, (5.64)

where the functions F (k) and G(k) are given as in Chapter 1:

F (k) =
e−τr

5

[
3RLT

(
kdT
aL

)
− S

(
kdT
aL

)
e−k

2d2
D/a

2
L

(1 +RL)1/4
cos

(
kdH
aL

+ ∆

(
kdT
aL

))]
,(5.65)

G(k) = −e−τr
√

3e−k
2d2
D/a

2
L

5(1 +RL)3/4
S
(
kdT
aL

)
sin

(
kdH
aL

+ ∆

(
kdT
aL

))
. (5.66)

According to Dicus and Weinberg [26], the matter transfer function T (κ) is well fitted to 2%
by

T (κ) ≈ ln[1 + (0.124κ)2]

(0.124κ)2

[
1 + (1.257κ)2 + (0.4452κ)4 + (0.2197κ)6

1 + (1.606κ)2 + (0.8568κ)4 + (0.3927κ)6

]1/2

, (5.67)

while the functions ∆ and S have fitting formulas of similar accuracy given by

S(κ) ≈
[

1 + (1.209κ)2 + (0.5116κ)4 +
√

5(0.1657κ)6

1 + (0.9459κ)2 + (0.4249κ)4 + (0.1657κ)6

]2

(5.68)

∆(κ) ≈
[

(1.1547κ)2 + (0.5986κ)4 + (0.2578κ)6

1 + (1.723κ)2 + (0.8707κ)4 + (0.4581κ)6 + (0.2204κ)8

]1/2

. (5.69)

When evaluating the relevant cosmological quantities to evaluate these functions, we will use
(again, following Weinberg)

dT = 0.1331 Mpc, dD = 0.008130 Mpc, dH = 0.1351 Mpc, (5.70)
aL = 1100, RL = 0.6234, τr = 0.1115. (5.71)

While these results are outdated because Planck nowadays implies different values [19] for
these quantities, the deviations on observable quantities are of the same order of accuracy
than those of the fitting functions to the transfer functions (5.67), (5.68), (5.69) (typically
of order ≤ 5%). Therefore, we may proceed to give preliminary constraints from 1-point
statistics in this simplified approach consistently, and compare with current constraints on
non-Gaussianity.

Using the transfer function T , it follows that 〈Θn
k1...kn

〉c = T (k1, µ1) · · ·T (kn, µn)〈ζnk1...kn
〉c,

from which we write the connected nth moment:

〈Θn
L〉c = (2π)3hn (σΘ/σζ)

n ITn (ξ), (5.72)
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Figure 5.1: The an coefficients obtained from Planck. We have limited the data to regions
far enough from the galactic plane so that the outcome from SMICA agrees with the other
pipelines (and removing each pipeline’s masked pixels), effectively considering a third of the
sky. The error bars are an estimate of the noise present in the data, computed by comparing
half-mission maps. The grey contours represent the intrinsic noise σ(an) due to Gaussian
simulations obtained using full-sky maps generated with CAMB.

where hn is defined in terms of the potential in (3.96) or (3.103), and ITn (ξ) is given by

ITn (ξ) =
n

2(2π2)n+1

∫ +1

−1

dµ

∫ ∞
0

dx

x
GT
ξ (x, µ)

[
F T
ξ (x, µ)

]n−1
, (5.73)

GT
ξ (x, µ) =

σζ
σΘ

∑
`

(2`+ 1)P`(µ)

∫ 1

ξ−1

dzz2x3T`(zkL)j`(zx), (5.74)

F T
ξ (x, µ) =

σζ
σΘ

∑
`

(2`+ 1)P`(µ)

∫ 1

ξ−1

dy

y
T`(ykL)j`(yx). (5.75)

In the previous expressions, P`(x) and j`(x) stand for the `th Legendre polynomial and `th
spherical Bessel function, respectively. In addition, T` is the Legendre moment of T (k, µ).
The variance of Θ, in the Gaussian theory, is found to be σ2

Θ = 1
4π

∑
`(2`+ 1)C`, with

C` =
4πσ2

ζ

(2`+ 1)2 ln ξ

∫ kL

kIR

dk

k
|T`(k)|2. (5.76)
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Figure 5.2: The reconstructed potential ∆V/3H4 for two different values of σ2
Θ. This recon-

struction considers an coefficients up to n = 7. Since a2 is a correction to the 2-point function
–and hence, to the propagator– we do not include this term in the reconstructed potential.

One can now derive a PDF ρ(Θ) for Θ similar to that of Eqs. (3.109) and (3.110).

ρ(ζ) =
1√

2πσζ
e
− ζ2

2σ2
ζ [1 + ∆T (ζ)] , (5.77)

∆T (ζ) ≡
∫ 1

−1

dµ

∫ ∞
0

dx

x
KT (x, µ)

∫ ∞
−∞
dζ̄

exp
[
−(ζ̄−ζT (x,µ))

2

2σ2
ζT (x,µ)

]
√

2πσζT (x, µ)

∆N

3H4

(
σ2
ζ

∂2

∂ζ̄2
− ζ̄ ∂

∂ζ̄

)
∆Vren

(
ψζ̄
)
,

(5.78)

where

ζT (x, µ) ≡ [F T
ξ (x, µ)/ ln ξ]ζ, (5.79)

σ2
ζT (x, µ) ≡ σ2

ζ (1− [F T
ξ (x, µ)/ ln ξ]2), (5.80)

KT (x, µ) ≡ 2πGT
ξ (x, µ)/F T

ξ (x, µ), (5.81)
ψζ ≡ (α∆N/H)−1ζ. (5.82)

However, the explicit expression for ρ(Θ) is not necessary to engage in reconstructing ∆V .
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Equivalently, we may define the following cumulants parametrizing NG:

an ≡
∫
dΘ ρ(Θ) Hen (Θ/σΘ) . (5.83)

Independently of the form of ρ(Θ), these coefficients are directly related to the fully connected
moments of Θ through the relation 〈Θn

L〉c = σnΘan. Together with (5.72), this further implies

hn = anσ
n
ζ /[(2π)3ITn (ξ)]. (5.84)

Then, by expanding the potential in terms of Hermite polynomials

∆Vren(ψ)/H4 =
∑
m

bm
m!

Hem(ψ/σL) , (5.85)

one finds that the coefficients bn determining the shape of the potential are given by

bn = − 3an
(2π)3∆NITn (ξ)

(
ln ξ

2π2

)n
. (5.86)

The potential ∆Vren(ψ) obtained by such a reconstruction has renormalized coefficients cren
m

evaluated at the scale kL, and so it can be interpreted as the potential generating NG in the
range kIR ≤ k ≤ kL.

Having Eq. (5.86) at hand, we may proceed to outline the reconstruction process. Fig-
ure 5.1 shows values of the coefficients an acquired from Planck CMB maps (see also Ref. [50]
for a similar analysis). The coefficients were obtained by counting the occurrences of Θ values
in Planck’s SMICA temperature map. Here we chose two possible values for σ2

Θ: the sample
variance computed from the CMB map σ2

Θ = 1.50 × 10−9, with which a2 = 0, and the one
preferred by simulations σ2

Θ = 1.62× 10−9. The grey contours show the intrinsic noise σ(an)
(1- and 2-σ regions) resulting from 500 Gaussian simulations using CAMB [135] with the cos-
mological parameters reported by Planck [17] (with a beam resolution of 5 arcmin FWHM),
and σ2

Θ = 1.62 × 10−9, which is the average over simulations of the sample variances. As
one might have expected, the observed values are mostly compatible with a Gaussian distri-
bution. To get the bn coefficients via Eq. (5.86), we set ∆N = 60 and fix ln ξ = 8, which
corresponds to the range of momenta 10−4 Mpc−1 ≤ k ≤ 0.3 Mpc−1 for the observed modes
in the CMB [38, 134]. Given that Fig. 5.1 lacks a conclusive imprint of non-Gaussianity,
the potential in Fig. 5.2 serves for illustrative purposes only. However, we must note that
this type of analysis is cosmic variance limited, as evidenced by the different results obtained
from the two values chosen for σ2

Θ. Additionally, there are a number of anomalies present in
the CMB that we disregard herein, such as the statistical differences between the north and
south hemispheres [134]. Nevertheless, we encourage the community to keep an eye out for
these signatures, as well as to perform more sophisticated analyses with available data sets.
For instance, one approach to try and circumvent the aforementioned effects is to compute
the transfer functions for a restricted multipole range, which can be done by modifying ac-
cordingly the sums in Eqs. (5.74) and (5.75), then to consider a filtered CMB map that only
contains those contributions, and finally use Eq. (5.86) as before to obtain the reconstructed
potential.
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5.2.3 2-point PDFs and scale dependence

It is interesting to write down expressions for quantities that are not typically used directly
when characterizing cosmological datasets. For instance, one rarely bothers to write down
the full 2-point PDF for the CMB Temperature map, as all of its information (in the Gaussian
case) is already specified through the power spectrum. However, the scale dependence of this
PDF may be a useful tool to probe for non-Gaussianities, and as such, we deem it worth
writing down. The result, analogously to what we had in the simpler case of a spatial window
function, is

ρΘ(Θ1,Θ2) =ρG,Θ(Θ1,Θ2)

[
1−

∫
x

∫ ∞
−∞
dζ̄

exp
[
−(ζ̄−ζΘ(x,n̂1,n̂2))

2

2σ2
Θ(x,n̂1,n̂2)

]
√

2πσΘ(x, n̂1, n̂2)

×
{
WΘ(x, n̂1)

s2
Θ(x, n̂1)

(
GΘ

11

∂

∂ζ̄
−GΘ

12

)
+
WΘ(x, n̂2)

s2
Θ(x, n̂2)

(
GΘ

21

∂

∂ζ̄
−GΘ

22

)}
F
(
ζ̄
) ]
.

(5.87)

As before, let us go through this expression: the first thing to notice is that the two filtering
points x1 and x2 in (5.52) are now replaced by two directions in the sky, n̂1 and n̂2. Secondly,
the Gaussian that is convoluted with F now has a different mean and variance, obtained by
conditioning the joint multivariate Gaussian PDF on the values of Θ1 and Θ2. The starting
point to this is a joint Gaussian distribution for (ζ̄ ,Θ1,Θ2) with covariance matrix

ΣΣΣ =

 σ2
ζ s2

Θ(x, n̂1) s2
Θ(x, n̂2)

s2
Θ(x, n̂1) σ2

Θ σ2
Θ,ext(n̂1, n̂2)

s2
Θ(x, n̂2) σ2

Θ,ext(n̂1, n̂2) σ2
Θ

 , (5.88)

where we have written the covariance between the two externally chosen points n̂1 and n̂2 as

σ2
Θ,ext(n̂1, n̂2) =

∫
k

T (n̂1,k)T (n̂2,k)Pζ(k) = Σ(n̂1, n̂2), (5.89)

and σ2
Θ = σ2

Θ,ext(n̂, n̂), which is independent of the direction n̂. The precise definitions of all
the additional functions involved in this section are given in App. C.2. It is worth mentioning,
as a reminder to the reader, that, as in the 2-point PDF for curvature fluctuations (5.52),
both (5.87) (besides from the temperature variables) and Σ(n̂1, n̂2) depend only on the an-
gular distance between n̂1 and n̂2, or equivalently, on n̂1 · n̂2, and that this is a consequence
of our universe’s homogeneity.

From this function, i.e., from the 2-point PDF (5.87), it is possible to obtain refined
constraints on the local ansatz. Given a dataset, one can construct the 2-point PDF as
follows: divide the angular distance into N bins of width δϑ and the temperature in M ×M
bins of size δΘ× δΘ, as in the 1-point PDF but now with two axes for the temperature field.
Now, for each bin associated to a given angular distance ϑn = n · δϑ, and for each value of
(i, j), count how many pairs of pixels separated by that angular distance ϑn have the values
(Θ[i],Θ[j]) for the temperature in their respective positions. This process would generate N
two-dimensional histograms, with two temperature axes, which we label by (Θ1,Θ2), whose
value at coordinate (Θ1[i],Θ2[j]) would give the number of pairs of pixels with temperatures
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in the (i, j)th bin, separated by angular distance in the nth bin. A 1/2 symmetry factor must
be included in the number counts for temperature bins with i 6= j, as the bin (Θ1[i],Θ2[j]) is
equivalent to (Θ1[j],Θ2[i]).

How does this give refined constraints on the local ansatz? Let us appreciate that this
set of PDFs contains information on the scale, or more concretely, on the temperature power
spectrum and of its expansion in spherical harmonics (the standard C`s) through the 2-point
correlation Σ(n̂1, n̂2). If NG is absent, then at each value of the angular distance the 2-point
PDF will be a 2-variable Gaussian probability density with variances σ2

Θ and covariance
σ2

Θ,ext(n̂1, n̂2) = Σ(n̂1, n̂2). Then, in the presence of NG, each 2-point PDF will undergo a
NG deviation induced by the same primordial mechanism F , but for each angular separation
this deviation will be experienced differently because the covariance matrix implied by the
Gaussian part is different. That means that for each angular distance, the kernel that acts
upon F in (5.87) gives a different deviation from Gaussianity, and therefore, each of the
2-point PDFs gives an independent estimator on the primordial NG field. For local NG, all
of the N 2-point PDFs at different angular separations in the sky should give consistent7
constraints/estimations of F . Conversely, if NG is measured and it does not adjust to the
statistics implied by (5.87) at different angular scales, then purely local NG would be ruled
out. Therefore, looking towards possible future directions to be explored, this type of ob-
ject (a set of 2-point PDFs) shows promise to disentangle different shapes of NG, such as
equilateral or orthogonal templates, and in particular, from the local ansatz.

In order to search for non-Gaussianity within a 2-point PDF, many approaches are pos-
sible. Given a model, i.e., an explicit expression for F , and using it as a template with
few adjustable parameters is usually the method that will give the best constraints. In the
spirit of Eq. (5.39), however, another one is worth mentioning: one can use bivariate Hermite
polynomials on the temperature variables (Θ1,Θ2), so as to express the PDF in terms of
a bivariate Edgeworth expansion [133, 136]. One then looks for any statistically significant
nonzero coefficient in the expansion, in analogy to what was done for the 1-point case in [16].
This way, the existence of NG can be tested as a yes/no question, as any nonzero coefficient
in an Edgeworth expansion implies a non-Gaussian distribution. This may be particularly
useful when searching for NG in the next generation CMB surveys [32].

5.3 Prospects for Large-Scale Structure Surveys

Upcoming cosmological surveys will focus on the statistics of LSS and 21 cm signals, promis-
ing to bring precision cosmology to a new era. Indeed, the proliferation of observed modes
due to the three dimensional probe offered by LSS will enhance our statistics, albeit with an
increased noise level, giving us invaluable information about the fundamental aspects of the
early/late universe.

At small scales several sources of nonlinearity induce NG, like gravitational interactions
and galaxy bias, obscuring the primordial contribution to the statistics. However, for rela-
tively long modes, k . 10 Mpc−1 and higher redshifts [137], linear perturbation theory can

7That is, within the experiment’s theoretical and systematic uncertainties included.
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be trusted, which makes it easier to identify primordial signatures. Perturbative techniques
pushing our analytic control towards smaller, weakly nonlinear scales include several schemes
like SPT [138] and more recently EFTofLSS [24] and TSPT [139, 140, 141], which are set
in a hydrodynamics framework, while going even further requires full Boltzmann solvers via
N-body simulations. In this work, we will focus on the purely linear regime, leaving weakly
nonlinear evolution with NG initial conditions [141] for future study.

The main probes of non-Gaussianity are the bispectrum and/or trispecturm, number
counts and bias. The spectra retain information about the shape of the 3- and 4-point func-
tions in momentum space, which can be linked to the mechanism responsible for generating
NG. Number counts probe directly the 1-point PDF, which even though loses the shape in-
formation, it serves as a complementary and equally powerful estimator of NG. Finally, the
halo bias serves as a third independent chanel, which can give clear enhanced signatures of
local NG at large scales.

The moments of the matter distribution have been computed in several schemes like
SPT [138] and more recently EFT of LSS [24] order by order in perturbation theory, start-
ing from a hydrodynamical description of the matter density. More recently, the TSPT
method [139, 140] has focused on constructing a time dependent probability distribution
function of the matter perturbation from which moments can be computed.

In this section, we wish to track how primordial NG, in the form of the generic local
ansatz (5.9), gets transmitted to the matter field in the linear regime. We extend our result,
the non-Gaussian PDF of curvature fluctuations, in two directions: 1) we deduce a PDF
for the matter density constrast δ, and hence, a halo mass distribution; 2) we compute the
effect of the tomographic local ansatz on the halo bias. These are complementary probes of
the non-Gaussian initial condition via number counts and power spectra, respectively, which
should be accessible by surveys such as Lsst, Euclid and Ska.

5.3.1 Halo Mass Function

The matter overdensity δ(x) = δρ(x)/ρ̄, with ρ̄ = Ωmρcr, is related to the primordial Newto-
nian potential, Φ = 3

5
ζ, as

δ(k) = α(k)Φ(k), α(k) =
2r2

Hk
2T (k)D(z)

3Ωm

, (5.90)

where D(z) is the linear growth rate, rH the current Hubble radius and T (k) the transfer
function [142]. We smooth the density field over a radius RM = (3M/4πρ̄)1/3 as in Eq. (5.20),

δW (x) =

∫
k

∫
y

eik·(x−y)WM(k)δ(k), (5.91)

using a top-hat filter WM(x) = V −1
M H(RM − r), with H the Heaviside function and VM the

volume of the region within the radius RM . The probability distribution for the smoothed
overdensity, ρ(δW ), is then given by the 1-point PDF of Eq. (5.43), upon the replacements

ζ → δ and W (k) =
3

5
WM(k)α(k). (5.92)
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Now, in principle, having the matter distribution function, one can compute the halo
number density, that is, the number density of halos of mass between M and M + dM at
redshift z, and the observables derived from it. One way to do this is via the Press-Schechter
(PS) scheme [143] extended to the NG case [144, 145]. Denoting the tail distribution above
some threshold value δc as

µ>(M, z) =

∫ ∞
νc(z)

dν ρ(ν), (5.93)

with ν ≡ δ/σW , then the total fraction of mass collapsed into bound structures will be
proportional to this cumulative PDF:

n(M)M

ρ̄
∝ µ>(M).

However, as mentioned, we are interested in the number density of objects, i.e. clusters, with
mass between M and M + dM. This is given by n(M + dM)−n(M) and hence the PS mass
function reads8

dnPS

dM
(M, z) = −2

ρ̄

M

dµ>

dM
(M, z). (5.94)

The collapse threshold, through which the z dependence arises, is given by the spherical
model as δc(z) ' 1.686 D(0)/D(z). The Gaussian PS function can be evaluated exactly by
replacing ρ→ ρG in Eq. (5.93):

dnPS

dM

∣∣∣
G

(M, z) = −2
ρ̄

M

e−
ν2
c (z)

2√
2π

νc(z)(lnσW )′, (5.95)

where a prime stands for the derivative with respect to the mass. For the NG case, the PS
mass function is easy to compute from Eq. (5.43):

dnPS

dM
(M, z) =

dnPS

dM

∣∣∣
G

(M, z)

[
1− 1

δc

(
1− ν2

c −
1

(lnσW )′
d

dM

)∫
x

W (x)F
(
bδc; b2σ2

W

)]
,

(5.96)

where F (bδc; b2σ2
W ) is the Weierstrass transform of the local ansatz [see Eq. (5.47)] evaluated

at the threshold δc(z). Upon using the Hermite expansion (5.39) of the function F , we may
obtain a series representation of the mass function (5.96):

dn

dM
(M, z) =

dnPS

dM

∣∣∣
G

(M, z)

[
1 + ∆ (νc(z))− 1

dνc(z)/dM

∞∑
n=2

Hen (νc(z))

(n+ 1)!
κ′n+1

]
, (5.97)

where we have defined the reduced cumulants κn(M) ≡ 〈δnW 〉c
σnW

. Equation (5.96) offers a
generalisation of the fNL, gNL truncation9 of the local ansatz (see e.g. Refs. [146, 147]) to
arbitrary functions F . From its moment expansion (5.97), we can see that positive moments
of the PDF (κn, κ′n > 0) lead to overabundance of collapsed objects at the high mass end,

8The fudge factor 2 corrects for the cloud-in-cloud problem, that is, a collapsed object of mass M1 tracing
a volume V1 can be part of an object of mass M2 > M1 tracing a larger volume V2 and thus should not
be counted as a separate object. The Gaussian value 2 is a good approximation in case of a small NG
deformation [131].

9For example, when truncated to n = 2, the expansion (5.97) agrees with Eq. (4.19) of Ref. [146].
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where ν, ν ′ � 1, as long as (lnκn+1)′ < νν ′, which is satisfied since the cumulants κ depend
weakly on the mass [147].

However, due to the highly nonlinear character of the collapse, one cannot fully parametrize
collapsed objects by a single threshold number δc. Indeed, it has been shown that the PS
prescription does not accurately estimate the halo abundance even in the Gaussian case (for
example a small non-spherical perturbation can have a considerable impact) [148]. Hence,
the extension to the NG case is guaranteed to also have errors with respect to simulations.
What can be done though is to characterise the deviation from Gaussianity by comparing the
ratio of G-to-NG densities with that of the PS scheme [146, 149], since the latter is expected
to fail equally in both cases:

dn

dM
(M, z) = rG(M, z)

dnPS

dM
(M, z), with rG(M, z) =

dn
dM

∣∣
G

(M, z)
dnPS

dM

∣∣
G

(M, z)
. (5.98)

For the Gaussian mass function, dn
dM

∣∣
G
, we can adopt a Sheth-Tormen (ST) ansatz [148], which

is better fitted to simulations than the Press-Schechter one, in which case the Gaussian ratio
reads

rG[νc(z)] =
√
aA
(
1 + (aν2

c )−p
)
e
ν2
c
2

(1−a), (5.99)

with the ST parameters a = 0.707, A = 0.322184, p = 0.3.

With the mass function (5.98) at hand, which is just Eq. (5.97) with the replacement
nPS|G → nST, we may compute the number of clusters per redshift bin above some mass M
as [146]

dN

dz
(M, z) =

4π

H(z)

(∫
dz

H(z)

)2

fsky

∫ ∞
M

dm
dn

dm
(m, z), (5.100)

where fsky is the fraction of the sky covered by each survey.

This result, together with the mass function (5.98), can serve as a template for the number
density of clusters. For example, in the context of light isocurvature axions one can compute
the non-Gaussian PDF deformation ∆ [15] and thus the mass function dn

dM
and create mock

data via simulations. One can then pick an estimator and devise an overlap between the
template and the data, in exactly the same manner that one uses the cosine estimator to
measure the overlap of the local template with the actual bispectrum. The simplest thing to
do is to take the number counts as an estimator. For example, given a model, one can count
how many clusters of mass M exist at redshift z in the mock data and compare this number
to the real data.

We may also try to reconstruct the PDF from data using other statistical estimators. This
can be done by simply solving Eq. (5.98), together with (5.94), as an ODE for the cumulative
PDF, µ>, to get

µ>[δc(z), σW ] =
1

2ρ̄

∫ ∞
M

dm
m

rG[νc(z)]

dn

dm
(m, z), (5.101)

with rG given by Eq. (5.99). The left hand side now gives the tail distribution of δ, that is, the
probability of δ > δc at redshift z. On the right hand side we have the total mass of collapsed
objects with m > M at redshift z, accounting for corrections to the spherical collapse model
via assigning a mass value m(z) = mobs/rG[νc(z)] to an object of observed mass mobs and
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multiplicity dn
dm

(mobs, z); in principle, this can be deduced from number counts. One can now

apply statistical estimators like Minkowski functionals to the dataset
{

mobs

rG[νc(z)]
, dn
dm

(mobs, z)
}
,

whose difference from their Gaussian estimate, as in the CMB [134, 50], will be a direct probe
the NG deformation of the primordial PDF. Let us note, however, that measuring accurately
the mass and redshift of clusters is a hard task, which might complicate a direct connection
between cluster counts and primordial NG in this manner.

To summarise, in the context of tomographic NG, one can 1) use Eqs. (5.97) and (5.98)
as a template for the mass function and thus the number density up to arbitrary order in
the Edgeworth expansion; 2) assume a microphysical model, compute the PDF (as in e.g.
Ref. [15]) and use Eqs. (5.96) and (5.98) as a template without having to refer to moments;
and finally, 3) consider statistical estimators on the LSS dataset probing the primordial PDF
via the counting scheme implied by Eq. (5.101).

5.3.2 Halo bias

Another powerful probe of primordial non-Gaussianity is the halo bias, which enters in the
late-time power spectra. As already argued, NG initial conditions alter the halo abundance
in a nontrivial way by increasing the number of rare density peaks that collapse to halos.
This is easier to understand in the case of the quadratic local ansatz δ = δG + fNLδ

2
G [130]:

a positive fNL adds positive skewness to the density distribution; thus, the same probability
now corresponds to higher values of δ with respect to the Gaussian field, leading to more
probable enhanced peaks. In [130], it was shown how this is encoded in a scale dependent
correction to the halo bias given by

∆b(k) = 2(b− 1)δc
fNL

α(k)
, (5.102)

where b is the Eulerian Gaussian bias. The k2 factor in α implies that the effects of non-
Gaussianity will be accentuated in large scales (the transfer fucntion goes to 1 for k → 0),
which brings surveys like Ska to the frontline of NG searches, promising σ(fNL) ∼ 1 [151].
This result was rederived and generalised in [150, 152] using different approaches and has
been confirmed with N-body simulations (see e.g. Refs. [153, 154, 155, 156, 157, 158]), while
in Refs. [132, 147], the scale dependent halo bias was computed for the case of cubic gNL, τNL-
type local NG —see Ref. [159] for a review. In what follows we extend it to the generalised
local ansatz (5.9) and show how in the case of an isocurvature source, future surveys can
probe the landscape potential via measurements of the bias factor.

To begin, let us rewrite the NG ansatz (5.9) for the Newtonian potential Φ = 3
5
ζ as

Φ(x) = φ(x) +
3

5
F [φ](x), (5.103)

where φ is a Gaussian random field with standard deviation σ0 =
√
〈φ2〉. The 3/5 factor

is put explicitly to relate the primordial curvature perturbation ζ to the late-time (matter-
dominated era) gravitational potential Φ. Following the peak-background split method [160,
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161], we now separate the Gaussian gravitational potential into long and short modes with
respect to some characteristic halo scale R? ∼ R(M) as

φ = φL + φS, (5.104)

which induces a similar split in the variance, σ2
0 = σ2

L + σ2
S = 〈φL(x)2〉 + 〈φS(x)2〉. With

the help of the expansion in Hermite polynomials (5.39), and using known identities of these
polynomials, we obtain

F (φL, φS) =
∞∑
m=0

βm (φL)

m!
σmS Hem

(
φS
σS

)
, (5.105)

where

βm (φL) ≡ −
∞∑
s=0

fm+s

s!
σsL Hes

(
φL
σL

)
, (5.106)

with f0 = f1 = 0. How is this expansion of F useful? If one is mainly interested in the
short-wavelength dynamics (for instance, to study the gravitational collapse of the matter
distribution into galaxies), this expansion is useful to identify the functions βm of long-
wavelength fluctuations as effective nonlinearity parameters for the short modes, as may be
seen directly from (5.105): m = 1 is a correction to the amplitude of the short modes, m = 2
a nonlinearity of fNL type, m = 3 a nonlinearity of gNL type, etc.

We now have to understand quantitatively how long wavelength density fluctuations af-
fect the statistics of short modes and thus the halo number density per unit of halo mass,
dn/dM , which from now on we denote by nL(x), through each term in the expansion (5.105).
Generically, the halo mass function is a function of the matter contrast and the amplitude
of the short modes:

nL[ρ(x),∆φS ]. (5.107)

Firstly, because of the dependence on ρ, irrespective of the presence of non-Gaussianity, a
long perturbation δL will induce a linear background shift in n as

nL[ρ̄(1 + δL(x))] = n̄

(
1 +

∂ log nL
∂δL

δL(x)

)
, (5.108)

where n̄ = nL[ρ̄]. Moving to the NG part, the purely long wavelenght contributions (m = 0
coefficient in the expansion (5.105)), by definition, will not affect the power spectra and hence
the bias to first order in the nonlinearity parameters fm, so we may disregard them. From
a short-wavelength modes’ perspective, they are constant numbers that will only affect the
background density through δL in the previous expression.

Next, we may observe that the coefficient of the term linear in φS (m = 1) depends on
φL. Therefore, a long mode will induce a shift in nL(x) through this term, since short modes
feel a background perturbed by the local amplitude of the long wavelength perturbation as
∆φS → (1 + β1(φL)) ∆φS , leading to

nL(x) = n̄

(
1 +

∂ log nL
∂δL

δL(x) + β1 (φL)
∂ log nL
∂ log ∆φS

)
. (5.109)
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Finally, we need to take into account that the halo density will depend on the local
amplitude of the long modes through all the functions βm (φL) for all m ≥ 2, since each βm
acts as a nonlinearity parameter assuming a local value set by the long wavelength fluctuation
φL [152, 132]. That is, we should consider the halo density as a function of the form

nL(x) = nL[ρ(x); {βm}m]. (5.110)

where β1 controls the amplitude of the short modes, and the rest control the amplitude of
their nonlinearities. Thus, we can write

nL(x) = n̄

(
1 +

∂ log nL
∂δL

δL(x) +
∑
m=1

∂ log nL
∂βm

βm(φL(x))

)
. (5.111)

From this expression we can now compute the linear bias, defined as

b(k) =
Pmh(k)

Pmm(k)
, (5.112)

where the matter-halo power spectrum is defined as

Pmh(k) = Fx−y[〈δL(x)nL(y)〉](k), (5.113)

and the matter-matter one as

Pmm(k) = Fx−y[〈δL(x)δL(y)〉](k) = |δk|2. (5.114)

We will thus need to compute the matter-halo correlator and Fourier transform it (F). The
matter contrast δ is related —in subhorizon scales— to the Newtonian potential through the
Poisson equation (5.90), so that Pφδ = Pδδ/α. The first term in Eq. (5.111) is trivial since it
just yields the δ propagator, which in Fourier space cancels the denominator in Eq. (5.112),
resulting in the standard constant bias, while the second yields the scale dependent correction.
Putting everything together, we get

b(k) = bG +
1

α(k)

∞∑
m=1

∂ log nL
∂βm

〈β′m(φL)〉 = bG −
1

α(k)

∞∑
m=1

∂ log nL
∂βm

fm+1. (5.115)

Evidently, the coefficient of the scale dependent correction contains a summation over all the
nonlinearity parameters, or better put, the whole function F . In order to see this, we can
write it down, equivalently, as

b(k) = bG +
1

α(k)

∫ ∞
−∞
N (φL;σL)

dF (φL;σL)

dφL
dφL. (5.116)

where N ≡ e−φ
2
L/2σ

2
L√

2πσL

∑∞
m=1

∂ lognL
∂βm

1
σmL

Hem

(
φL
σL

)
. Consequently, a scale-dependent halo bias

can only signal the presence of some form of local NG but not of a specific parametrization
of it.

A downside of this is that the derivatives of nL w.r.t βm in Eq. (5.116) would have to
be computed from simulations if one is to obtain information about F , or alternatively,
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assume a model of collapse into haloes. In the first case, one may compute the derivatives
of the halo mass function by varying the initial conditions of the simulations. However, the
coefficients (5.106) of the scale dependent bias cannot be observed in real data in this manner,
i.e, by repeating the collapse process as one would do in simulations, because they only come
once and with the same initial condition for the curvature perturbation field ζ. Therefore, it
becomes necessary that the next step be a connection between the effective bias coefficient∫
N dF

dφ
dφ and observable quantities by modeling the halo mass functional nL in some way.

It turns out that the previous section 5.3.1 provides enough tools to accomplish this. In
particular, if one models local NG at the short scales φS using the PS scheme, the vari-
ation with respect to the effective nonlinearity parameter d log nL/dβm may be computed
directly as d log nL/df

S
m, where fSm is the local nonlinearity parameter of the short-scale the-

ory (and, to first order in the perturbation F , it also defines the corresponding nonlinearity
parameter of the full theory because of Eq. (5.39)). This can be done systematically using
Eqs. (5.48), (5.97) and (5.115).

The first scale dependent NG correction (m = 1), associated to cubic NG, was computed
in Ref. [152] by assuming a universal mass function, in agreement with the result of Ref. [130]:

∂ log nL
∂fS1

= 2δc(bG − 1), (5.117)

where bG ≡ ∂ lognL
∂δL

is the Gaussian bias. The second term (m = 2), corresponding to gNL-type
NG, was computed in Ref. [147] using an Edgeworth expansion of the halo mass function
and found to be given by

∂ log nL
∂ log fS2

=
κ3(M)

6
He3 [νc(M)]− κ′3(M)

6ν ′c(M)
He2 [νc(M)] , (5.118)

where κn(M), is the reduced cumulant defined below Eq. (5.97). When expanded up to
f3 = gNL, the relation (5.115) has been shown to be in very good agreement with simulations.
Derivatives of the halo mass function with respect to the higher NG nonlinearity parameters
f4, f5, . . . , may be easily computed from Eqs. (5.48) and (5.97). Concretely, they are given
by

fSm
∂nL
∂βm

=
∂ log nL
∂ log fSm

=
κm+1(M)

(m+ 1)!
Hem+1 [νc(M)]− κ′m+1(M)

ν ′c(M)(m+ 1)!
Hem [νc(M)] (5.119)

where primes denote derivatives w.r.t the mass of the halo M . These terms should also be
tested with N-body simulations for fSm>3 NG initial conditions, but such a computation is
beyond the scope of this work.

From Eq. (5.115) it is clear that the bias alone cannot differentiate between fNL, gNL or
any higher order NG but it can give an answer to the question of Gaussianity or not. However,
given a specific model for primordial NG, this can be a powerful probe in the sense of matching
a template to data. For example, in the previous Chapter 4, we showed that one particular
realization of this situation is the presence of an isocurvature mode with a potential ∆V (ψ).
In this case, the function F of the generalised local ansatz (4.15), is related to the potential
as F ∝ ∆V ′. Thus, a measurement of or a constraint on the bias would translate into a
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constraint on the parameters of the landscape potential. In such a context, one can choose a
well motivated potential ∆V , which fixes the function F , depending on few parameters (two
or three cover most physically motivated potentials). Then, when proceeding to a simulation,
one can use the PDF (5.21) with W (k) = 3α(k)

5
to draw appropriate NG initial conditions

for the density fluctuation field, and then look for a bias of the form (5.115). For example,
within the axion parameter space, there are regions that lead to such cases [15] and may be
probed in the near future with LSS surveys.
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Conclusions

We have studied the generation of a novel class of non-Gaussianity, in multi-field inflation
with the help of a well-motivated model involving an axion like field coupled to the co-
moving curvature perturbation, and then generalized it to any potential that is well-posed
to be treated perturbatively, for instance, a bounded function. We showed that the isocur-
vature fluctuations can traverse the potential by fluctuating across the barriers at the time
of horizon crossing. As a result, the isocurvature field acquires rich statistics that reflect
the landscape structure. These statistics may be transferred to the adiabatic mode via a
derivative coupling, which is the lowest-order possible coupling that arises from an effective
field theory point of view, appearing already at the quadratic level of the action. Other (non-
linear) mechanisms may ultimately accomplish the same effect, but have a natural constraint
in the observed value for the amplitude of the non-Gaussian features of the CMB, whereas
a quadratic mixing preserves Gaussian statistics with a power spectrum consistent with the
data available nowadays, and therefore need not be small.

The non-Gaussianity in this model is calculated as the outcome of non-perturbative re-
summations, at the level of the inner structure of the isocurvature potential, exemplified by
the axion decay constant f . The result is expressed in terms of a probability distribution
function for the curvature perturbation, which consists of a Gaussian part corrected by a
non-Gaussian term involving complete information about the landscape potential. In such
a case, the traditional perturbative fNL parametrization cannot probe the full non-Gaussian
structure and new estimators probing the whole PDF of temperature anisotropies should
be developed. In this direction, we have amply pointed out that probability distribution
functions, in its various forms, show potential to put tight constraints on nontrivial types
of nonlinearities, such as a sinusoidal potential, which are expected to be present in typical
scenarios of multi-field inflation.

Moreover, we established that the perturbative series for the curvature perturbation im-
plied by a quantum-field theory calculation in a de Sitter background is convergent for a
given class of potentials, which contains the case of the sinusoidal potential, at least within
the well-motivated regime of approximations we considered for super-horizon modes. We
also explored connections with the stochastic inflation framework and extended out results
from a QFT point of view to a broader class of backgrounds. In the presence of a coupling
that allows for it, the transfer of statistics should take place in the same manner within most
inflationary setups, as all of them involve a growth of perturbations on super-horizon scales,
making the results qualitatively robust.
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Finally, we extended and applied our results from the late-time standpoint, where we
assume there was a mechanism that seeded local non-Gaussianities and study the resulting
statistics and observable effects, guided by our previous results on the Landscape Tomogra-
phy. We have focused on the object that contains the full information about the distribution
of anisotropies of the temperature and density fields, that is, the probability density function.
Our starting point has been the bottom-up parametrization of the curvature perturbation as
a Gaussian random field plus an arbitrary analytic function thereof. Instead of truncating the
series expansion of this function to the first few terms, corresponding to the standard fNL, gNL

parametrization, we have kept the entire series enabling us to derive a probability functional
that encodes the full local ansatz. We then derived predictions that will be testable with
upcoming cosmological surveys, with special focus on two large-scale structure observables
that are the halo mass function and halo bias, and constrained the primordial landscape
potential with the data available nowadays from the CMB. The next batch of data provided
by LSS surveys, and by the next generation CMB surveys, will thus have the potential to
reveal new signals in the form of small departures from Gaussianity at the primordial level,
and with that constrain our possibilities for a description of the primordial universe.

Let us finish by pointing out that even though this work is focused on local primordial
non-Gaussianity, it should be possible to extend the discussion to other cases. Certainly, a
different momentum dependence in the correlations would lead to a different scale dependence
in the 2-point PDF, which could in turn serve as a NG estimator. Constraining such an
object has the potential to be less costly than that of n-point functions using the standard
templates. Finally, one may be able to further generalize this by including combinations of
spatial derivatives acting on the curvature fluctuation, and in this more general case, one
would be able to fully describe any number of momentum dependencies of the correlation
functions, employed at the level of the PDF.

Our study gives an example where a stringy landscape may have calculable effects on the
CMB and large-scale structure that have not yet been thoroughly searched for in the current
data, and even if the theory that dominated our primordial universe is not string theory, the
novel type of non-Gaussianity studied herein provides tools to constrain and reconstruct any
fundamental theory with analogous setups, which at the level of a low-energy effective field
theory cannot differ considerably, in light that all of them have to be able to explain the
universe we observe.
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Appendix A

Details on the development of
Tomographic non-Gaussianity

A.1 Details of n-point functions’ computations

Here we provide details of the intermediate steps of the computation discussed in Sec. 3.2.2
leading to Eq. (3.43). Our starting point consists of plugging the field u, expanded in terms
of the interaction picture field uI shown in Eq. (3.41), back into 〈û(k1, τ) · · · û(kn, τ)〉. We
obtain

〈u(k1, τ) · · · u(kn, τ)〉c =
n∑
j=1

n−1∑
p=0

∑
Ip

in+1 〈0|

j−1∏
l=1
l /∈Ip

∫ τ

−∞
dτl[H

λ
I (τl), ûI(kl, τ)]


j−1∏

l=1
l∈Ip

ûI(kl, τ)


×
(∫ τ

−∞
dτj

∫ τj

−∞
dτ ′
∫ τ ′

−∞
dτ ′1. . .

∫ τ ′p−1

−∞
dτ ′p[H

λ
I (τ ′p), . . . [H

λ
I (τ ′1), [HΛ

I (τ ′), [Hλ
I (τj), ûI(kl, τ)]]] . . .]

)

×

 n∏
l=j+1
l∈Ip

ûI(kl, τ)


 n∏
l=j+1
l /∈Ip

∫ τ

−∞
dτl[H

λ
I (τl), ûI(kl, τ)]

 |0〉c . (A.1)

The subscript c reminds us that we are keeping fully connected contributions only. As
discussed after Eq. (3.42), to obtain these contributions, we must keep only contractions
including at least one operator a+ (or a†+) appearing in HΛ

I . To track these contractions,
we have introduced the sum

∑
Ip

over the sets Ip = 1p, 2p, · · · , consisting of all possible
arrangements (of dimension p) of momenta labels. For example, we could write: 12 = (1, 2),
22 = (1, 3), 32 = (2, 3), etc.

To perform the contractions appearing in (A.1), it is useful to define the following two
quantities:

∆(τa, τb, k) = uk(τa)u
∗
k(τb) = vk(τa)v

∗
k(τb), (A.2)

D(τa, τb, k) = ∆(τa, τb, k)−∆(τb, τa, k). (A.3)
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In terms of these quantities, one can write the following field commutators:

[ûI(k
′, τ ′), ûI(k, τ)] = (2π)3δ(k′ + k)D(τ ′, τ, k), (A.4)

[v̂I(k
′, τ ′), v̂I(k, τ)] = (2π)3δ(k′ + k)D(τ ′, τ, k). (A.5)

These relations allow us to further infer the form of the commutators involving Hλ
I appearing

in (A.1). These are found to be given by

[
Hλ
I (τ ′), ûI(k, τ)

]
= − λ

(τ ′)2

∂[τ ′D(τ ′, τ, k)]

∂τ ′
v̂I(k, τ

′), (A.6)

[
Hλ
I (τ ′), v̂I(k, τ)

]
= − λ

(τ ′)2
D(τ ′, τ, k)

∂[τ ′ûI(k, τ
′)]

∂τ ′
. (A.7)

Then, using these back into (A.1), and performing the relevant contractions, we find

〈u(k1, τ) · · ·u(kn, τ)〉c = in+1(2π)3δ(3)

(
n∑
i=1

ki

)
−Λ4(−1)n/2

H4

(−λH
f

)n n∑
j=1

n−1∑
p=0

∑
Ip

×
∑

perm ql

∫ τ

−∞
dτ ′τ ′n−4

∫ τ

τ ′
dτj

∫ τ ′

−∞
dτ ′1 . . .

∫ τ ′p−1

−∞
dτ ′p

×

j−1∏
l=1
l /∈Ip

∫ τ

−∞
dτl

∆(τl, τ
′, kl)

τ 2
l

∂[τlD(τl, τ, kl)]

∂τl


j−1∏

l=1
l∈Ip

D(τ ′ql , τ
′, kl)

1

τ ′2ql

∂[τ ′ql∆(τ, τ ′ql , kl)]

∂τ ′ql


×
(
D(τ ′, τj, kj)

τ 2
j

∂[τjD(τj, τ, kj)]

∂τj

) ∞∑
m=n/2

1

(m− n/2)!

[
−1

2

(
Hτ ′

f

)2∫
k

∆(τ ′, τ ′, k)

]m−n/2

×

 n∏
l=j+1
l∈Ip

D(τ ′ql , τ
′, kl)

1

τ ′2ql

∂[τ ′ql∆(τ ′ql , τ, kl)]

∂τ ′ql


 n∏
l=j+1
l /∈Ip

∫ τ

−∞
dτl

∆(τ ′, τl, kl)

τ 2
l

∂[τlD(τl, τ, kl)]

∂τl

 , (A.8)

if n is even, and zero otherwise because the expectation value of an odd number of fields in
the interaction picture vanishes identically. This is a consequence of the potential’s being an
even function of the isocurvature field.

In Eq. (A.8), the sum over “perm ql” refers to the sum over all possible permutations l→ ql
of labels belonging to the set Ip. These permutations affect the arguments τ ′ql appearing in
some functions in the second and fourth lines of this equation.

The previous result can be simplified with the help of the following two steps: first, the
sum appearing in the third line comes from the infinite loop contributions shown in Fig. (3.2).
They are the consequence of contractions between pairs of creation and annihilation oper-
ators a†+ and a+ appearing in HΛ

I . These terms can be resummed back into the following
exponential: ∑

m′

1

m′!

[
−1

2

(
Hτ ′

f

)2∫
k

∆(τ ′, τ ′, k)

]m′
= e

− σ2
0

2f2 , (A.9)
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where σ0 is nothing but the variance of ψ already defined in Eq. (3.44). Notice that σ0 is
independent of time, and so we may factorize exp(−σ2

0/2f
2) out of the τ ′ integral.

Secondly, in Eq. (A.8) we may relabel every integration variable of the form τ ′i by a new
variable τl (with l ∈ Ip) in such a way that, in the functions’ arguments, the kl’s are always
accompanied by a τl. This relabeling allows us to recognize that the sum over all possible
permutations ql becomes a sum over all domains of integration for the variables {τl}l∈Ip . As
a result, the nested integrals of Eq. (A.8) unravel, and we are led to

〈u(k1, τ) · · · u(kn, τ)〉c = in+1(2π)3δ(3)

(
n∑
i=1

ki

)
−Λ4(−1)n/2

H4

(−λH
f

)n
e
− σ2

0
2f2

n∑
j=1

n−1∑
p=0

∑
Ip

×
∫ τ

−∞
dτ ′τ ′n−4

j−1∏
l=1
l∈Ip

∫ τ ′

−∞
dτlD(τl, τ

′, kl)
1

τ 2
l

∂[τl∆(τ, τl, kl)]

∂τl


×

j−1∏
l=1
l /∈Ip

∫ τ

−∞
dτl

∆(τl, τ
′, kl)

τ 2
l

∂[τlD(τl, τ, kl)]

∂τl

(∫ τ

τ ′
dτj

D(τ ′, τj, kj)

τ 2
j

∂[τjD(τj, τ, kj)]

∂τj

)

×

 n∏
l=j+1
l∈Ip

∫ τ ′

−∞
dτlD(τl, τ

′, kl)
1

τ 2
l

∂[τl∆(τl, τ, kl)]

∂τl



×

 n∏
l=j+1
l /∈Ip

∫ τ

−∞
dτl

∆(τ ′, τl, kl)

τ 2
l

∂[τlD(τl, τ, kl)]

∂τl

 . (A.10)

The previous expression can be simplified further by performing the summation over the
index p (including the sum over the sets Ip introduced earlier). Notice that these sums allow
one to rewrite the second and fourth lines of Eq. (A.10) as the multiplication of pairs of terms

〈u(k1, τ) · · · u(kn, τ)〉c =

in+1(2π)3δ(3)

(
n∑
i=1

ki

)
−Λ4(−1)n/2

H4

(−λH
f

)n
e
− σ2

0
2f2

n∑
j=1

∫ τ

−∞
dτ ′τ ′n−4

×
j−1∏
l=1

(∫ τ ′

−∞

dτl
τ 2
l

D(τl, τ
′, kl)

∂[τl∆(τ, τl, kl)]

∂τl
+

∫ τ

−∞

dτl
τ 2
l

∆(τl, τ
′, kl)

∂[τlD(τl, τ, kl)]

∂τl

)

×
n∏

l=j+1

(∫ τ ′

−∞

dτl
τ 2
l

D(τl, τ
′, kl)

∂[τl∆(τl, τ, kl)]

∂τl
+

∫ τ

−∞

dτl
τ 2
l

∆(τ ′, τl, kl)
∂[τlD(τl, τ, kl)]

∂τl

)

×
(∫ τ

τ ′

dτj
τ 2
j

D(τ ′, τj, kj)
∂[τjD(τj, τ, kj)]

∂τj

)
. (A.11)

We can now rewrite this expression in a more compact way by noticing that the propagators
of the ψ and ζ fields are given by (up to a

√
2ε factor for ζ)

∆̄(τ ′, τl, kl) = H2τ ′τl∆(τ ′, τl, kl). (A.12)
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By switching to ζ, ψ variables the τ ′n factor from the first line of (A.11) and the τn factor,
coming from the conversion of the external fields, combine with the ∆ propagators to form
the ∆̄ ones. Then we may conveniently introduce the following set of functions

G+(kl, τ
′, τ) ≡ (−iλ)

H3

∫ τ

−∞

dτl
τ 3
l

(
∆̄(τl, τ

′, kl)
∂[D̄(τl, τ, kl)]

∂τl

+D̄(τl, τ
′, kl)

∂[∆̄(τ, τl, kl)]

∂τl
Θ(τ ′ − τl)

)
, (A.13)

G−(kl, τ
′, τ) ≡ (−iλ)

H3

∫ τ

−∞

dτl
τ 3
l

(
∆̄(τ ′, τl, kl)

∂[D̄(τl, τ, kl)]

∂τl

+D̄(τl, τ
′, kl)

∂[∆̄(τl, τ, kl)]

∂τl
Θ(τ ′ − τl)

)
, (A.14)

where Θ(τ) is the usual Heaviside function. The functions G±(kl, τ
′, τ) are nothing but the

mixed propagators defined in Ref. [162], with the external – or boundary, in the language of
[162] – time, denoted by τ here, left explicit as an argument. Moreover, subtracting them we
find

G+(kj, τ
′, τ)− G−(kj, τ

′, τ) =
(+iλ)

H3

∫ τ

τ ′

dτj
τ 3
j

D̄(τ ′, τj, kj)
∂[D̄(τj, τ, kj)]

∂τj
. (A.15)

Replacing these definitions back into Eq. (A.11) and noting that consecutive terms with
alternating signs cancel out in the sum over j, we end up with the following simple expression
for the n-point correlation function

〈ζ(k1, τ) · · ·ζ(kn, τ)〉c =
iΛ4

H4
(2π)3δ(3)

(
n∑
i=1

ki

)
e
− σ2

0
2f2

(
− H2

2εf 2

)n/2
×
∫ τ

−∞

dτ ′

τ ′4

[
G+(k1, τ

′, τ) . . .G+(kn, τ
′, τ)− G−(k1, τ

′, τ) . . .G−(kn, τ
′, τ)

]
.

(A.16)

It is rewarding to notice that this result is exactly what we would have obtained had we used
the diagrammatic rules of [162], after adequately treating the loop contributions.

Let us now perform the integrals of Eq. (A.16) [or, equivalently, Eq. (A.11)] to obtain a
simple and useful expression for the n-point correlation function in momentum space. As
discussed in Sec. 2.2.3, recall that the effect of the Hλ

I is to source the evolution of the
amplitude of ζ (or, equivalently, u) on superhorizon scales. Thus, for a given fixed set of kl’s,
the integration domain of each integral appearing in Eq. (A.16) can be split into two parts.
Before horizon crossing, where |τl|kl > 1 (and |τ ′|kl > 1) and after horizon crossing, where
the opposite is true: |τl|kl < 1 (and |τ ′|kl < 1). The integrants are highly oscillatory in the
domain |τl|kl > 1 (and |τ ′|kl > 1). These oscillatory contributions would have vanished had
we kept track of the ε prescription. And so, we may simply disregard the contributions to
(A.11) coming from these domains.

On the other hand, the integration of these functions over the domain |τl|kl < 1 (and
|τ ′|kl < 1) gives us expressions that dominate if the upper limit τ is such that |τ |kl � 1 (in
fact, the integration over the domain |τl|kl < 1 diverges as τ → 0). Thus, instead of obtaining
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exact expressions for these integrals, we may seek the infrared divergent contributions that
dominate on superhorizon scales. To do this explicitly for each integral, we introduce an
arbitrary time τ0 such that |τ0|kl < 1 for all kl’s. We will use τ0 to cut off the lower limit
of every time integral. The upper limit may be either the end of inflation or some other
value, depending on the exact mass of the scalar field. In either case, we assume that the
amount of e-folds that different modes spend outside the horizon is approximately the same,
as discussed in the main text.

Then, within the integration domains τ ′l ∈ (τ0, τ
′), one may simplify a few of the integrated

functions as

D(τl, τ
′, kl)

τ 2
l

∂[τl∆(τl, τ, kl)]

∂τl
' ie−iklτl

6klτlτ

[
τ ′2

τl
− τ 2

l

τ ′

]
, (A.17)

D(τl, τ
′, kl)

τ 2
l

∂[τl∆(τ, τl, kl)]

∂τl
' ie+iklτl

6klτlτ

[
τ ′2

τl
− τ 2

l

τ ′

]
. (A.18)

Then, it is direct to find∫ τ ′

τ0

dτlD(τl, τ
′, kl)

1

τ 2
l

∂[τl∆(τl, τ, kl)]

∂τl
' ie−iklτ

′

6klτ

(
τ ′2

τ0

− 3τ ′

2
+
τ 2

0

2τ ′

)
. (A.19)

Similarly, the other relevant integrals may be evaluated as∫ τ ′

τ0

dτlD(τl, τ
′, kl)

1

τ 2
l

∂[τl∆(τ, τl, kl)]

∂τl
' ie+iklτ

′

6klτ

(
τ ′2

τ0

− 3τ ′

2
+
τ 2

0

2τ ′

)
, (A.20)∫ τ

τ0

dτl
ukl(τl)

τ 2
l

∂[τlD(τl, τ, kl)]

∂τl
' 2 ln(τ0/τ)

(2kl)3/2τ
, (A.21)∫ τ

τ0

dτl
u∗kl(τl)

τ 2
l

∂[τlD(τl, τ, kl)]

∂τl
' −2 ln(τ0/τ)

(2kl)3/2τ
, (A.22)∫ τ

τ ′
dτj

D(τ ′, τj, kj)

τ 2
j

∂[τjD(τj, τ, kl)]

∂τj
' 2 ln(τ ′/τ)

(2kj)3/2τ

√
2

kj

k2
j τ
′2

3
. (A.23)

Using these results back into (A.11), and performing the final integral over τ ′, we finally
obtain

〈u(k1, τ) · · · u(kn, τ)〉c ' (−1)n/2(2π)3δ(3)

(
n∑
i=1

ki

)

× Λ4

H4
e
− σ2

0
2f2

(
λH

2fτ

)n
1

3

k3
1 + . . .+ k3

n

k3
1 · · · k3

n

ln
(τ0

τ

)n+1

. (A.24)

Let us remind the reader that the previous equation holds as written for even n only. If n
is odd, the correlator vanishes identically because the potential is an even function of the
isocurvature field. This result differs by a factor 1/2 from the Gaussian relation shown in
Eq. (2.71) based on the linear evolution of ζ at superhorizon scales. This factor appears as
a consequence of the integration∫ τ

τ0

dτ ′
ln(τ ′/τ)

τ ′
= −1

2
ln2(τ0/τ), (A.25)
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and may be understood as a nonlinear effect due to two classes of vertices involved in the
computation. The final expression offered in (A.24) is the main result of this section, and
leads directly to Eq. (3.43).

Given that τ0 is chosen in such a way that |τ0|kl < 1 (for all kl’s), then we may roughly
identify the quantity ln(τ0/τ) as the number of e-folds after all the modes left the horizon:

∆N ' ln(τ0/τ). (A.26)

Then, it is possible to verify that the infrared contributions to the integrals leading to (A.24)
dominate when the condition

∆N � 1 (A.27)

is satisfied. Recall that, in order to deal with the system perturbatively, our computation
assumed λ � 1. This means that only after a time ∆N ∼ 1/λ the effects (both linear and
nonlinear) induced by ψ start to take over, as evidenced by the computations of Sec. 2.2.3.

A.2 Structure of In

Here we derive a few properties of In defined in Eq. (3.61). To start with, notice that the
sum k3

1 + · · ·+ k3
n appearing in Eq. (3.61) leads to n identical integrals. Then, by writing the

Dirac delta function as δ(p) = (2π)−3
∫
r
e−ip·r, the integral In becomes

In =
n

(2π)3

∫
r

[∫
k<kL

e−ik·r

k3

]n−1 ∫
q<kL

e−iq·r. (A.28)

Let us recall that we are also dealing with an IR cutoff kIR. The previous expression may be
simplified by first redefining the integration variables as

r = x/kL, k = ykL, q = zkL, (A.29)

and then by solving the angular parts of the x, y and z integrals. These two steps lead to

In(ξ) =
n

(2π2)n+1

∫ ∞
0

dx

x

[∫ 1

ξ−1

dy

y

sin(yx)

yx

]n−1 ∫ 1

ξ−1

dz z x2 sin(zx), (A.30)

where ξ = kL/kIR is the ratio of scales available to observers introduced in Sec. 3.2.3. In
Eq. (A.30), we have emphasized that In is a function of ξ. It may be noticed that this
function satisfies

In(1) = 0. (A.31)

Next, the y and z integrals may be solved to give

In(ξ) =
n

(2π2)n+1

∫ ∞
0

dx

x
G(ξ, x) [F (ξ, x)]n−1 , (A.32)

where we have introduced the functions

G(ξ, x) = sin(x)− x cos(x)− sin(x/ξ) + (x/ξ) cos(x/ξ), (A.33)

F (ξ, x) = Ci(x)− sin(x)

x
− Ci(x/ξ) +

sin(x/ξ)

x/ξ
. (A.34)
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Here, Ci(x) is the cosine integral function. It is hard to obtain a simple analytical represen-
tation of In (for arbitrary n) beyond that shown in Eq. (A.32). In the particular case n = 2,
one finds (for ξ ≥ 1)

I2(ξ) =
π

(2π2)3
ln ξ. (A.35)

In the cases n = 3 and n = 4, we are able to obtain exact analytical expressions but it is
more useful to write down the results in the limit ξ � 1:

I3(ξ) =
3π

2(2π2)4

[
(ln ξ)2 + 1− π2

6

]
+O(ξ−1), (A.36)

I4(ξ) =
4π

2(2π2)5

[
(ln ξ)3 − π2 − 3

4
ln ξ +

11

4
ζ(3)− 43

24

]
+O(ξ−1). (A.37)

While for n ≥ 5 we are not able to obtain simple general expressions in the large ξ limit,
we can still derive a useful property about In. Indeed, it is possible to show that In has the
following asymptotic form for n ≥ 4:

In = I0
n + ∆In, (A.38)

where

I0
n =

nπ

2(2π2)n+1
(ln ξ)n−1 , (A.39)

∆In = −I0
n × C

(n− 1)(n− 2)

2
(ln ξ)−2 +O

[
(ln ξ)−3

]
, (A.40)

with C = (π2 − 3)/12 ' 0.6.

Before deriving Eqs. (A.38)-(A.40) let us briefly point out their importance: even for
very large values of ξ, the difference between the leading term I0

n and the correction ∆In is
given by a factor (ln ξ)2, which is not necessarily large enough. In fact, the result shown in
Eq. (A.40) implies that ∆In will quickly become of order I0

n as n grows. It is a simple matter
to verify that if ln ξ = 60, then ∆In will reach one-tenth of I0

n around n ' 35. Nevertheless,
the important question here is to what extent the correction ∆In modifies the PDF derived
in Sec. 3.3.2, obtained under the assumption that In can be taken as I0

n. The answer turns
out to be rather simple: by performing the same reconstruction carried out in Sec. 3.3.2,
using the ansatz (3.76), we find that ∆In implies an extra contribution to (3.77) that has
an oscillatory behavior set by the scale fζ , as expected. This time, however, the oscillations
come with different factors in their amplitudes. Among these terms we find a factor of σ4

L/f
4

(or, equivalently, σ4
ζ/f

4
ζ ), and thus comparing with the terms in the uncorrected PDF, the

leading of which is σ2
L/f

2, we get an estimate of how small f can be so that Eq. (3.77) remains
accurate. The final answer is that in order to be able to neglect the correction to the PDF,
at the very least we must have

f &
σL√
ln ξ

. (A.41)

This result severely limits the applicability of the PDF of Eq. (3.77), and forces us to consider
the more general reconstruction carried out in Sec. 3.3.3.
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A.2.1 Derivation of ∆In

To show Eqs. (A.38)-(A.40), we may split the integral (A.30) into two parts, one containing
the term sin(x) − x cos(x) and the other containing the term − sin(x/ξ) + (x/ξ) cos(x/ξ).
Then by changing the integration variable of the second part as x → x/ξ, we end up with
the following expression

In(ξ) =
nπ

2(2π2)n+1

[
Īn(ξ) + (−1)nĪn(1/ξ)

]
, (A.42)

where we have defined Īn(ξ) as

Īn(ξ) ≡ 2

π

∫ ∞
0

dx

x
[sin(x)− x cos(x)] [F (ξ, x)]n−1 . (A.43)

Notice that for large ξ the second contribution to (A.42), given by Īn(1/ξ), is very suppressed
compared to the first one, given by Īn(ξ). To see this, it is enough to see that F (1/ξ, x) is a
function that becomes quickly independent of ξ for values x > 1/ξ, and so one finds that in
the relevant integration domain the function is essentially given by

F (1/ξ, x) ' Ci(x)− sin(x)

x
. (A.44)

This implies that the contribution to (A.45) coming from Īn(1/ξ) is at most of order 1. Then,
we are left with

In(ξ) =
nπ

2(2π2)n+1
Īn(ξ) +O(1). (A.45)

Next, notice that the function F (ξ, x) that appears inside the integral Īn(ξ) satisfies

F (ξ, 0) = ln
1

ξ
. (A.46)

In addition, in the range 1 < x ≤ ξ, it is well approximated by Fξ(x) ' 1−γ+ ln ξ
x
, whereas,

for values x > ξ, the function Fξ(x) vanishes quickly. We can therefore write

F (ξ, x) ' 1− γ + ln
ξ

x
+ ε(ξx), (A.47)

where γ is the Euler-Mascheroni constant and ε(y) is a slowly varying function that remains
small in the relevant interval 1 < x ≤ ξ. In fact, this function is suppressed everywhere
1 < x ≤ ξ and its largest value is of order 0.1 when x/ξ = 1. It is enough to take ε(y) = y2/12.
Then, we can write

Īn(ξ) =
2

π

∫ x∗

0

dx

x
[sin(x)− x cos(x)]

[
1− γ + ln

ξ

x
+ ε(ξx)

]n−1

, (A.48)

where x∗ & ξ has been introduced to cut off the integral, since for values larger than x∗ the
function F (ξ, x) is highly suppressed. The introduction of x∗ has the benefit of allowing us
to use approximation (A.47) inside the integral. Now, taking a derivative with respect to ξ,
we find

Ī ′n(ξ) = (n− 1)
2

π

∫ x∗

0

dx

x
[sin(x)− x cos(x)]×

[
1

ξ
+ ε′(ξx)x

] [
1− γ + ln

1

ξx
+ ε(ξx)

]n−2

.

(A.49)
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This equation leads to

Ī ′n(ξ) =
(n− 1)

ξ
Īn−1(ξ) + (n− 1)

2

π

∫ x∗

0

dx

x
[sin(x)− x cos(x)]

× ε′(ξx)x

[
1− γ + ln

1

ξx
+ ε(ξx)

]n−2

. (A.50)

Because ξxε′(ξx) is of order ε in the entire domain 1 < xξ, the second term is clearly
subleading with respect to the first one. Then, we can simply disregard the second term, and
write

Ī ′n(ξ) =
(n− 1)

ξ
Īn−1(ξ). (A.51)

This relation allows us to obtain Īn(ξ) from Īn−1(ξ). For instance, by direct computation, we
are able to deduce that in the large ξ limit, Ī3(ξ) and Ī3(1/ξ) are given by

Ī3(ξ) = (ln ξ)2 − π2 − 3

12
+O(ξ−1), (A.52)

Ī3(1/ξ) =
π2 − 9

12
+O(ξ−1). (A.53)

From this result, we identify C = (π2 − 3)/12. Then, we have

Ī ′4(ξ) =
3

ξ

(
[ln(1/ξ)]2 − C

)
. (A.54)

Solving this relation, we end up with

Ī4(ξ) = (ln ξ)3 − 3C ln ξ +O(1). (A.55)

Notice that this result correctly accounts for the form of I4 previously shown in Eq. (A.37).
Repeating this step many times, we end up with the following general expression for Īn(ξ):

Īn(ξ) = (ln ξ)n−1 − C (n− 1)(n− 2)

2
(ln ξ)n−3, (A.56)

from where Eqs. (A.38)-(A.40) follow.
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Appendix B

PDFs in time-dependent Quantum Field
Theory

In what follows we will study the dynamics of a self-interacting real scalar field ϕ, which for
concreteness we take to live inside a 4-dimensional spacetime (although this is not essential).
The theory is described by a Lagrangian density

L = Lfree − V (ϕ, x). (B.1)

Here x is the spacetime coordinate, and Lfree defines a free theory, of which we assume its
solutions to be known in terms of mode functions ϕk(t):

ϕ(x, t) =

∫
k

ϕ̂(k, t) e−ik·x (B.2)

ϕ̂(k, t) = ϕk(t)a(k) + ϕ∗k(t)a
†(−k) (B.3)

where we have introduced
∫
k
≡ (2π)−3

∫
d3k as shorthand notation. The operators a(k)

and a†(k) are creation and annihilation operators that satisfy the following commutation
relations: [

a(k), a†(k′)
]

= (2π)3δ(3)(k− k′). (B.4)

Equivalently, we may describe the complete theory through a hamiltonian density H =
Hfree + V (ϕ, x). Either using this starting point or the lagrangian density (B.1), this setup
is capable of describing a vast number of theories, including non-autonomous systems where
there are explicit time dependences in the parameters of the theory. Having established the
foundations, our attention will now be focused on describing the machinery we will use to
solve the theory perturbatively.

We now proceed to quantize the system adopting the interaction picture framework. That
is, the quantum field ϕ is written as ϕ(x, t) = U †(t)ϕI(x, t)U(t), where ϕI(x, t) is the inter-
action picture field and evolves as a field of the free theory. Explicitly, it is given by

ϕI(x, t) =

∫
k

ϕ̂I(k, t) e
−ik·x (B.5)

ϕ̂I(k, t) = ϕk(t)a(k) + ϕ∗k(t)a
†(−k). (B.6)
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On the other hand, U(t) is the time evolution operator in the interaction picture (some-
times dubbed as propagator), which is given by

U(t) = T exp

{
−i
∫ t

t0+iε|t0|
dt′HI(t

′)

}
(B.7)

where T is the time ordering symbol, instructing to place operators evaluated at later times at
the left of the expression, and operators evaluated at earlier times at the right. Here we have
incorporated a prescription to evaluate the integral, in the form of a positive infinitesimal
quantity ε, which takes care of selecting the proper in state when t0 → −∞ [163]. This
could also be implemented by adding an imaginary part to the argument of the interaction
Hamiltonian HI [164].

Clearly, the object that determines how temporal evolution takes place is HI , which is
given by the potential evaluated at the interaction picture fields,

HI(τ) =

∫
x

V (ϕI(x, t),x, t), (B.8)

where
∫
x
≡
∫
d3x. In order to deal with HI , one of the methods we will consider is to make

a Fourier expansion of the potential over field space and expand the exponential through its
power series

V (ϕ,x, t) =
1

2π

∫ ∞
−∞

dγṼ (γ,x, t)e−iγϕ

=
1

2π

∫ ∞
−∞

dγṼ (γ,x, t)
∞∑
m=0

(−iγϕ)m

m!
,

(B.9)

which is formally possible since ϕ is a hermitian field with real eigenvalues. This represen-
tation of the potential has also been utilized in other recent QFT results [165, 166] (referred
therein as part of the construction of the S-matrix in the Efimov representation, introduced
earlier on in [167] and other previous works of the same author). In principle, either starting
from here or from a Taylor expansion we will have to deal with an infinite number of vertices,
with an arbitrary number of external legs. Although this expansion in Fourier modes is not
essential to the final result, it turns out to be helpful in some derivations, being particularly
convenient within a diagrammatic approach.

Our first matter of interest will be to compute n-point functions for the ϕ field

〈ϕ(x1, t) . . . ϕ(xn, t)〉 = 〈U †(t)ϕI(x1, t) . . . ϕI(xn, t)U(t)〉. (B.10)

Expanding the interaction picture propagator using the Dyson series one can readily write
down

〈ϕ(x1, t) . . . ϕ(xn, t)〉 = 〈
∞∑
N=0

(−i)N
N∑
l=0

(−1)l
∫ t

t0−iε|t0|
dtl . . .

∫ t2

t0−iε|t0|
dt1HI(t1) . . . HI(tl)

× ϕI(x1, t) . . . ϕI(xn, t)

∫ t

t0+iε|t0|
dtl+1 . . .

∫ tN−1

t0+iε|t0|
dtNHI(tl+1) . . . HI(tN)〉,

(B.11)
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and thus we only need to evaluate expectation values of the form

〈HI(t1) . . . HI(tl)ϕI(x1, t) . . . ϕI(xn, t)HI(tl+1) . . . HI(tN)〉 (B.12)

where we have yet to specify the in state.

We construct these states using the creation and annihilation operators of the free the-
ory, which we can write in terms of the interaction picture field operator and its conjugate
canonical momentum field operator. This may be accomplished by inverting the relations
that define the field observables in momentum space

ϕ̂I(k, t) = ϕk(t)a(k) + ϕ∗k(t)a
†(−k) (B.13)

Πϕ
I (k, t) = ϕ̇k(t)a(k) + ϕ̇∗k(t)a

†(−k), (B.14)

and then write down the operator of interest that specifies the in state. For instance, one
could write a superposition of one-particle states as

|Φ〉 =

∫
x

W (x)ϕ̂I(x)|0〉 , (B.15)

or, more generally, for a superposition of multi-particle states,

|Φ〉 =
∑
n

(∫
x1

. . .

∫
xn

Wn(x1, . . . ,xn)ϕ̂I(x1) . . . ϕ̂I(xn)

)
|0〉 , (B.16)

where the functions {Wn(x1, . . . ,xn)}n characterize the state, with n labelling the number
of “particles” in each term of the sum. Here we have introduced the Fock vacuum |0〉, which
is annihilated by the a(k) operators, i.e., a(k) |0〉 = 0, and supports a ladder of states upon
acting on it with the a†(k) operators.

Finally, we note that because Πϕ
I (x) = dϕI(x)/dt, and the temporal derivative only affects

the mode functions, we only need to compute

〈0|ϕI(y1, t0) . . . ϕI(yJ , t0)HI(t1) . . . HI(tl)ϕI(x1, t) . . . ϕI(xn, t)

×HI(tl+1) . . . HI(tN)ϕI(y1, t0) . . . ϕI(yJ , t0)|0〉 (B.17)

while keeping track of which field is to be differentiated with respect to time at t0, and finally
summing the necessary terms to reconstruct the desired in state, which will lie within the Fock
space of the free theory vacuum. In this process, it is neater to let the positions yi be different
at each side of the inner product; thus we will first compute the correlation with no repeated
positions in the fields, and take the corresponding limits at the end of the computation.
Note that we may reconstruct the expectation value of other operators of interest by taking
derivatives and linear combinations of the n-point correlation functions (B.17) at time t.

In the following subsections we proceed to outline the steps leading to the main result,
while leaving most of the details to Appendices B.2 and B.3. With the benefit of hindsight,
we will appreciate that the results we will obtain are a direct consequence of Wick’s theo-
rem [168], and thus they do not rely on the particular representation of the expansion chosen
to compute perturbations with the potential (Taylor series, Fourier series, etc.).
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B.1 Main result

Since usually all of the relevant information to describe the theory can be stored within the
path integral, it is natural to expect that we may write down an explicit functional that
generates the n-point functions at any order in perturbation theory.

In this section we derive such a functional, which allows us to compute n-point functions
at a given time slice t. We refer the interested reader to Appendix B.2 for some of the
technical details.

It will prove useful to write down the propagator of the free theory as a fundamental
object, both in momentum and position space

∆(t, t′, p) ≡ ϕp(t)ϕ
∗
p(t
′) (B.18)

σ2(t, t′, r) ≡ 1

(2π)3

∫
d3p ∆(t, t′, p)eip·r

= 〈0|ϕI(t,x)ϕI(t
′,y)|0〉 , (B.19)

where r = |x− y|.

B.1.1 The loop contributions

Ultimately, it is the interacting term V (ϕ, r, t) that which will lead to non-trivial signatures,
if any, in the spectrum of the field ϕ. Given that we are taking a perturbative approach, these
signatures must be reflected solely through correlations, such as equation (B.17). If we expand
the potential V inside HI(τ) =

∫
x
V (ϕI(x, t),x, t) as a power series on ϕI , each term in the

expansion will “interact” with up to as many other spacetime positions as the power of the par-
ticular term. These interactions are usually represented with diagrams, joining “outer legs”,
which represent the fields that are used to construct the observed states (in or out states),
and “internal legs” that arise from the interaction terms. Each of these connections gives a
contribution of σ2(t, t′, r) to the process under consideration, which we will call propagators
or covariances depending on the context. Within all of these connections one can find con-
tractions between two vertices (in this context, vertex is short for a spacetime position where
an interaction potential is evaluated and the number of fields associated to it). As a result, it
is possible to encounter “closed circuits”, such as σ2(t1, t2, r12)σ2(t2, t3, r23)σ2(t3, t1, r31). Dia-
grammatically, each propagator is represented with a line; hence these kinds of contributions
are represented by a line segment that closes in itself. Therefore one calls them “loops”.

To evaluate the correlation in equation (B.11), we will first address the fully interacting
contribution to equation (B.17), i.e. that which connects all coordinates of the fields that
define the in state with interaction vertices. Put simply, for the moment we will not be
interested in the contributions that arise directly from the free theory and can be factored
out. Note that this is not equivalent to a fully connected contribution because this would
require all external legs to interact with each other through the vertices, which would be
reflected through an overall Dirac delta in momentum space (provided that the system is
translationally invariant).
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As is shown in Appendix B.2, the fully interacting n-point correlator contains the following
loop structure as a factor:

〈0|ϕI(z1, t0) . . . ϕI(zJ , t0)HI(t1) . . . HI(tl)ϕI(x1, t) . . . ϕI(xn, t)

HI(tl+1) . . . HI(tN)ϕI(y1, t0) . . . ϕI(yJ , t0)|0〉FI

∝
∫
r1

∫
ϕ1

. . .

∫
rN

∫
ϕN

∂n1V

∂ϕn1
1

. . .
∂nNV

∂ϕnNN

exp
(
−1

2
ϕi
(
Σ−1
I

)
ij
ϕj

)
√

(2π)N |detΣI |
,

(B.20)

where we have omitted the propagators that connect the vertices with the outer legs. Here
nl is defined as the number of “legs” at vertex l of the perturbative expansion that are
connected to the fields defining the in state, and ΣI is a (complex) symmetric matrix that
has the position space propagators connecting the vertices rl as entries. This matrix plays
the role of a covariance matrix, and so we will treat as such.

Let us appreciate an important aspect of this last result: it is an expectation value over
a (multivariate) gaussian probability density function. With this in mind (and Wick’s tho-
erem), we claim that

〈0|ϕI(z1, t0) . . . ϕI(zJ , t0)HI(t1) . . . HI(tl)ϕI(x1, t) . . . ϕI(xn, t)

×HI(tl+1) . . . HI(tN)ϕI(y1, t0) . . . ϕI(yJ , t0)|0〉

=

∫
ϕz1

. . .

∫
ϕzJ

. . .

∫
ϕx1

. . .

∫
ϕxN

∫
ϕy1

. . .

∫
ϕyJ

∫
r1

∫
ϕ1

. . .

∫
rN

∫
ϕN

× V (ϕ1, r1, t1) . . . V (ϕN , rN , tN)
exp

(
−1

2
ϕϕϕT · (ΣΣΣ−1) ·ϕϕϕ

)√
(2π)N+n+2J |detΣΣΣ|

× ϕz1 . . . ϕzJϕx1 . . . ϕxnϕy1 . . . ϕyJ

(B.21)

where ϕϕϕT ≡ (ϕz1 ... ϕzJ ϕ1 ... ϕl ϕx1 ... ϕxn ϕl+1 ... ϕN ϕy1 ... ϕyJ ), and ΣΣΣ is the cor-
responding (N+n+2J)×(N+n+2J) covariance matrix. The covariances in this matrix are
the propagators between the fields’ corresponding spacetime positions, and they have their
respective temporal arguments ordered within the propagators’ arguments as the fields are
in the definition of ϕϕϕT . For example, the covariance relating ϕza and ϕb is σ2(t0, tb, |za− rb|),
and the one relating ϕxi with ϕb would be σ2(t, tb, |xi − rb|) if b ≥ l + 1, while it would be
σ2(tb, t, |xi− rb|) if b ≤ l. We omit the dependence of ΣΣΣ on (N, l) to ease the notation. Also,
the integrals

∫
ϕ
are shorthand for

∫∞
−∞ dϕ.

Equation (B.21) describes the full n-point function, including both the free theory contri-
butions and the interacting ones. Note that the free theory pairings are given precisely by a
Gaussian distribution as in (B.21), only without the ϕi terms. Instances of these would be
σ2(t0, t0, |za−yb|) or σ2(t, t0, |xi−yb|). Since it is fairly easy to check that these contractions
also arise from this expression, we have obtained an indication that we are on the right track.
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B.1.2 A corollary of Wick’s theorem

We now proceed to prove the claim introduced in the previous section: let the potential V
be given by its Taylor expansion about ϕ = 0, with spacetime-dependent coefficients cm(r, t)

V (ϕ, r, t) =
∞∑
m=0

cm(r, t)

m!
ϕm, (B.22)

and let us use this in (B.21). The right-hand side of the equation now reads∫
r1

. . .

∫
rN

∞∑
m1=0

. . .

∞∑
mN=0

cm1(r1, t1) . . . cmN (rN , tN)

m1! . . .mN !

×
∫
ϕz1

. . .

∫
ϕzJ

∫
ϕx1

. . .

∫
ϕxN

∫
ϕy1

. . .

∫
ϕyJ

∫
ϕ1

∫
ϕN

exp
(
−1

2
ϕϕϕT · (ΣΣΣ−1) ·ϕϕϕ

)√
(2π)N+n+2J |detΣΣΣ|

× ϕz1 . . . ϕzJϕx1 . . . ϕxnϕy1 . . . ϕyJϕ
m1
1 . . . ϕmNN .

(B.23)

The second line in this last expression is nothing more than a moment of a multivariate
gaussian distribution. Therefore, the result is the sum over all pairings of fields of the
product of the corresponding covariances. On the other hand, if we go back to the starting
point (B.17), we have∫

r1

. . .

∫
rN

∞∑
m1=0

. . .
∞∑

mN=0

cm1(r1, t1) . . . cmN (rN , tN)

m1! . . .mN !
〈0|ϕI(z1, t0) . . . ϕI(zJ , t0)ϕI(r1, t1)m1

. . .× ϕI(rl, tl)mlϕI(x1, t) . . . ϕI(xn, t)ϕI(rl+1, tl+1)ml+1

. . .× ϕI(rN , tN)mNϕI(y1, t0) . . . ϕI(yJ , t0)|0〉 ,
(B.24)

where the vacuum expectation value, per Wick’s theorem, is exactly the sum, over all the
possible pairings of fields, of the product of the free-theory two-point functions associated to
the pairings, which in turn are exactly the covariances we have defined earlier. Hence the
last two expressions are equal and therefore (B.21) holds as written.

In order to connect this with the usual diagrammatic approach, note that in this last step
the sum over all possible pairings is exactly what gives rise to propagators connecting vertices,
and as may be seen from Appendix B.2, the flow of momenta through the diagrams appears by
taking the Fourier transform to momentum space of each propagator. In this sense, we have
only rewritten a known statement in an apparently more complicated manner. However, in
this way it is possible to appreciate some aspects of perturbation theory that usually remain
obscure in a diagrammatic approach.

B.1.3 An explicit result for the PDF of a self-interacting scalar field
at every order

Now we return to equation (B.11), which is the object we want to characterize through a
probability distribution. This PDF must be able to generate n-point functions to any order
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in perturbation theory, and should deliver a path integral in the formal limit N → ∞.
Furthermore, it should always be positive when reduced to a finite number of points at
which to evaluate the field. The breakdown of this property would be a clear indicator that
higher-order terms are required to give a meaningful result.

In what follows, we will write down explicit results taking the free theory vacuum |0〉 as
the in state (thus omitting ϕz and ϕy in ϕϕϕ), but it is straightforward to get a more general
result, which we list in Appendix B.3. The reason for doing this is that the structure of
the computation we wish to emphasize, namely the interacting terms, is already contained
within the correlations that come out of this choice.

Using equation (B.21), the n-point function for the ϕ field is given by

〈ϕ(x1, t)...ϕ(xn, t)〉 =
∞∑
N=0

(−i)N
N∑
l=0

(−1)l
∫ t

t0−iε|t0|
dtl...

∫ t2

t0−iε|t0|
dt1

∫ t

t0+iε|t0|
dtl+1...

∫ tN−1

t0+iε|t0|
dtN

∫
r1

...

∫
rN

×
∫
ϕx1

...

∫
ϕxN

∫
ϕ1

...

∫
ϕN

V (ϕ1, r1, t1)...V (ϕN , rN , tN)

× exp
(
−1

2
ϕϕϕT · (ΣΣΣ−1) ·ϕϕϕ

)√
(2π)N+n|detΣΣΣ|

ϕx1 ...ϕxn .

(B.25)

This correlation is a moment of the distribution

ρϕ =
∞∑
N=0

(−i)N
N∑
l=0

(−1)l
∫ t

t0−iε|t0|
dtl...

∫ t2

t0−iε|t0|
dt1

∫ t

t0+iε|t0|
dtl+1...

∫ tN−1

t0+iε|t0|
dtN

∫
r1

...

∫
rN

×
∫
ϕ1

...

∫
ϕN

V (ϕ1, r1, t1)...V (ϕN , rN , tN)
exp

(
−1

2
ϕϕϕT · (ΣΣΣ−1) ·ϕϕϕ

)√
(2π)N+n|detΣΣΣ|

,

(B.26)

which is, in its own right, a probability density function for the field ϕ. It is important to keep
in mind that, even though it is not explicitly stated, the covariance matrix Σ is different for
each pair (N, l), in the manner discussed between (B.21) and (B.22). We can summarize this
by stating that the times that are integrated over a contour shifted by −iε|t0| always go to the
left in the covariances, and that those with +iε|t0| always go to the right. When two times
have the same imaginary component, the covariance has its arguments time-ordered if the
integration is with +iε|t0|, and anti-time-ordered if the integration goes with −iε|t0|. Keeping
this in mind, we may formally factor the distribution defined by the exponential out of the
spacetime integrations, write it as a functional integral, and then further rearrange (B.26) to
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get

ρϕ =

∫
Dϕ

exp
(
−1

2
ϕ · (Σ−1) · ϕ

)√
|det(2πΣ)|

×
∞∑
l=0

(+i)l
∫ t

t0−iε|t0|
dtl

∫
rl

V (ϕ(rl, tl), rl, tl) ...

∫ t2

t0−iε|t0|
dt1

∫
r1

V (ϕ(r1, t1), r1, t1)

×
∞∑
N=0

(−i)N
∫ t

t0+iε|t0|
dtl+1

∫
rl+1

V (ϕ(rl+1, tl+1), rl+1, tl+1)

. . .×
∫ tN+l−1

t0+iε|t0|
dtN+l

∫
rN+l

V (ϕ(rN+l, tN+l), rN+l, tN+l),

(B.27)

where we have to stress that the arguments of the fields inside the potential are there merely
as a label for the functional integral to read; they are not to be integrated over by the
spacetime integrals right away.

In this last expression, ϕ contains both “internal” (those in the arguments of the interaction
V ) and “external” fields (those that appear in the observable, characterized by the positions
xi). One additional formal step gives the resummation of the Dyson series

ρϕ =

∫
Dϕ+Dϕ− exp

{
+i

∫ t

t0−iε|t0|
dt′
∫
r

V (ϕ−(r, t′), r, t′)

}
× exp

(
−1

2
ϕ · (Σ−1) · ϕ

)√
|det(2πΣ)|

exp

{
−i
∫ t

t0+iε|t0|
dt′
∫
r

V (ϕ+(r, t′), r, t′)

}
.

(B.28)

Here we have made a distinction between the fields ϕ+ and ϕ− (as is usually done in the
Schwinger-Keldysh formalism) in order to be unambiguous regarding the order in which the
covariances have their temporal arguments arranged: the ϕ+ field always has its correspond-
ing times to the right and time-ordered among themselves, while those of ϕ− always go to
the left and anti-time-ordered among themselves. It is no longer necessary to write down the
time ordering symbols, because the ordering prescription is already implemented through the
definition of Σ. From this point one can derive an expression with more resemblance to the
usual path integral formulation [169]. It is also relevant to keep in mind that the matrix Σ
also has entries for external ϕ fields, which are neither ϕ+ nor ϕ−: the Schwinger-Keldysh
fields only account for the inner structure of the theory. To emphasize this, note that an ex-
pectation value for an observable quantity is computed by integrating over the corresponding
external field variables

〈f〉(r1, ..., rn; t) =

∫
Dϕρϕ f(ϕ(r1, t), ..., ϕ(rn, t); t), (B.29)

as one would expect.

A remark is in order here. Throughout these derivations, when we write
∫
Dϕ we mean

to integrate over the range of eigenvalues of the field operator (heretofore the real line) for
each spacetime position relevant in the integration, and reduce the corresponding (usually
Gaussian) distribution to the relevant coordinates. For instance, in this last equation

∫
Dϕ =
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∫
ϕ(r1,t)

...
∫
ϕ(rn,t)

: the RHS is composed of a product of n real integrals from −∞ to ∞ for
each field, thus sweeping over all of their possible eigenvalues.

The distribution ρϕ is normalized, in the sense that
∫
Dϕρϕ = 1, as can be readily seen

order by order from the perturbative expansion (B.26): if we disregard the ε prescription,
then only N = 0 gives a nonzero contribution, since by having integrated out the external
fields, the argument of the time integrations is the same for every l, and what remains is a
sum (with signs) over integration domains, which cancel out identically. Hence, for finite t0
we have

∫
Dϕρϕ = 1, and then limt0→−∞

∫
Dϕρϕ = 1, which is what is usually meant by

t0 = −∞. Diagrammatically, this implies the cancellation of loop diagrams in the interacting
theory that are disconnected from the external legs.

Me must note, though, that for computational purposes, equation (B.28) may be as useful
as the starting point (B.7) because ultimately both are formal expressions. However, it makes
manifest one of the fundamental aspects of perturbation theory: the result is expressed only
in terms of the quantities of the free theory, modulated by the perturbation V ; no new
propagators are introduced at a basic level.

As this section’s final comment, we note that including self-interactions involving deriva-
tives of the field is also feasible. However, in order to represent all the contractions through
a Gaussian distribution in an unambiguous manner, it is desirable that the field and its con-
jugate momenta be ordered in a definite and uniform way within the Hamiltonian. If this is
not the case, then one would probably be forced to add extra labels to the integrations so as
to implement the different ordering prescriptions.

B.2 The loop structure within the n-point functions

For the sake of familiarity with traditional approaches to QFT, we will proceed with the
computation mostly in momentum space, even though the final result will reveal this step as
unnecessary.

Let
∫
γ

= (2π)−1
∫∞
−∞ dγ and

∫
ϕ

=
∫∞
−∞ dϕ. Then replacing equations (B.8) and (B.9)

into (B.17), we get∫
r1

∫
ϕ1

∫
γ1

. . .

∫
rN

∫
ϕN

∫
γN

V (ϕ1, r1, t1)eiγ1ϕ1 . . . V (ϕN , rN , tN)eiγNϕN

×
∞∑

m1=0

. . .

∞∑
mN=0

(−iγ1)m1 . . . (−iγN)mN

m1! . . .mN !

∫
k11

. . .

∫
k1m1

. . .

∫
kN1

. . .

∫
kNmN

× 〈0|ϕ̂I(q1, t0) . . . ϕ̂I(qJ , t0)ϕ̂I(k11, t1) . . . ϕ̂I(k1m1 , t1) . . . ϕ̂I(kl1, tl) . . . ϕ̂I(klml , tl)

× ϕ̂I(k1, t) . . . ϕ̂I(kn, t)ϕ̂I(k(l+1)1, tl+1) . . . ϕ̂I(k(l+1)ml+1
, tl+1) . . . ϕ̂I(kN1, tN) . . . ϕ̂I(kNmN , tN)

× ϕ̂I(p1, t0) . . . ϕ̂I(pJ , t0)|0〉
N∏
j=1

e−i
∑mj
a=1 kja·rj .

(B.30)
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Let us not get distracted by the size of the previous equation and instead focus on how to deal
with it. The previous vacuum expectation value can be evaluated by moving all annihilation
operators to the right, giving rise to contractions between pairs of field operators in all
possible ways. Hence, we need only distinguish the non-equivalent pairings and count the
number of equivalent contractions for each pairing.

Now we take a diagrammatic approach and try to obtain the fully interacting contribu-
tions. That is, in what follows we will only keep track of the terms where all fields at times
t0 or t are contracted with fields arising from the interaction-picture hamiltonian. We regard
two contractions as equivalent if they are connected to the same pair of spacetime positions
(or vertices), indexed by the letter l. Additionally, we define nij as the number of field con-
tractions between vertices i and j, thus making nii the number of closed loops formed from
vertex i alone. Also, we define ni as the number of contractions from vertex i to the outer
fields in the correlation (i.e., the ones evaluated at time t or t0).

Firstly, let us count the number of possible ways of assigning roles to each field in the
correlation: at vertex i, we have that the following multinomial coefficient

(
mi

ni, 2nii, ni1, . . . , niN

)
(B.31)

is the number of possible ways of assigning the fields of vertex i to the different roles they
can undertake, with

mi = ni + 2nii +
∑
j 6=i

nij (B.32)

referring to the indices in the power series of (B.30) that represents e−iγiϕ̂. Once these
roles have been assigned, we may count the number of equivalent ways to achieve a certain
configuration of contractions: given nij, if i 6= j, there are nij! ways of forming contractions
between vertices i and j, and similarly there are

(2nii)!

2niinii!
(B.33)

ways of arranging the contractions of vertex i with itself. Since the “outer legs” of (B.30) (the
fields with momenta pi or ki) are distinguishable, the only remaining combinatorial factor
to account for is ni!, which is the number of possible ways of assigning the ni “outer legs” to
the ni fields of the vertex available for these contractions.
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With all the previous statements considered, (B.30) is equal to∫
r1

∫
ϕ1

∫
γ1

. . .

∫
rN

∫
ϕN

∫
γN

V (ϕ1, r1, t1)eiγ1ϕ1 . . . V (ϕN , rN , tN)eiγNϕN

×
n+J∑
n1=0

. . .
n+J∑
nN=0︸ ︷︷ ︸

n1+...+nN=n+J

∞∑
n11=0

∞∑
n12=0

. . .
∞∑

n1N=0

∞∑
n22=0

∞∑
n23=0

. . .
∞∑

nNN=0

×

 (−iγ1)n1+2n11+
∑
j 6=1 n1j . . . (−iγN)nN+2nNN+

∑
j 6=N nNj(

n1 + 2n11 +
∑

j 6=1 n1j

)
! . . .

(
nN + 2nNN +

∑
j 6=N nNj

)
!

(
n1 + 2n11 +

∑
j 6=1 n1j

n1, 2n11, n11, . . . , n1N

)

. . .×
(
nN + 2nNN +

∑
j 6=N nNj

nN , 2nNN , nN1, . . . , nNN

)
n1! . . . nN !

× (2n11)!

2n11n11!

(∫
k

∆(t1, t1, k)

)n11

. . .
(2nNN)!

2nNNnNN !

(∫
k

∆(tN , tN , k)

)nNN
×n12!

(∫
k

∆(t1, t2, k)eik·(r1−r2)

)n12

· · ·n(N−1)N !

(∫
k

∆(t(N−1), tN , k)eik·(rN−1−rN )

)n(N−1)N
]

×
∑
{ib}

exp

(
−i

n+2J∑
b=1

qb · rib

)(
∆(t0, ti1 , q1) . . .∆(t0, tiJ , qJ)∆(tiJ+1

, t, k1)

. . .×∆(t, tiJ+n
, kn)∆(tiJ+n+1

, t0, p1) . . .∆(tin+2J
, t0, pJ)

)
(B.34)

where we have written qb = kb−J for b = J + 1, . . . , J + n and qb = pb−(J+n) for b =
J + n+ 1, . . . , 2J +N in the exponential of the last line. This last sum (over {ib}) accounts
for all possible ways of connecting the outer legs to the vertices, with the restriction that ib
must take the value a for na values of b. On the other hand, a myriad of cancellations occur
inside the square bracket. After carrying them out, we obtain:∫

r1

∫
ϕ1

∫
γ1

. . .

∫
rN

∫
ϕN

∫
γN

V (ϕ1, r1, t1)eiγ1ϕ1 . . . V (ϕN , rN , tN)eiγNϕN

×
n+J∑
n1=0

. . .

n+J∑
nN=0︸ ︷︷ ︸

n1+...+nN=n+J

∞∑
n11=0

∞∑
n12=0

. . .
∞∑

n1N=0

∞∑
n22=0

∞∑
n23=0

. . .
∞∑

nNN=0

× (−iγ1)n1 . . . (−iγN)nN

(
N∏
i<j

1

nij!

(
−γiγj

∫
k

∆(ti, tj, k)eik·(ri−rj)
)nij)

×
(

N∏
i=1

1

nii!

(
−γ

2
i

2

∫
k

∆(ti, ti, k)

)nii)

×
∑
{ib}

exp

(
−i

n+2J∑
b=1

qb · rib

)(
∆(t0, ti1 , q1) . . .∆(t0, tiJ , qJ)∆(tiJ+1

, t, k1)

. . .×∆(t, tiJ+n
, kn)∆(tiJ+n+1

, t0, p1) . . .∆(tin+2J
, t0, pJ)

)

(B.35)
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which can be recast as

n+2J∑
n1=0

. . .

n+2J∑
nN=0︸ ︷︷ ︸

n1+...+nN=n+2J

∫
r1

∫
ϕ1

∫
γ1

. . .

∫
rN

∫
ϕN

∫
γN

∂n1V

∂ϕn1
1

. . .
∂nNV

∂ϕnNN
ei

∑
j γjϕj

× exp

 N∑
i=1

(
−1

2
γ2
i σ

2
0(ti)

)
+

N∑
i<j
i,j=1

(
−γiγjσ2(ti, tj, |ri − rj|)

)
×
∑
{ib}

exp

(
−i

n+2J∑
b=1

qb · rib

)(
∆(t0, ti1 , q1) . . .∆(t0, tiJ , qJ)∆(tiJ+1

, t, k1)

. . .×∆(t, tiJ+n
, kn)∆(tiJ+n+1

, t0, p1) . . .∆(tin+2J
, t0, pJ)

)

(B.36)

where we have omitted the arguments of the potential V (ϕ, r, t). Now performing the inte-
grations over the γ variables, we end up with

n+2J∑
n1=0

. . .
n+2J∑
nN=0︸ ︷︷ ︸

n1+...+nN=n+2J

∫
r1

∫
ϕ1

. . .

∫
rN

∫
ϕN

∂n1V

∂ϕn1
1

. . .
∂nNV

∂ϕnNN

exp
(
−1

2
ϕi
(
Σ−1
I

)
ij
ϕj

)
√

(2π)N |detΣI |

×
∑
{ib}

exp

(
−i

n+2J∑
b=1

qb · rib

)(
∆(t0, ti1 , q1) . . .∆(t0, tiJ , qJ)∆(tiJ+1

, t, k1)

. . .×∆(t, tiJ+n
, kn)∆(tiJ+n+1

, t0, p1) . . .∆(tin+2J
, t0, pJ)

)
(B.37)

where the matrix elements of ΣI are given by (ΣI)ij = σ2(tmin{i,j}, tmax{i,j}, |ri − rj|), and
we sum over repeated indices at this instance. Taking Fourier transform to position space
over qi (with conjugate variables zi), ki (with conjugate variables xi) and pi (with conjugate
variables yi), we arrive at

〈0|ϕI(z1, t0) . . . ϕI(zJ , t0)HI(t1) . . . HI(tl)ϕI(x1, t) . . . ϕI(xn, t)

×HI(tl+1) . . . HI(tN)ϕI(y1, t0) . . . ϕI(yJ , t0)|0〉FI

=
n+2J∑
n1=0

. . .
n+2J∑
nN=0︸ ︷︷ ︸

n1+...+nN=n+2J

∫
r1

∫
ϕ1

. . .

∫
rN

∫
ϕN

∂n1V

∂ϕn1
1

. . .
∂nNV

∂ϕnNN

exp
(
−1

2
ϕi
(
Σ−1
I

)
ij
ϕj

)
√

(2π)N |detΣI |

×
∑
{ib}

(
σ2(t0, ti1 , |z1 − ri1|) . . . σ2(t0, tiJ , |zJ − riJ |)σ2(tiJ+1

, t, |x1 − riJ+1
|)

. . .× σ2(t, tiJ+n
, |xn − riJ+n

|)σ2(tiJ+n+1
, t0, |y1 − riJ+n+1

|)
. . .× σ2(tin+2J

, t0, |yJ − rin+2J
|)
)
.

(B.38)

So far, we have only dealt with the fully interacting contributions to the correlation. But
from this end of the computation, we can appreciate some structure emerging in the result:
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it is an expectation value over a gaussian probability density function. With this in mind,
we claim that we can write down

〈0|ϕI(z1, t0) . . . ϕI(zJ , t0)HI(t1) . . . HI(tl)ϕI(x1, t) . . . ϕI(xn, t)

×HI(tl+1) . . . HI(tN)ϕI(y1, t0) . . . ϕI(yJ , t0)|0〉

=

∫
ϕz1

. . .

∫
ϕzJ

∫
ϕx1

. . .

∫
ϕxN

∫
ϕy1

. . .

∫
ϕyJ

∫
r1

∫
ϕ1

. . .

∫
rN

∫
ϕN

× V (ϕ1, r1, t1) . . . V (ϕN , rN , tN)
exp

(
−1

2
ϕϕϕT · (ΣΣΣ−1) ·ϕϕϕ

)√
(2π)N+n+2J |detΣΣΣ|

× ϕz1 . . . ϕzJϕx1 . . . ϕxnϕy1 . . . ϕyJ

(B.39)

with ϕϕϕT ≡ (ϕz1 . . . ϕzJ ϕ1 . . . ϕl ϕx1 . . . ϕxn ϕl+1 . . . ϕN ϕy1 . . . ϕyJ ), and ΣΣΣ as
the corresponding covariance matrix.

The covariances in the last expression are the propagators between the fields’ correspond-
ing spacetime positions, with their respective temporal arguments ordered as the fields are
in the definition of ϕϕϕT . For example, the covariance relating ϕza and ϕb is σ2(t0, tb, |za− rb|),
and the one relating ϕxi with ϕb would be σ2(t, tb, |xi − rb|) if b ≥ l + 1, while it would be
σ2(tb, t, |xi − rb|) if b ≤ l.

Note that the part of the correlations which we haven’t computed explicitly in this ap-
pendix is given by terms that are products of free theory pairings between the external legs
and a fully interacting contribution involving the remaining fields (it is not essential that
the number of fields at t0 is equal at both sides of the interaction), and it is fairly easy to
check that the correlators of the free theory are given by a gaussian distribution as in (B.39)
without the ϕi terms. So, a posteriori, the claim doesn’t seem unreasonable. The proof is
given in the main text.

B.3 The in-in PDF for an arbitrary initial state

Had we kept the fields that define the in state within section B.1.3, we would have arrived
to

〈ϕ(x1, t) . . . ϕ(xn, t)〉 =
∞∑
N=0

(−i)N
N∑
l=0

(−1)l
∫ t

t0−iε|t0|
dtl . . .

∫ t2

t0−iε|t0|
dt1

∫ t

t0+iε|t0|
dtl+1 . . .

∫ tN−1

t0+iε|t0|
dtN

×
∫
r1

. . .

∫
rN

∫
ϕ1

. . .

∫
ϕN

∫
ϕz1

. . .

∫
ϕzJ

∫
ϕx1

. . .

∫
ϕxN

∫
ϕy1

. . .

∫
ϕyJ

× V (ϕ1, r1, t1) . . . V (ϕN , rN , tN)
exp

(
−1

2
ϕϕϕT · (ΣΣΣ−1) ·ϕϕϕ

)√
(2π)N+n|detΣΣΣ|

× ϕz1 . . . ϕzJϕx1 . . . ϕxnϕy1 . . . ϕyJ

(B.40)

where we haven’t set zi = yi yet in order to avoid equivocal statements, since the covariance
associated to a contraction of ϕz with a vertex is not equal to that of ϕy (in fact they are
complex conjugates).
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The subsequent steps follow in the same way as in the main text, yielding

ρϕ =
∞∑
N=0

(−i)N
N∑
l=0

(−1)l
∫ t

t0−iε|t0|
dtl . . .

∫ t2

t0−iε|t0|
dt1

∫ t

t0+iε|t0|
dtl+1 . . .

∫ tN−1

t0+iε|t0|
dtN

×
∫
r1

. . .

∫
rN

∫
ϕ1

. . .

∫
ϕN

∫
ϕz1

. . .

∫
ϕzJ

∫
ϕy1

. . .

∫
ϕyJ

× exp
(
−1

2
ϕϕϕT · (ΣΣΣ−1) ·ϕϕϕ

)√
(2π)N+n|detΣΣΣ|

× ϕz1 . . . ϕzJV (ϕ1, r1, t1) . . . V (ϕN , rN , tN)ϕy1 . . . ϕyJ

∣∣
yi=zi

,

(B.41)

where we have to stress that when performing the field integrals in this last expression the
arguments of the covariances must be taken in the same order as the fields are written, and
after doing that, set yi = zi so that the in states match.

We can also write this as a functional integral

ρϕ =

∫
Dϕ−Dϕ+

(
ϕ−(y1, t0) . . . ϕ−(yJ , t0) exp

{
+i

∫ t

t0−iε|t0|
dt′
∫
r

V (ϕ−(r, t′), r, t′)

})
× exp

(
−1

2
ϕ · (Σ−1) · ϕ

)√
|det(2πΣ)|

×
(

exp

{
−i
∫ t

t0+iε|t0|
dt′
∫
r

V (ϕ+(r, t′), r, t′)

}
ϕ+(y1, t0) . . . ϕ+(yJ , t0)

)
,

(B.42)

in which the distinction between ϕ+ and ϕ− fields, with their respective time orderings, makes
the result easier to write down. As in the main text, the resulting propagators/covariances
involving a ϕ+ field and another type of field (ϕ+ or ϕ) always have the corresponding time in
the second temporal argument, and are time-ordered if it is a ϕ+ϕ+ contraction. Conversely,
the entries of the propagators corresponding to ϕ− always go to the left when contracted
with another type of field and are anti-time-ordered when considering a ϕ−ϕ− contraction.
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Appendix C

Partition Function and 2-point PDFs in
the presence of Local NG

C.1 Partition Function

The defining property of a partition function is that upon functional differentiation as
in (5.33), it should give the n-point functions

〈ζ(k1) · · · ζ(kn)〉 =
δnZ[J ]

(iδJ(−k1)) · · · (iδJ(−kn))

∣∣∣∣
J=0

=

∫
Dζρ[ζ]ζ(k1) · · · ζ(kn), (C.1)

which is accomplished by taking the functional Fourier transform of the PDF (5.34)

Z[J ] =

∫
Dζ ρ[ζ] ei

∫
k ζ(k)J(−k) =

∫
Dζ ρ[ζ] ei

∫
y ζ(y)J(y). (C.2)

To evaluate this expression, let us use that ρ[ζ] is given by a Gaussian distribution times a
correction:

ρF [ζ] =ρG[ζ]×
[
1−

∫
x

∫
k

∂F

∂ζ
(ζ(x)) +

∫
x

∫
y

ζ(x)

∫
k

eik·(x−y)

Pζ(k)

∫
z

∫
q

eiq·(y−z)F (ζ(z))

]
=ρG[ζ]×

[
1−

∫
x

∫
k

∂F

∂ζ
(ζ(x)) +

∫
x

∫
k

∫
z

ζ(x)
eik·(x−z)

Pζ(k)
F (ζ(z))

]
. (C.3)

We will now evaluate (C.2) by expanding F in a power series and using Wick’s theorem.
Since (C.2) may be read as computing the expectation value of

ei
∫
y ζ(y)J(y)

[
1−

∫
x

∫
k

∂F

∂ζ
(ζ(x)) +

∫
x

∫
k

∫
z

ζ(x)
eik·(x−z)

Pζ(k)
F (ζ(z))

]
(C.4)

over a Gaussian measure, we will do exactly that. Therefore, we will have to compute〈
ei

∫
y ζ(y)J(y)∂F

∂ζ
(ζ(x))

〉
G

,
〈
ei

∫
y ζ(y)J(y)ζ(x)F (ζ(z))

〉
G
, (C.5)
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where the subscript G instructs to take the expectation value over a Gaussian measure. Note
that the second expectation value, per Wick’s theorem, can be written as the sum of two
expectation values〈

ei
∫
y ζ(y)J(y)ζ(x)F (ζ(z))

〉
G

= i

∫
w

J(w) 〈ζ(w)ζ(x)〉G
〈
ei

∫
y ζ(y)J(y)F (ζ(z))

〉
G

+ 〈ζ(x)ζ(z)〉G
〈
ei

∫
y ζ(y)J(y)∂F

∂ζ
(ζ(z))

〉
G

= i

∫
w

J(w)Σ(w,x)
〈
ei

∫
y ζ(y)J(y)F (ζ(z))

〉
G

+ Σ(x, z)

〈
ei

∫
y ζ(y)J(y)∂F

∂ζ
(ζ(z))

〉
G

.

(C.6)

Now, using that Σ(x, z) =
∫
q
Pζ(q)e

iq·(x−z), and replacing the last term into the corresponding
term of (C.4), we get∫

x

∫
k

∫
z

eik·(x−z)

Pζ(k)

∫
q

Pζ(q)e
iq·(x−z)

〈
ei

∫
y ζ(y)J(y)∂F

∂ζ
(ζ(z))

〉
G

. (C.7)

Then, integrating over x gives |q| = |k|, and thus yielding∫
z

∫
k

〈
ei

∫
y ζ(y)J(y)∂F

∂ζ
(ζ(z))

〉
G

, (C.8)

which is equal but opposite in sign to the first term of (C.5). Therefore, those two cancel
out, and we only have to compute∫

x

∫
k

∫
z

eik·(x−z)

Pζ(k)
i

∫
w

J(w)Σ(w,x)
〈
ei

∫
y ζ(y)J(y)F (ζ(z))

〉
G
. (C.9)

If we define

F (ζ) =
∞∑
n=0

gn
n!
ζn, (C.10)

then the object of interest in the computation is

imgn
m!n!

〈(∫
y

ζ(y)J(y)

)m
ζ(z)n

〉
G

. (C.11)

There are three type of contractions in this expression: two self-contractions, of fields orig-
inating from equivalent expressions, and a mixed contraction. Performing the contractions
and combinatorics gives

imgn
m!n!

∑
m′,n′,`′

2m′+`′=m
2n′+`′=n

m!

2m′m′!(m− 2m′ − `′)!

(∫
x

∫
y

J(x)Σ(x,y)J(y)

)m′

× 1

`′!

(∫
y

J(y)Σ(y, z)

)`′
× n!

2n′n′!(n− 2n′ − `′)! (Σ(z, z))n
′
,

(C.12)
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which one can sum over n,m to eliminate the constraints of the m′, n′, `′ sums. This gives〈
ei

∫
y ζ(y)J(y)F (ζ(z))

〉
G

=
∞∑

n′,m′,`′=0

i2m
′+`′g2n′+`

2m′m′!2n′n′!`′!

(∫
x

∫
y

J(x)Σ(x,y)J(y)

)m′ (∫
y

J(y)Σ(y, z)

)`′
(Σ(z, z))n

′

= exp

[
−1

2

∫
x

∫
y

J(x)Σ(x,y)J(y)

] ∞∑
n′,`′=0

g2n′+`′
1

n′!

(
1

2
Σ(z, z)

)n′
1

`′!

(
i

∫
y

J(y)Σ(y, z)

)`′

= e−
1
2

∫
x

∫
y J(x)Σ(x,y)J(y)

∞∑
n′,`′=0

(
i
∫
y
J(y)Σ(y, z) ∂

∂ζ

)`′
`′!

(
1
2
Σ(z, z) ∂2

∂ζ2

)n′
n′!

(
∞∑
n=0

gn
n!
ζn

)∣∣∣∣
ζ=0

= e−
1
2

∫
x

∫
y J(x)Σ(x,y)J(y) exp

[
Σ(z, z)

2

∂2

∂ζ2

]
(F (ζ))

∣∣∣∣
ζ=i

∫
y J(y)Σ(y,z)

, (C.13)

and identifying σ2
ζ = Σ(z, z), if we use the Weierstrass transform we get∫

x

∫
k

∫
z

eik·(x−z)

Pζ(k)
i

∫
w

J(w)Σ(w,x)
〈
ei

∫
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G
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1
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x

∫
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∫ ∞
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∫
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2σ2
ζ
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√

2πσ2
ζ

F (ζ). (C.14)

Finally, we use that
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∫
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2
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∫
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ζ
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ζ , (C.15)

to get, after integration by parts,∫
x

∫
k

∫
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∫
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which finally gives, as shown in the main text,

Z[J ] = exp

[
−1

2

∫
k
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]
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(C.17)

C.2 The 2-point PDFs

C.2.1 2-point PDF: three-dimensional case

The 2-point PDF, to our knowledge, has not been derived earlier and thus we outline the
procedure with more detail. As in the previous case, the PDF must include the non-fully
connected contributions. This is a combinatorial mess, for we expect

〈ζn1(x1)ζn2(x2)〉 =
∑

m1,m2,mt

#ni,n2,m1,m2,mt

(
σ2
ζ |x1

)m1
(
σ2
ζ (x)

)mt (
σ2
ζ |x2

)m2

× 〈ζn1−2m1−mt(x1)ζn2−2m2−mt(x2)〉c.
(C.18)

Let us calculate #n1,n2,m1,m2,mt : we have an overall factor n1!n2! from which we must divide
the overcounted terms. In this counting, we have mt! redundant permutations when con-
necting x1 and x2, plus 2m1m1!2m2m2! when pairing amongst themselves. Finally, the ones
that are assigned to the fully connected contribution undergo no further permutation, thus
we must also divide by (n1 − 2m1 −mt)!(n2 − 2m2 −mt)!. Thus,

〈ζn1(x1)ζn2(x2)〉 =
∑

m1,m2,mt

n1!n2!
(
σ2
ζ |x1

)m1
(
σ2
ζ (x)

)mt (
σ2
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)m2

2m1m1! (n1 − 2m1 −mt)!mt! (n2 − 2m2 −mt)! 2m2m2!

× 〈ζn1−2m1−mt(x1)ζn2−2m2−mt(x2)〉c.
(C.19)

Careful inspection of this result reveals that (C.19) leads to a two-point distribution analogous
to what was obtained in [16], but with two points defining the filtering instead of one:

ρ(ζ1, ζ2) = ρG(ζ1, ζ2)

1 +

∫
x

∫ ∞
−∞
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exp
[
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]
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2πσζ(x,x1,x2)

×
{
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∂
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)
+
W (|x− x2|)
s2(|x− x2|)

(
G21

∂

∂ζ̄
−G22

)}
F
(
ζ̄
)]
,

(C.20)

where the coefficients Fij depend on both the field variables and the spacetime positions
x,x1,x2.
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In obtaining this expression, we have defined a number of functions that depend uniquely
on the structure of the Gaussian theory. The variance σ2

ζ (x,x1,x2) and ζ(x,x1,x2) are
the regression coefficients obtained by conditioning a Gaussian distribution of (ζ̄ , ζ1, ζ2) over
(ζW1 , ζW2 ), with covariance matrix given by (4.49):

σ2
W (x,x1,x2) =σ2
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2s2(|x− x1|)s2(|x− x2|)
σ4
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σ2
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σ2
W , (C.21)
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σ4
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σ2
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Furthermore, the coefficients Gij are given by

G11 ≡ σ2
ζ − s2(|x− x2|)
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, (C.23)
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, (C.24)
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, (C.25)

G22 ≡ ζ̄ − s2(|x− x1|)
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σ4
W − σ4
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. (C.26)

C.2.2 2-point PDF: map to the sphere S2

The only difference with the previous Appendix is that the window function should be a
map onto an angular coordinate n̂ instead of a three-dimensional (flat) space. In the text,
we wrote

ρΘ(Θ1,Θ2) = ρG,W (Θ1,Θ2)
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(C.27)

Here we have

WΘ(x, n̂) ≡
∫
k

eik·xT (k, n̂) s2
Θ(x, n̂) ≡

∫
k

eik·xT (k, n̂)Pζ(k), (C.28)
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while the regression coefficients are given by
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Finally, the functions GΘ
ij are given by
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. (C.34)
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