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SPATIAL DISPOSITION SIMULATION OF ALTERATION ZONES BASED ON
CELLULAR AUTOMATA

Debido a la creciente dificultad y costos asociados a la exploración y operación en la minería,
modelos numéricos basados en diferentes metodologías son cada vez más comunes en la
simulación de procesos geológicos complejos. Es por esto que a principios del año 2018 ALGES
inicia el proyecto Simulación de Disposición Espacial y de Zonación de Alteraciones de un
Pórfido Cuprífero Basada en Autómatas Celulares. Este proyecto busca simular a través de
sistemas numéricos el emplazamiento espacial y zonación de alteraciones hidrotermales en un
sistema de pórfido cuprífero con una litología y contexto estructural definidos para así poder
desarrollar una herramienta de guía en la exploración minera. Esta modelación numérica se
basa en autómatas celulares, metodología ya usada en modelamiento minero.

El objetivo principal de este trabajo es simular a través de un modelo computacional
discreto, la distribución espacial y las zonaciones de alteraciones hidrotermales de un sistema
de pórfido cuprífero. Este objetivo se desarrolla a través del modelamiento de la variación
de pH de un fluido que fluye por una grilla porosa de roca. Debido a esta interacción de
fluido/roca, también se simula la variación de porosidad en la roca a lo largo del tiempo.
Además, se analiza la variación termal de un fluido cuando este fluye a través de una roca
caja con una temperatura distinta. La validación de este modelo se adquiere al comparar los
resultados de las simulaciones con los modelos tradicionales de pórfido cuprífero. A través
de los resultados adquiridos se espera producir datos cualitativos con los cuales comparar los
modelos tradicionales.

El trabajo comienza introduciendo el marco teórico en el cual se explica en qué consiste un
modelo geológico. Luego se dan a conocer los modelos tradicionales de pórfido cuprífero junto
con los tipos de alteraciones hidrotermales asociados a estos. Se realiza una introducción a los
modelos computacionales en general, con hincapié en el tipo de modelo usado en este trabajo
(autómatas celulares). Se contextualizan las aplicaciones de estos modelos computacionales
en la geología y se mencionan algunos ejemplos.

El modelo es generado usando el lenguaje de programación Python, utiliza una progra-
mación orientada a objetos y está basado en autómatas celulares. El modelo propuesto
consiste en grillas que interactúan entre sí de acuerdo a tres relaciones principales. Estas
relaciones son el intercambio térmico, variación de pH y la posición del fluido. Basado en
estas variables un mapa de zonas de alteración es generado.

Los resultados de las simulaciones realizadas sobre el modelo generado difieren levemente
a lo que se encuentra en modelos de pórfido cuprífero tradicionales. Esto se asocia a la
simplificación de la variabilidad de algunas constantes termales el dominio por sobre el cual
ciertas relaciones están definidas.
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Due to the growing difficulty and expenses associated to mineral exploration and mine op-
eration, numerical models based on different methodologies are progressively more common
when modeling complex geological processes. Responding to these needs, on 2018 ALGES
starts the project named Spatial Disposition Simulation of Alteration Zones Based on Cel-
lular Automata. This project seeks to simulate how a hydrothermal generates the alteration
zones of a porphyry copper system through a numerical system. This numerical modeling is
based on cellular automata which has been previously used in mining modeling.

The main objective of this project is to simulate through a discrete computer model the
spatial distribution and the zoning of hydrothermal alterations in a porphyry copper system.
This is achieved through the modeling of the pH variation of a fluid that flows through a
porous rock grid. The porosity variation of the rock grid is also modeled together with the
thermal variations associated to the heat exchange between the fluid and the rock. This
model is validated by comparing it to traditional porphyry copper models.

This thesis starts by introducing the theoretical framework in which the concept of ge-
ological model is explained. Traditional porphyry copper models are introduced as well to
provide contextualization. The concepts of computer models and simulations are introduced,
focusing on discrete models specifically cellular automata.

The model is created in Python programming language, uses object-oriented programming
and is based on cellular automata. The proposed model consists in grids that interact with
each other according to three main relationships. These relationships are thermal exchange,
pH variation and the fluid’s position. Based on these variables an alteration zone map is
generated.

The results of the simulations done over the generated model slightly differ to what is
found in traditional porphyry copper models. This is associated to the simplification of the
variability of some thermal constants and the domain in which some relationships are defined.
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Chapter 1

Introduction

Exploration in the mining industry has become progressively more competitive with time.
The most evident deposits have been already studied and exploited. It is expected that the
future discoveries of mineral deposits will require more sophisticated technology than the
one implemented in traditional mineral prospecting (Hronsky, 2015). The growing difficulty
of finding new economically relevant districts, in addition to the high costs associated with
diamond drilling, has influenced the mining industry to find new ways of optimizing processes.
Consequently, computational modeling is being heavily used in the different stages of mineral
exploration and production.

Focusing on the national context, the mining industry has a central role in the country’s
productivity and accounts for at least 6% of Chile’s GDP (SERNAGEOMIN, 2018). Of all
the mineral exports, copper can be considered the "Jewel in The Crown" for the Chilean
economy. According to national reports, in 2017 alone Chile produced more than 5,500
metric tons of copper which accounts for around 27% of the global production of the "red
metal" (Producción cobre de mina mundial y Chile, 2018).

One of the most studied kind of copper deposits is the porphyry copper type. Porphyry
copper systems supply about three quarters of the worlds copper, half the molybdenum,
about one fifth of the gold, most of the rhenium, and minor amounts of other metals including
silver, palladium, tellurium, selenium, bismuth, zinc and lead (Sillitoe, 2010). Starting in the
middle of the twentieth century, porphyry copper systems have been schematically modeled.
These models include their spatial disposition and their hydrothermal alteration zones. This
was made possible through field observations and the study of different thermodynamic and
mineralogical characteristics. These porphyry copper models have made mineral exploration
more efficient and also supply a guide of where and how to continue exploring or mining. The
present models of this type of deposit are based on hydrothermal alteration zoning which
have a spatial relationship among them. The spatial relationship of these zones help defining
exploration vector when a specialist distinguishes them in the field.
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Traditional porphyry copper models are defined as large volumes (10 → 100 km3) of hy-
drothermally altered rock centered around a stock (magmatic intrusion) (Sillitoe, 2010). To
better understand this definition it is necessary to first understand the terms used. Hy-
drothermal systems consist in sets of processes that redistribute energy and mass in response
to the circulation of aqueous fluids (hydrothermal fluids) (Norton, 1984). Hydrothermal flu-
ids are aqueous solutions with generally multiple dissolved gases (most importantly CO2,
H2S, CH4), and NaCl (Drummond, 1981). These fluids are heated naturally through diverse
crustal and mantle geological processes including like basinal fluid interaction, magmatic
differentiation and mantle degassing (Kumar & Srivastava, 2014). Hydrothermal fluids gen-
erate mineralogical variations in the host rock they penetrate. These variations are known as
hydrothermal alterations. Hydrothermal alterations consist in chemical replacement of the
original minerals in a rock by new minerals where a hydrothermal fluid delivers the chemical
reactants and removes the aqueous reaction products (Reed, 1997). In other words, a por-
phyry copper deposit consists in a host rock altered physically and chemically by an aqueous
fluid that originated from a magmatic intrusion.

Traditional geological models, although of great relevance for mineral exploration, have
certain limitations due to the fact that they represent deposits schematically. The main
predicament that these schematic models present is the fact that they are idealized systems
based on data compilation from multiple porphyry deposits around the world. These models
cannot be applied across different deposits with high precision because the structural and
lithological characteristic of each deposit vary. Due to these different characteristics, deposits
can have different geometries and disposition of hydrothermal alteration zoning.

Due to the large variety of porphyry copper deposits found around the world, it is com-
pelling to study the spatial disposition and hydrothermal alteration zones development of a
system with a fixed lithology and rock structures. This makes analyzing economically inter-
esting zones possible based on parameters like temperature of mineral formation, depth and
pH. These parameters control the different mineral assemblages found in hydrothermal al-
terations associated to hydrothermal systems. The porphyry copper system zoning has been
well documented, studied and characterized in literature (Sillitoe, 2000, 1973; Lowell, 1968;
Hemley, Meyer, Hodgson, & Thatcher, 1967; Walker, 1963; Corbett & Leach, 1998), which
provides a great quantity of valuable information that enables modeling of hydrothermal
systems.

Consequently in the year 2018, under the program of developing computational models to
simulate geologic phenomena, the Advanced Laboratory for Geostatistical Supercomputing
(ALGES) part of the Advanced Mining Technology Center (AMTC) of the Universidad de
Chile proposes the project of developing a porphyry copper system simulator to analyze how
these systems evolve and stabilize.
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1.1 Research Formulation

As previously mentioned, porphyry copper deposits are responsible for most of the global
copper production. These deposits are quite common in Chile, as seen in figure 1.1, and are
relevant to the metal production. Some of the most important examples of these kinds of
deposits are Escondida, Collahuasi, Chuquicamata, Escondida, Los Bronces and El Teniente.
Thus, given the economic importance of these systems and the complexity of their anatomy,
it is compelling to study them from a computational simulation lens.

A computational simulation of this type of deposit would allow to study the distribution
of interest zones within a porphyry copper system. Given the vast study already done on this
topic from a traditional geologic view, all the knowledge of how these systems are born and
evolve could be implemented in a numerical model of the multiple phenomena found in the
formation of these deposits. Motivated by this initiative, the experts at ALGES proposed
the development of such numerical simulation so that it can be used in future of the mining
industry in Chile and the world.

Due to the previous experience the ALGES team had with cellular automata (CA) (Miranda,
2017), this methodology was proposed. This is an innovative manner of modeling the study
due to the effectiveness these dynamic systems deal with local interactions. These systems
are defined over a grid within which each cell possesses a starting state which is modified
by the interaction with its neighbors (Roy, 2019). In this case the grid will represent a host
rock which is modified when in contact with a hydrothermal fluid. In this case the cellular
automata will consist of two grids (a rock grid and a hydrothermal fluid grid) interacting
with each other modifying each other’s cells. In the following chapters the phenoma taken
into account are explained as well as their variation and the numerical formulas associated
with them.

1.2 Main Objective

Simulate through a discrete computer model the spatial distribution and hydrothermal al-
teration zones of a porphyry copper system with a defined lithology and structural setting.

3



Figure (1.1) Known porphyry copper deposits in the world, adopted from (Sillitoe, 2010).

1.3 Specific Objectives

The specific objectives necessary to achieve the main objective of this project are:

• Model the pH variation of a hydrothermal fluid that flows through a rock grid.
• Simulate the porosity variation due to the interaction of the hydrothermal fluid with a

defined host rock.
• Analize the thermal variation of a hydrothermal fluid when it flows through a host rock

with a different temperature.
• Produce data to validate models found in literature.
• Propose qualitative validations of the simulated parameters.

1.4 Reader’s Guide

In order to ease the comprehension of this document, the topics of each chapter are summa-
rized in the following paragraphs.

Chapter 1: Introduction to the general study of this document in which objectives are
stated and a general guide is provided.
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Chapter 2: The theoretical background of the document is explained in further detail.
Here the models on which the proposed simulation is based on are explained. The chapter
begins introducing the geological models used to construct the simulation and ends with an
introduction to computer generated models as well as how simulations have been used in
geology.

Chapter 3: Full description of the numerical model developed to achieve the main objec-
tive. Describes the simulation algorithm and how it is organized.

Chapter 4: Describes the initialization of the model as well as the code associated with
the entire simulation process. This chapter also describes in full detail how each cell state
evolves.

Chapter 5: Describes the different experiments performed to the numerical simulation as
well as their results.

Chapter 6: Discusses the experiments’ results as well as how the model compares and
contrasts to the traditional porphyry copper systems models and real life deposits.

Chapter 7: States what can be concluded from this document and proposes new studies
to further the improvement of the algorithm.

5



Chapter 2

Theoretical Framework

The present work proposes algorithms that reproduce a geological model for a mineral deposit
through cellular automata. Now the theoretical framework of these geological models, in
addition to the computational methodologies used for the completion of this work, will be
explained. Examples of other instances where algorithms are used to model phenomena
pertaining to geology will also be explained for contextualization in the field.

2.1 Geological Models

Geological models are spatial representations of the distribution of sediments, rocks, fluids,
and/or other components below earth’s surface. These models attempt to explain different
phenomena that occur in our planet ranging from metamorphic grades (Spear & Spear, 1993)
to basin depositional history and deformation (Amilibia et al., 2008). The models analyzed
in this work relate specifically to porphyry copper deposits, their genesis, spatial distribution
and thermodynamic controls.

2.1.1 Porphyry Copper Models

Starting on the first half of the twentieth century porphyry copper deposits has been closely
studied by geoscientists. In the 1920s it was noted that these types of deposits are closely
related to magmatic activity typically of intermediate to felsic composition (Emmons, 1927).
These models advanced through the studies of vein formation and wall-rock alteration (Meyer,
1957, 1965), which allowed the development of the geological models used as a framework
to create the work presented in this document. The present understanding of the genesis of
porphyry copper deposits is based mainly on geologic observations combined with geochemi-
cal, mineralogical, structural, petrological, geophysical and geochronological data. This work
will mainly focus on results obtained from geochemical experiments (Reed, 1997; Smith,
Naden, Jenkin, & Keith, 2017) and the thermodynamic parameters of different hydrothermal
alterations.
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Geological Setting of a Porphyry Copper Deposit

Porphyry copper deposits are encountered mainly near magmatic arcs subjected to regional
stress regimes that range from moderately extensional, oblique slip to contractional (Tosdal
& Richards, 2001). Empirical data suggests that there is a more direct correlation between
these kind of deposits and contractional settings characterized by crustal thickening, surface
uplift and rapid exhumation (Sillitoe, 2010) as seen in places like the Central Andes, Iran,
the Philippines and southwestern North America, see figures 1.1 and 2.1. These deposits
are spatially and genetically related to passively emplaced hypabysal intermediate to felsic
stocks which become saturated in water as they intrude and while their outer parts undergo
crystallization they release fluids which produce alteration and mineralization (Sillitoe, 1972).

Figure (2.1) Distribution of porphyry copper deposits according to tectonic settings,
adopted from (Sillitoe, 1972).
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Porphyry copper systems tend to be found in linear belts parallel to large orogens like
the Andes (R. H. Sillitoe & Perelló, 2005), as seen in figure 2.2. This characteristic has
been described as early as the nineteenth century (Domeyko, 1876) and has been a feature
that helped mineral exploration in the Central Andes especially during the 1980s and 1990s
(R. H. Sillitoe & Perelló, 2005). Each belt is associated with a magmatic arc dimensionally
similar to the belt with an usual extension of 5 to 30 km across or in length (Sillitoe, 2010).
Tectonically, given the fact that porphyry copper deposits are associated with orogenic belts
characterized by calc-alkaline magmatism (Sillitoe, 1972), these deposits are mainly confined
to subduction zones where oceanic plates underthrust adjacent continental plates.

Figure (2.2) Copper belts along the Andes and relevant deposits, adopted from (R. H. Sil-
litoe & Perelló, 2005).
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Architecture of a Porphyry Copper Deposit

As mentioned in the previous chapter, porphyry copper models consist of hydrothermally
altered rock centered around a stock of felsic to intermediate composition. This means
that one can define zones of different types of hydrothermal alterations with respect to the
magmatic intrusion. One of the earliest conceptual models of the different alteration zones
is the one postulated by Lowell and Guilbert (1970) seen in figure 2.3 which was postulated
based on the field observations of the Kalamazoo orebody in Arizona (Lowell, 1968). As
seen in figure 2.3, the zones consist of different types of hydrothermal alteration assemblages.
Hydrothermal alterations are the result of a specific fluid temperature and pH range as well
as a determined depth and water/rock ratio. The water/rock ratio corresponds to how much
hydrothermal fluid is in contact with the host rock, specifically the mass of fluid phase in
contact with rock per the mass of rock in that volume (Alt-Epping & Smith, 2001). More
recent studies have characterized these types of deposits to a greater extent. As seen in
figure 2.4 Sillitoe ((2010)) is the most widely accepted conceptual model of porphyry copper
deposits. The general understanding of these models suggest that the average lifespan of a
hydrothermal system associated with an Andean porphyry copper deposit is between 2.5 to 4
million years (Sillitoe & Mortensen, 2010). For a better understanding and characterization
of these zones the different alterations will be described next.

Potassic Alteration Potassic alteration is characterized by a mineralogy consisting of
potassium feldspar and/or biotite. Accessory minerals also include quartz, sericite, chlorite
(Reed, 1997). This corresponds to a high temperature alteration ranging from 400 to 600 ◦C.
The pH conditions under which this assemblage is obtained range from neutral to alkaline
and the depth associated with this alteration corresponds to a porphyry depth (Corbett &
Leach, 1998). Porphyry depth corresponds to anything greater than 3660 [m] below sur-
face (Lindgren, 1933). Potassic alteration are economically relevant because it is upon the
potassic–sericitic interphase where the copper sulfides (primary copper ore in porphyries)
occur (Lowell & Guilbert, 1970).

Propylitic Alteration This alteration has a mineral assemblage consisting of albite, chlo-
rite and epidote is the result of small water/rock ratios, low temperatures (200-350 ◦C) and
near neutral pH conditions (neutral to alkaline) (Reed, 1997). Propylitic assemblages occur
at mesothermal depths (Corbett & Leach, 1998) which corresponds to depths ranging from
1219-3660 [m] (Lindgren, 1933). These alterations might also include actinolite, diopside and
andraditic garnet which indicates higher temperatures (280-300 ◦C).

Sericitic Alteration Sericitic alterations are characterized by quartz, sericite, pyrite and
chlorite assortments. They occur in large halos around porphyry copper deposits (Reed,
1997). Sericitic alteration is one of the most abundant alteration assemblages as it is present
in nearly all types of hypogene ore deposits in aluminous rocks, as well as in gold-quartz
and massive sulfide systems, but most importantly (for the case-study) it is present in some
supergene environments such as porphyry copper deposits (Meyer, 1967). This alteration
occurs under pH conditions ranging from 5 to 6, temperatures higher than 100 ◦C and
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Figure (2.3) Concentric alteration-mineralization zones at San Manuel–Kalamazoo.,
adopted from (Lowell & Guilbert, 1970). This model corresponds to one of the most tradi-
tional characterizations of a porphyry copper system.

mesothermal and porphyry depths (Corbett & Leach, 1998) which corresponds to depths
greater than 1220 [m] (Lindgren, 1933). Sericitic alteration assemblages consist mainly in
clay minerals. Each clay mineral or pairing of these minerals specifies temperature ranges.
Illite–smectite corresponds to 100-200 ◦C; illite by itself indicates 200-250 ◦C; sericite alone
represents a temperature range from 250-450 ◦C; and although not clay minerals, corundum
and andalusite indicate a temperature greater than 450 ◦C (Corbett & Leach, 1998).

Intermediate Argillic Characterized by smectite and kaolinite (usually replacing pla-
gioclase) and other montmorillonite-group minerals, this alteration zone commonly grades
zonally to propylitic alteration towards fresh rock and to sericitic alteration towards a vein
(Meyer, 1967). The mineral assemblage of this alteration zone might also contain alunite as
an accessory and may also be zoned internally with montmorillonite clays more common near
the distal areas and kaolin minerals towards the inner areas (Meyer, 1967). This alteration
occurs at pH of 4-5 and 3-4 if it contains alunite; the temperature corresponds to a range
of 150-300 ◦C (Corbett & Leach, 1998) and are formed at epithermal depths (less than 1200
[m]) (Lindgren, 1933). The intermediate argillic alteration zone usually develops veinward
from the propylitic alteration zone and outside the sericitic zone, but it can also be found
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Figure (2.4) Generalized alteration-mineralization zoning pattern for porphyry Cu deposits
adopted from (Sillitoe, 2010). This model corresponds to one of the most updated widely
accepted model.

not in between them (Reed, 1997).

Advanced Argillic Quartz and dickite are the main minerals in the advanced argillic
mineral assemblage which also may contain kaolinite, pyrophyllite, pyrite, alunite, zunyite,
topaz and is associated with covellite–enargite–gold epithermal deposits (Reed, 1997). This
type of alteration is found as an inner or veinward zone adjoining multiple base-metal veins,
telescoped pipes, or porphyry copper deposits associated with granodiorites in volcanic fields
(Meyer, 1967). These zones are usually found, although not restricted to, upper parts of
porphyry copper systems. These shallow levels of pervasive advanced argillic alterations
are known as lithocaps which can be associated to an underlying porphyry copper deposit
(Sillitoe, 2010). Advanced argillic zones can develop at varied depths as well as a wide
range of temperatures, encompassing the ranges stated for other alteration zones. What
characterizes this zone is the low pH under which it develops. This alteration has a pH range
of 1-3.5, although alunite indicates a pH greater than 2 and an exclusive quartz predominance
is associated with a pH lower than 1 (Corbett & Leach, 1998).
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A schematic diagram of the different hydrothermal alterations previously described can
be seen in figure 2.5. This figure also shows the mineralogy at different pH, temperature and
depth ranges.

Figure (2.5) Common hydrothermal alteration mineralogy associated with pH, temperature
and depth ranges in hydrothermal systems. Adopted from (Corbett & Leach, 1998).
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Temporality of the Hydrothermal Fluid’s Conditions

The formation of these hydrothermal alterations has a direct relationship with the state of
the fluid that generates them. The fluid responds to the stage of the magmatic intrusion
that it is generated from. Therefore, as the magma progressively solidifies and cools through
time, the hydrothermal fluid’s conditions change. At early stages magma is present at the
top of the parental magma chamber which generates a single-phase, low to moderate salinity
liquid that undergoes phase separation to generate immiscible hypersaline liquid and vapor.
This fluid is associated with the potassic alteration. The low pressure vapor that escapes
forms acidic condensate to produce advanced argillic alteration (Sillitoe, 2010). As magma
solidification advances, the system progressively cools to temperatures of around 400◦C.
Under these conditions sericitic alterations begin to form from a single phase aqueous liquid.
This process can be observed in figure 2.6.

Figure (2.6) Evolution of the main magmatic fluid and alteration types according to the
cooling of the associated magma chamber. Adopted from (Sillitoe, 2010).

2.2 Computer Based Models

Models are usually simplifications of real-life phenomena which arise from the analysis of the
different variables that affect a system and the relationships between these variables (Rocca,
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2005). A system can be considered as a set of elements whose interactions is of interest. In
other words, models are sets of rules that attempt to recreate the conditions and relationships
of a real life case-study. With an established model one can simulate an outcome based on
initial conditions. Therefore, a simulation attempts to obtain predictions of how a system
will evolve or stabilize given specific conditions or a hypothesis. The simulation will produce
the best fitting outcome to a proposed scenario.
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There are different types of models which can broadly be grouped in the following cate-
gories (Rocca, 2005):

• Dynamic models: These are used to represent systems in which the state does not
change with time.

• Static models: Utilized to represent systems which do not change with time.

• Continuous models: Represent systems that changes gradually and the variables that
affect the system are continuous.

• Discrete models: These models are based on step by step interactions. Variables are
treated discontinuously.

• Deterministic models: Models in which the outcome for specific conditions is unique
and always the same.

• Stochastic models: Utilized to represent systems in which the outcome is not always
the same. The interactions between variables does not always yield the same product.

It is possible to implement mixed models, for example, treat some variables within the
model analytically and others numerically. These models can be concocted physically (through
scaled models), analytically (through mathematical equations) or numerically (in which a de-
fined equation is not obtained, only the numerical behavior of the variables). Computer based
models can be designed with any of these methodologies except the physical model (scaled
model).

Based on a model one can start simulating a system in order to predict outcomes or even
to generate understanding of outcomes already obtained. There are different ways in which a
simulation can be carried out. Most commonly simulations can be equation-based or agent-
based. Equation-based simulations can be applied where there is a governing theory guides
the construction of mathematical models, while agent based simulations focuses on individual
interactions of individual agents (Winsberg, 2019). Another common type of simulating
phenomena is through Monte Carlo simulations which consist on computer algorithms that
utilize randomness to calculate the properties of a model, although the randomness of the
algorithm is not a feature of the target model (Winsberg, 2019).

2.2.1 Cellular Automata

Discrete models may also be applied to continuous phenomena (Hall, 1986) and there are
multiple kinds of this type of model. Cellular automata are mathematical idealizations of
physical systems in which time, space and physical quantities’ values are discrete. These
systems consist of regular form lattices (arrays) with a discrete variable at each site which
are known as cells. Each cell has a specified initial state of variables, which evolves in discrete
time steps based on interactions with their neighbors’ (other cells) status and a defined set
of rules that govern these interactions (Wolfram, 1983).
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These computer models were first proposed by John von Neumann to study self reproduc-
ing systems (Von Neumann, Burks, et al., 1966) and has since been used to model pedestrian
dynamics (Padovani, Neto, & Cereda, 2018), to predict environments subject to desertifica-
tion (de Oliveira Barros et al., 2018), modeling crowd dynamics (Gerakakis et al., 2018), lava
or mudflows (Vicari et al., 2007), and even more popularly in simple games like Conway’s
Game-of-Life.

The primary features of a cellular automaton are their state, their neighborhood, and the
rule-set. A starting state is given to each cell and is expressed numerically, but depends on the
property of interest and can be expressed as a binary variable or a non-binary variable (Arai,
Basuki, & Harsono, 2012). For example a cell can be alive or dead (binary) or can have a
certain porosity in a scale of 1% to 100%. The neighborhood consists on the surrounding cells
of a specific cell. The two main neighborhood systems are the von-Neumann neighborhood
and the Moore neighborhood (Arai et al., 2012) as seen in figure 2.7.

Figure (2.7) Neighborhood models for two-dimensional cellular automaton. Left: Von-
Neumann, right: Moore. Adopted from (Arai et al., 2012).

2.2.2 Geological Applications

Geological models are traditionally presented in two-dimensional cross sections. Nowadays,
these models are increasingly visualized as digital three dimensional models known through
what is known as geomodelling (Apel, 2006). Generating computer based geological models
has become increasingly popular as seen by the development of different software used in
the mining industry (Leapfrog Geo, Maptek Vulcan, Dips, among others). Although the
most conventional computer-based models used for geological purposes consist in 3D repre-
sentations there are other ways in which computer algorithms have been proposed to aid in
geological mapping and mining processes. Machine learning algorithms have been used to
aid in mapping and in mineral prospectivity (Granek, 2016). The fact that machine learning
algorithms are designed to identify and to predict patterns within multivariate data and can
be efficiently applied to geoscience data obtained from field observations in order to further
the understanding of the spatial distribution of complex geological phenomena (Cracknell,
2014).
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Discrete computer models have also been applied to the mining industry including the
study of granular flow in block caving (Miranda, 2017). This type of tool can be used
for the extraction plan design at industrial scales. Mudflow prediction models have also
been developed with discrete models. The LUSI mud plume at Sidoarjo, East Java was
modeled with this type of computer model and showed relatively good prediction accuracy
compared with conventional models (Arai et al., 2012). Even the lava flows of Mt. Etna
have been modeled with MAGFLOW, a cellular automata based model, yielding consistent
results except for the fact that ephemeral vent formations were not accounted for in the
model (Vicari et al., 2007).
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Chapter 3

Proposed Model

The model proposed in this study corresponds to a discrete model whose state is altered with
time. This discrete dynamic model solves for variables analytically and numerically and the
simulations are done based on equations obtained from literature or based on experiments
found in literature.

3.1 Geological Model

The proposed geological model consists on an andesite host rock that is intruded by a mag-
matic fluid mixed with meteoric water. Both the host rock and the magmatic fluid have a
defined chemistry. The global variables that this model focuses on are the fluid movement,
the temperature interactions between the rock and the fluid, the depth at which the fluid
and the rock interact and the pH of the fluid passing through the rock. These parameters
were chosen considering Corbett & Leach (1998), which postulates that each hydrothermal
alteration has a specific temperature, pH and depth range as seen in the previous chapter in
figure 2.5. It is very important to highlight the fact that for the purposes of this study the
fluid in question will be strictly in the liquid phase.

The aim for this model is to break up the different variables that influence the formation
and emplacement of hydrothermal alterations and establish relationships for their change
over time. The interactions that will be assessed in the subsequent simulations will be:

• Thermal exchange between the fluid and the host rock

• Flow of the fluid through a porous rock medium

• pH variation of the fluid while it flows through the rock medium

• The effect of the fluid on the host rock due to the interaction between the two
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Table (3.1) Composition of the magmatic fluid used for this model, based on the fluid used
in Reed ((1997)).

In order to achieve this, a rock grid is set up with specific initial states including rock
density, porosity, temperature, thermal constants, composition and parameter defined as
neutralization potential which will account for the host rock’s ability to neutralize an acidic
hydrothermal fluid. Likewise, the fluid will have a specific composition, thermal constants,
temperature, density, viscosity, pressure and volume. Furthermore, the scale of the model is
to be considered 5[km] x 5[km], scale obtained from Sillitoe (2010) 2.4.

For convenience and consistency the chemical compositions of the both andesite and fluid
will be the ones used on Reed (1997). These compositions are found in tables 3.1 and 3.2.
Host rock and fluid will interact to yield the change over time of the described variables. The
equations governing the variations of these items will be described further ahead.
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Table (3.2) Bulk composition of the andesite used for this model, based on the rock sample
used in (Reed, 1997).

3.2 Computational Conceptualization

The computer model is a discrete model based on cellular automata. This model consists on
a 2D grid representation of the spatial zoning of a porphyry copper deposit. To achieve this,
there is a discretization of space in this model represented in square grids. Therefore, there
are two important components to be taken into account, the host rock and the hydrothermal
fluid that flows through this rock. The host rock will be represented by a grid consisting
of square cells. Each square cell has an initial state which will be altered in time when
it interacts with fluid. The fluid will consist on its own grid with its own initialization
parameters. There is also another type of fluid grid which slightly varies in concept with
respect to the previous two grids. This new fluid grid consists in the information storage of
a new incoming fluid. In other words, this grid sets where the fluid flux will be first present,
the magnitude of this flux and some other initial parameters of the fluid.
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The initial states of each grid are altered when the two grids interact. In order to inter-
act, these two grids must have the same square geometry and the same dimensions. These
interactions are calculated when the index of a cell within the fluid grid matches the index
of a rock grid. The interactions will be calculated at each cell. Old parameters will enter an
algorithm and new values for the same variables will be the output. With each iteration the
cells will be updated as seen in figure 3.1.

Figure (3.1) Schematic representation of how the grids’ parameters are updatedt.

3.2.1 Methodology and Structure

The algorithm proposed in this work follows a simple architecture. Following the development
of a conceptual model of a subsurface domain, the simulations follow a certain course of action.
This workflow includes a pre-processing step. At this stage the model geometry is defined
including the rock grid and the fluid grids. The variables that each grid contains is also
defined in this step, but not set to a specific value. This is more of a specification of what
attributes the grids will have. For example, the rock grid has a specific density, temperature,
porosity and thermal constants.

Following this pre-processing the parameters are initialized. Starting values are assigned
to the parameters. This includes physical parameters such as gravity, specific heats of rock
and fluid, viscosity coefficients, constants for different interactions and porosity ranges for
the rock. The values for the cell sizes in equivalence to real-life dimensions are specified, as
well as their neutralization potential and temperature ranges based on a geothermal gradient.
The fluid constants and starting parameters are also set at this stage. Starting temperatures,
pH conditions, NaCl content, flux and temperature are specified and given numerical values.
Other specifications like the time intervals, number of iteration and simulation constants such
as decay factors are integrated into the model in this step.

The next step in this workflow are the interactions of the parameters. This step represents
the main step of this project because it is at this step that the parameters will variate and
yield results. The simulation of new parameters takes place at this step through the solving
of specific equations acquired from the corresponding literature. These new parameters are
stored at certain time intervals set in the initialization step until a specified end time is
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achieved. In this step six main interactions are simulated and updated throughout the spam
of the simulation. In other words, in order to obtain the final results, the values of these
parameters are computed through iteration. These interactions are:

• Fluid movement

• Thermal exchange between rock and fluid

• Fluid viscosity variation

• Fluid density variation

• Rock porosity variation based on fluid pH

• Fluid pH variation

Following the rock–fluid interaction stage, the visualization of the results of said interac-
tions is generated. In this step visual maps of the variation of desired variables is obtained.
One can observe where the fluid moved, how its temperature changed, the pH of the fluid at
certain points in time and consequently the hydrothermal alterations these variables describe.
These visualizations yield exhibit the results of a simulation with specified parameters. A
conceptual map of the entire code structure is seen in figure 3.2.

Figure (3.2) Overview of the structure followed in the code presented in this document.
The recurring arrow indicates that this step is iterated over time.

3.2.2 Governing Equations

In this study a single-phase, non-isothermal flow of a fluid with a variable density flowing
through a porous media is considered in order to study each interaction. Now each interaction
will be broken down and exhibit what equation or set of equations govern the change of the
parameters involved.
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Fluid Movement

To study the movement of the fluid through a porous media, Darcy’s law is used. Darcy’s
law describes how a liquid can move through a porous media (Bear, 2013). This equation
can be expressed in vector form as:

q = −k
µ

(∇P − ρgẑ) (3.1)

Where:

• q is the discharge per unit area in [m
s
]

• k is the permeability of the porous medium in [m2]

• µ is the dynamic viscosity of the fluid in [Pa · s]

• ∇P is the pressure gradient vector in [Pa
m
]

• ρ is the density of the fluid in [ kg
m3 ]

• g is the acceleration due to gravity in [m
s2
] which only affects the movement in the

vertical component, hence the unit vector ẑ

In this case gravity will not be accounted for in this model similarly to how it is done in
Fowler et al. (2016) yielding the more simplified version of this equation:

q = −k
µ
∇P (3.2)
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Conservation of mass is expressed by the continuity equation utilized in Darcy’s law,
considering a 2D space:

0 = −k
µ

(
∂2P

∂x2
+
∂2P

∂y2
) (3.3)

Assuming an isotropic medium where k is the same in x̂ as it in ŷ and taking into account
a fluid source(W) and 3.3 can be expressed as:

0 = −k
µ

(
∂2P

∂x2
+
∂2P

∂y2
) +W (3.4)

Which can be simplified to:

0 = −k
µ
∇2P +W (3.5)

Equation 3.5 represents the steady state flow of a fluid through a porous media. In the
next chapter the implementation of this equation will be explained together with how this
Poisson equation is solved.

Fluid Viscosity

It is relevant to mention that for simplification the viscosity of a hydrothermal fluid will
be obtained by using the viscosity of water at various temperatures. Obtaining the fluid
dynamic viscosity is necessary in order to use equation 3.5. Viscosity is friction within a
fluid that results from the strength of molecule to molecule attractions. This resistance to
internal shear causes a fluid to resist flow through geologic materials. The viscosity of a liquid
generally decreases with increasing temperature, including aqueous solutions (Fitts, 2013).

To calculate the variation of viscosity with temperature an Arrhenius model of viscosity
(seen in equation3.6) is presented.

µ = µ0e
Ea
RT (3.6)

Where:

• µ is the dynamic viscosity of the fluid in [Pa · s]
• µ0 is a pre-exponential factor in [Pa · s]
• Ea is the activation energy for viscous flow in [ J

mol
]

• R is the gas constant which it is equivalent to 8.314[ J
K·mol ]

• T is the temperature of the fluid in Kelvins [K]

24



Table (3.3) Viscosity of water at various temperatures. Adopted from (Korson et al., 1969).

It is important to notice that there are two constants that are yet unknown. These
constants are Ea and µ0. There is a methodology to be followed in order to find these two
parameters. Following the methodology of Tunick (2010) and Scarfe & Cronin (1986), Ea is
proportional to the slope of the line in the Arrhenius plot of lnµ versus 1

T
. Taking the values

found in Korson et al. (1969) seen in table 3.3 and plotting them into a scatter plot, one can
add a linear trend-line to the data and obtain a value for the Ea as seen in figure 3.3.

With the value for Ea obtained (1852.4 J
K·mol) it is possible to obtain the value for µ0

by using equation 3.6, using the value of density at a specific temperature from table 3.3
(in this work the values at 298 K were used) and solving for µ0. Through this method an
approximated value of 0.000421[Pa · s] is obtained for µ0.

Thermal Exchange

Taking into account only conduction in which thermal energy exchange is due to exchange of
kinetic energy among colliding molecules without displacement, the main two relationships
used to study the change of temperature in the host rock as well as in the hydrothermal fluid
are Newton’s cooling law and Fourier’s law seen in equations 3.7 and 3.8 respectively.

Jt
A
≈ −h(T − T0) =

dT

dt
(Besson,2012) (3.7)
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Figure (3.3) ln(viscosity) vs. 1
T
based on the data seen in 3.3. The slope in the obtained

trend-line yields the value for Ea.

Where:

• Jt is the rate of heat transfer in [W ]

• dT
dt

is the change of temperature with time [K
s
]

• h is the heat transfer coefficient in [ W
m2·K ]

• T0 is the initial temperature of the fluid in Kelvins [K]

• T is the temperature of the fluid at a point in time in Kelvins [K]

• A is the area of the flow in [m2]

Jh
A

= −λ∇T
L

(3.8)

Where:

• Jh is the conductive heat flow rate in [W ]

• λ is the thermal conductivity or heat conductivity of a certain material in [ W
m·K ]

• ∇T is the temperature gradient vector in [K
m
]
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According to Robertson (1988), when considering only conduction the following relation-
ship between h and λ can be written equating Fourier’s law 3.8 to Newton’s law of cooling
3.7 :

Jh
A

= −h(T − T0) = −λ(T − T0) (3.9)

Therefore,

L =
λ

h
(3.10)

Where L represents the thickness of the medium in [m].

In order to maintain a conservation of heat the zeroth law of thermodynamics (equation
3.11) is used. This relationship quantifies the heat transfer between two medias, in this case
the host rock and the fluid.

Q = m · c∆T (3.11)

Where:

• Q is the heat energy in [J]
• m is mass of the medium in [kg]
• c is the specific heat of the medium in [ J

kg·K ]

• ∆T is the change in temperature in the medium in [K]

In order to conserve the heat lost by one media (fluid) and gained by the other (host rock)
the following equation will be established 3.12:

Qr = −Qf (3.12)

Where:

• Qr is the heat energy gained by the rock in [J]
• Qf is the heat energy lost by the hydrothermal fluid in [J]

Replacing equation 3.11 in equation 3.12 it is possible to obtain the temperature change
in the two media.

Fourier’s law can also be expressed in differential form in terms of the temperature varia-
tion trough time as seen in equations 3.13 and 3.14.

dT

dt
= α∇2T (3.13)
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Where:

α =
λ

ρ · c
(3.14)

• dT
dt

is the temperature variation with time in [T
s
]

• α is the thermal diffusivity of a specific medium in [m2

s
]

• ρ is the density of the medium [ kg
m3 ]

• ∇2T is the net temperature transfer per area in [ K
m2 ]

• c is the specific heat of the medium

This final equation is also a Poisson equation similar to that of the fluid movement (equa-
tion 3.5). These two expressions will be solved in an almost identical fashion. Furthermore,
it is relevant to mention that for simplification constant values for the thermal conductivity
will not vary with temperature or pressure.

Fluid Density

In order to calculate thermal diffusivity the density of the fluid is needed. The hydrothermal
fluid in this case will be treated as brine, that is an NaCl aqueous solution as salt content
has a great impact on this parameter (Potter & Brown, 1975). This is because finding the
density of an aqueous solution can be very complicated that has dedicated entire research
topics to find densities in very specific temperature and pressure intervals.

For simplification, the relationship proposed (equations 3.15, 3.16 and 3.17) in Haas (1971)
is used to calculate the density of a saline hydrothermal fluid. This equation has a precision
of 0.002 g

cm3 in a temperature range of 75◦to 325◦C.

ρ =
1000 +Mx

1000V0 + φx
(3.15)

Where:

• ρ is the density of the fluid in [ g
cm3 ]

• M is the molecular weight of NaCl in [ g
mol

]

• V0 is the specific volume in [ cm[3
gH2O

]

• φ is the apparent molal volume of NaCl in aqueous NaCl in [ cm3

moleNaCl
]

• x is the concentration of NaCl in molal units [ mole
1000g

]

V0 =
Vc + a1θ

1
3 + a2θ + a3θ

4

1 + a4θ
1
3 + a5θ

(3.16)

28



Where:

• θ = 647.27 - Tx
• Tx = temperature of the brine (fluid) in [K]

• Vc = 3.1975

• a1 = -0.3151548

• a2 = -1.203374 ·10−3

• a3 = 7.48908 ·10−13

• a4 = 0.1342489

• a5 = -3.946263 ·10−3

φ = b0 + b1V0 + b2V
2

0 + x
1
2 (b3 + b4V0)(

Vc
Vc − V0

)2 (3.17)

Where:

• b0 = -167.219

• b1 = 488.55

• b2 = -261.07

• b3 = -19.644

• b4 = 13.97

To calculate the density of the saline solution outside the temperature range mentioned
before (75◦to 325◦C) the following exponential decay function is used:

A · e−ξ·(Tf−Tmaxbrine) + ρmin (3.18)

Where:

• A is the density of the fluid at the maximum temperature (598 [K]) where equation
3.15 is valid

• ξ = is a decay constant determined during simulation tests with a value of 0.001

• Tf = current temperature of the fluid in [K]

• Tmaxbrine is the maximum temperature (598 [K]) where equation 3.15 is valid

• ρmin is an approximation of the minimum density a liquid saline solution could achieve
before turning into a super-critical fluid. In this case this is considered to be 300 [ kg

m3 ]
(García, Pérez, Fdez-Polanco, & Cocero, 2003)

In this fashion, an approximation of how the density of the hydrothermal fluid behaves at
high temperatures.
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Porosity and pH Variations

The interaction between rock and hydrothermal fluid has effects on the pH of the fluid because
of the acid neutralization by wall-rock reaction. Aqueous H+ ions are consumed in exchange
for cations from the rock. This acid neutralization is due to mineral pH buffer series (Smith
et al., 2017). At the same time, the consumption of these mineral buffers alter the original
porosity of the host rock. The pH and porosity variation is due to the water/rock ratio.
The pH will increase as the water/rock ratio increases and the same happens with the rock
porosity. (Reed, 1997). To model this, the experimental curves obtained from Reed (1997)
and Smith et al. (2017) are used (seen in figures 3.4 and 3.5). These experiments were done
using the compositions seen in tables 3.2 and 3.1

Figure (3.4) pH as a function of log(w/r) for the reaction of different rock types with a
hydrothermal fluid, adopted from (Reed, 1997)

Based on these experimental curves it is possible to acquire a relationship between wa-
ter/rock ratio and the pH variation of a fluid. A polynomial trend line is obtained from Reed
(1997) data which yields the equation:

pH = 0.1667x3 − 0.5x2 − 1.6667x+ 5.5 (3.19)

Where x is the log(water/rock).

The problem with this interaction is the fact that it is defined for an input of a fluid
pH of around 1. To take into account the fact that not always the input fluid is 1 a linear
interpolation is made to address other input pH. To account for the fact that the buffer
minerals will be consumed in time, an exponential function is applied to decrease the effect
of neutralization by the rock.
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Figure (3.5) Increasing pH as a result of decreasing water/rock ratio, adopted from (Smith
et al., 2017)

The linear interpolation obeys the following relationship:

pHnew = pHinput ·m+ b (3.20)

Where:

• pHnew is the resulting pH without taking into account the neutralization potential of
the rock
• pHinput is the current pH of the fluid
• m is the slope of the linear interpolation given by:

m =
7− pHreed

6
(3.21)

• pHreed is the pH obtained from the interaction in equation 3.19
• b = pHreed − m

The exponential decay of the neutralization potential of the rock is given by:

NP = B · e−χ·NPinput (3.22)
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Where:

• NP is the resulting neutralization potential of the rock
• B = pHinput − pHnew

• χ is a decay factor with an arbitrary value of 1010

• NPinput is the intact neutralization potential

Using 3.20 and 3.22 yields the final relationship for the resulting pH:

pH = pHinput −NP (3.23)

The new porosity is obtained using a linear interpolation model of pHinput, an exponential
decay of water/rock ratio and an exponential decay of neutralization potential given by:

Φ = Φnew − (Φnew − Φin) · e−κ·x·NP (3.24)

Where:

• Φ is the resulting porosity of a rock cell after interacting with a given fluid
• Φnew is the interpolated value of porosity acquired from

Φnew = pHinput ·mpor + bpor (3.25)

• mpor is the slope of the linear interpolation = Φin−Φmax

6

• Φin is the current porosity of a rock cell
• Φmax is a maximum porosity that a rock cell could achieve based on (Reed, 1997), a

value of 0.43
• pHinput is the current pH of the fluid
• κ is a decay factor with an arbitrary value of 1010

• NPinput is the intact neutralization potential

Overall, these are the equations that will govern the interactions in the computational
model proposed.
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Chapter 4

Implementation

4.1 Programming Language and Design

In order to implement the proposed model it is necessary to chose a programming language.
The chosen language is Python 3. According to Python Software Foundation, Python is
an interpreted, interactive, object oriented programming language that combines remarkable
power with very clear syntax in addition to being extensible in C or C++ and being portable
to different operating systems (General Python FAQ , n.d.). In general, Python is a high level
general purpose language that comes with a large standard library including HTTP, FTP,
SMTP, XML-RPC, POP, IMAP and CGI programming.

Python was first released in 1991 by its developer Guido van Rossum who sought to create
a simplified programming language (General Python FAQ , n.d.) The legibility, simplicity,
applicability and object oriented factors of this programming language made it ideal for the
purpose of this study.

In terms of integrated development environment or IDE, PyCharm was the preferred on
to work on this project. The intelligent assistance such as code completion, inspections, error
highlighting and fixes makes a friendly and simple work environment. Furthermore, PyCharm
supports Anaconda as well as scientific packages like matplotlib, NumPy and SciPy which
were utilized in this project. Most importantly the built in tools like debugger and integrated
terminal makes code testing much faster and efficient.

Given the object oriented language chosen to accomplish this work, the computational
model proposed to simulate this phenomena follows this approach. Object oriented program-
ming consists on a set of objects that can vary dynamically and can be executed by acting
and reacting to each other. The goal of an object oriented analysis is to define classes, the re-
lationships and behavior associated with them that are relevant to the solution of a problem.
This allows the separation of a program into a network of subsystems that independently
control their own data and algorithms (Asagba & Ogheneovo, 2008). Objects are instances
of a class, each object has the behaviors of its class. This retroactively means that a class
describes the contents of the objects that belong to it. A class describes an aggregate of
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data fields (instance variables) and defines its functions (methods). A method is simply an
action which an object is able to perform (Chailloux, Manoury, & Pagano, 2007). Object ori-
ented programming exhibits a series of properties that are mainly characterized by (Asagba
& Ogheneovo, 2008):

• Data Abstraction: Methodology that enables the isolation of a compound data ob-
jects that pertain to a class without entering in complex specification of how they are
implemented.

• Encapsulation: Ability to package codes and data together in a single place, preventing
access to them by any other means different from the previously specified ones.

• Polymorphism: Mechanism that allows different objects to respond differently to the
same function call.

• Inheritance: Ability of an existing class to create new classes. Existing classes are
referred to as base classes and the offspring classes are called derived classes. This
allows program reuse, reliability and modification of base classes.

These concepts and characteristics make object oriented programming a good fit for
achieving the goal of this work. The model proposed in this work consists on the defini-
tion of classes, the initialization of their variables, the specification of their methods, the
visualization of the variables and the general output of the algorithms.

4.2 Defining Objects

The primary class used in this work is the Grid class. This class consists on generating a
grid of n blocks by n blocks, parameters, and other matrix data. The methods associated to
this class are a method to obtain a variable and another to over-write a variable.

Three derived classes are inherited from the primary Grid class. First of whom is the
RockGrid class which stores the information of the host rock variables. In addition to the
parameters and methods of the regular Grid class, RockGrid specifies the parameters that it
contains, specifically a neutralization potential, porosity, temperature, a dictionary of values
used in the simulation and the number of rock cells (blocks). One of the new methods defined
in this derived class is the get_void_volume method which obtains the volume of the pores
through the simple relationship:

pore_volume = porosity · volume_ofa_rock_cell (4.1)
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Another method utilized in this class is the get_lithostatic_press method which based on
the rock density, gravity and depth of the rock cell yields the lithostatic pressure on that cell.

The block size, rock density and gravity are parameters that require initialization and are
saved under parameters associated to the objects. Other classes described in this excerpt also
have parameters that require initialization. Initializations will be discussed further ahead.

Another derived class from the Grid class is the FluidGrid class which stores the infor-
mation of the fluid variables and representation. FluidGrid requires a dictionary of NumPy
matrices with the same dimensions whose key values are:

• Fluid Density

• NaCl content in the fluid

• Initial pH of the fluid

• Pressure of the fluid

• Initial Temperature of the fluid

• The incoming fluid Volume

These parameters are saved under matrix data and in addition to this the FluidGrid
requires a dictionary of values used in the simulation and a tuple with the dimensions of
the model. The new methods associated with this class are the get_fluid_presence method
which returns whether or not there is fluid in a cell based on if there is fluid pressure on that
cell. The other method associated with this class is the get_viscosity method which uses
equation 3.6 to compute the viscosity of the fluid at a given cell under certain conditions.

The final Grid derived class is the RecordedFluid class which records the information of
the fluid associated to hydrothermal alterations and the simulation parameters such when
the simulation stops. The matrix data necessary for this class are:

• pH of the fluid at a certain point in time in the simulation

• Temperature of the fluid at a certain point in time in the simulation

• Water/Rock ratio

This class also needs a dictionary of values used in the simulation as well as the dimensions
of the model. The methods defined in this class are the get_depth method which returns
the depth at which the fluid was present and the update_water_rock_ratio method which
updates the water/rock ratio of a cell based on the volume of fluid in the cell and the porosity
of the cell block interacting with it.
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Another base class defined in this model is the IncomingFluidGrid class which stores the
information of a fluid that is about to enter the interaction vicinity of a rock grid. In other
words this class represents a fluid that is about to enter the n by n blocks model that has
been previously defined. This class has a method which verifies that the incoming fluid is
within the range of the cell model. This is because the incoming fluid will be entering at
a certain column in the model. This method asserts that the incoming fluid is in a valid
column position. Another important method in this class returns the fluid flux, the column
in which the fluid will be injected, the temperature, pH, NaCl content and the density of the
incoming fluid.

The base class IterativeModel creates objects whose purpose is to set simulation times
based on parameters obtained from grid objects, to run the model and to analyze if the
simulation is running on an already altered model, that is to say a host rock that has already
interacted with a previous fluid. This class is the parent class of perhaps the most important
class in this project, the Interactions class. This class defines all the interactions further
explained in section 4.4 in addition to a method that saves images of the parameters’ states
during the simulation, another method that updates the pH, temperature and water/rock
ratio with obtained values from the interactions and finally a method that generates the
visual representations of hydrothermal alterations in an RGB color scale.

Overall, the relationships among classes are illustrated in figure 4.1.

Figure (4.1) Diagram of existing classes in the proposed model and how they relate and
interact with each other

A further explanation on how the variables are initialized and how each interaction is
implemented and computed is specified in the following sections.
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4.3 Initialization of Variables

Initializations are not defined as classes but rather as stand-alone functions, more correctly
referred to as user-defined functions. A function is a block of organized, reusable code that is
used to perform a single action. In this project initializations are stored in their own folder,
where their values can be easily accessed and edited. These values are organized into the
following eight categories:

• Physical Parameters

• Fixed Simulation Parameters

• Rock Grid Initialization

• Fluid Grid Initialization

• Recorded Fluid Grid Initialization

• Number of Iterations

Some initialization functions do not set a value, but create the dictionary for the values
so that a user may specify them during a run of the program. The ultimate purpose of the
initializations is to set up the necessary values and/or parameters that the objects need to
execute their methods.

4.3.1 Physical Parameters

This section specifies initial physical values of the fluid, the rock and also the gravity. For
simplification gravity is considered a constant in this model. The physical parameters consist
of:

• Gravity g = 9.8 [m
s2

]

• Rock Specific Heat cr [ J
kg·K ] from (Eppelbaum, Kutasov, & Pilchin, 2014)

• Density of Rock ρr = 2600 [ kg
m3 ] from (Klein & Johnson, 1983)

• Fluid Specific Heat cf = 4184 [ J
kg·K ] from (Perlman, 2018)

• Activation Energy for viscous flow Ea = 1852.4[ J
K·mol ] from 3.3

• Universal Gas Constant R = 8.314 [ J
K·mol ]

• Thermal Conductivity of Andesite λr = 2.26 [ W
m·K ] from (Sharma, 2002)

• Thermal Conductivity of water at 20◦C, λf = 0.6 [ W
m·K ] from (Eppelbaum et al., 2014)

• Maximum Rock Porosity Φmax = 0.43 based on (Reed, 1997)

• Minimum Fluid Density = 300 ρfmin
[ kg
m3 ] from (García et al., 2003)

These parameters are then saved into dictionaries associated with the rock grid, fluid
grid, or global parameters. It is important to mention that for simplification the thermal
conductivity of the fluid is considered to be the λf and is a constant value as well as λ− r.
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4.3.2 Fixed Simulation Parameters

The parameters initialized in this section correspond to non variable values used in the
simulation such as decay factors which have been specified in section 3. An important
parameter defined here is the porosity to permeability factor. Equations 3.1, 3.2, 3.3, 3.4 and
3.5 utilize the permeability of the medium, but the change of porosity of the rock changes
the permeability of the medium. Using a capillary tube model for the rock’s porosity the
porosity-permeability relationship can be defined as:

k =
Φ · r2

8 · τ
(4.2)

Where:

• k is the permeability of the porous medium in [m2]
• Φ is the porosity
• r is the radius of the capillary tube in [m]
• τ is the hydraulic tortuosity

Hydraulic tortuosity is a dimensionless parameter that quantifies the non-straight stream-
line of a fluid in a porous medium, which in a wide range of porosities it can be considered
to be approximately equal to

√
5
2
(Matyka, Khalili, & Koza, 2008). For simplification this

value of tortuosity is considered constant in this model.

4.3.3 Rock Grid Initialization

To initialize the rock grid, a function is defined that calls upon the neutralization poten-
tial counter of each rock cell in a rock grid, the porosity tendency of the rock grid (from
Reed (1997)) a standard of 25% to 30% initial porosity of a fractured andesite is derived),
the thermal range of the rock grid associated with a geothermal gradient (with a mean of
49.35 ◦C

km
) which is the average gradient in the Chilean Andes (Muñoz & Hamza, 1993). These

parameters are then stored in a dictionary containing the grid’s data.

4.3.4 Hydrothermal Fluid Grid

The Hydrothermal fluid grid is initialized similarly to the rock grid only differing in the
parameters that are initialized. The initialized and subsequently stored parameters associated
to the fluid are:

• Initial fluid density obtained from equations 3.15 and/or 3.18
• NaCl content within the range of 7.3 molal
• Initial fluid pH (equal to 1 considering Reed (1997)’s data)
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• Initial fluid temperature

• Volume of fluid injected

4.3.5 Recorded Fluid Grid

The recorded fluid grid is the grid that saves the pH, temperature, water/rock ratio, and
position of the injected fluid in relation to the rock cells it interacted with.This data is
used to generate the alteration zoning of the simulated porphyry copper deposit. Following
the methodology used for the initialization of the two previous grids, the aforementioned
parameters are saved into a dictionary.

4.3.6 Number of Iterations

In this initialization the time intervals for each iteration and the stabilizing time for each
simulation are associated with a dictionary key to be later specified during test runs or
simulation runs. The initialization function acquires these parameters and returns the overall
time of each run. These simulation parameters can be changed for each run.

4.4 Interactions

The Interactions class has various methods that are the core of the simulation model proposed
in this project. These methods update the initial and intermediate states of the rock grid as
well as the fluid grid. It is important to keep in mind that the Interactions class is a derived
class from the IterativeModel class. The methods that govern the phenomena modeled in
this algorithm are:

• fluid_movement

• thermal_exchange

• update_fluid_density

• update_porosity_ph

• save_image_status

• update_recorded_fluid

• post_processing

Overall, these methods are responsible for how the fluid interacts with its host rock. The
outcome of these methods show the simulated spatial distribution of the alteration zones on
the rock grid.

39



4.4.1 Fluid Movement

The main purpose of the method fluid_movement is to utilize equation 3.5 to dictate where
a fluid cell will move next. In order to accomplish this task the method needs the position of
the fluid, permeability of the rock grid at that position and of its neighbors, the viscosity of
the fluid and the pressure of the fluid. Since equation 3.5 is a Poisson equation, it is necessary
to solve it before an output is obtained.

The method is organized into four stages. The first one consists on acquiring the input
parameters specified before. At this stage the fluid viscosity is computed which is further
described at the end of this section.

The second stage is to calculate the harmonic means of the porosity between transitions
of a cell and its four neighbors (up, down, left, right). Since the cells at the borders do not
have four neighbors a padding of the fluid grid is done. This padding consists on adding an
extra row at the top and bottom of the grid and an extra column at the left and right of the
grid. These new columns and rows have the same parameters of their adjacent neighbors.

Finally the iterative Poisson solver is computed in order to perform Darcy with fluid
continuity. This consists on using the harmonic mean of the permeability between a rock cell
and its neighbors, as well as the mean viscosity of the fluid. Then an iterative Poisson solver
is computed for equation 3.5. This solver consists on using the mean permeability obtained
in the previous step and compute the pressure gradient associated with the fluid so that the
following relationship is established:

P =
1∑

kmeanneigh

((
∑

Pneigh · kmeanneigh
) +W ) (4.3)

Where:

• P is the pressure gradient

• kmeanneigh
corresponds to the harmonic mean of the permeability between the current

cell and one of its neighbors. The sum of these terms translates into the sum of the
means between the current cell and each of its neighbors (up, down, left right)

• Pneigh is the pressure between the current cell and one of its neighbors

• W is a fluid source

The outcomes of these computations are a new position for the fluid, an outgoing pressure,
and an outgoing discharge based on this pressure. The method also assigns all of the fluid
parameters to the new position. This includes, density, NaCl content, pH, temperature and
viscosity. It is important to keep in mind that the permeability is obtained from equation
4.2.

The overall functionality of this method can be summarized in figure 4.2
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Figure (4.2) Schematic representation of the fluid_movement method in the Interactions
class.

Fluid Viscosity

The fluid viscosity is computed within this method using equation 3.6. This is the reason why
the temperature of the fluid is a required input in this method. The input parameters needed
to compute this are the temperature of the fluid together with the constants for activation
energy and the universal gas constant. Without the viscosity the first factor in equation 3.5
cannot be acquired.

4.4.2 Thermal Equilibrium

The thermal_exchange method in the Interactions class basically takes the temperature of
the rock and the temperature of the fluid at a certain position and updates the temperature
of both rock and fluid. To complete this task the method takes as inputs the position of
the fluid, the volume, specific heat, density, thermal conductivity and temperature of the
fluid at that position as well as the specific heat, volume, density, temperature and thermal
conductivity of the rock at the position where the fluid is present. A schematic representation
of the inputs and outputs of the thermal_exchange method can be observed in figure 4.3.

The thermal_exchange method takes a three step process to yield the temperatures of the
rock and the fluid at a given position. First it uses equation 3.11 to compute an intermediate
temperature between the rock and the fluid. Then this intermediate temperature is used
to calculate a new temperature for the fluid through solving the differential equation 3.7.
With this temperature using again 3.11 it is possible to obtain the new temperature of the
rock cell. Finally, similarly to the fluid movement methodology, an iterative Poisson solver
is computed to guarantee a continuity in the heat flow.
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Figure (4.3) Schematic representation of the thermal_exchange method in the Interactions
class.

4.4.3 Fluid Density

The fluid’s density is updated through the update_fluid_density method in the Interactions
class. Using equations 3.15 and 3.18. As seen in figure 4.4, the method takes as inputs the
temperature of the fluid and NaCl content in the fluid. The method yields a new density for
the fluid.

Figure (4.4) Schematic representation of the update_fluid_density method in the Interac-
tions class.

4.4.4 Rock Porosity and Fluid pH

The porosity of a rock cell and the fluid’s pH are updated through the update_porosity_ph
method in the Interactions class. This class utilizes the relationships specified in section 3.2.2
to compute new values for the pH and porosity. This method takes as inputs the volume
of the incoming fluid to compute the water/rock ratio, the porosity of the current rock cell,
the pH of the fluid in associated to the aforementioned rock cell, the neutralization potential
of the rock at the specified position and yields a new pH for the fluid, a new neutralization
potential and a new porosity for the rock cell in question, as seen in figure 4.5.

Specifically, this method is organized into six sub processes. The first one consists on
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Figure (4.5) Schematic representation of the update_porosity_ph method in the Interac-
tions class.

establishing the function 3.19 in order to acquire a resulting fluid pH based on Reed (1997)
data. Secondly the water/rock ratio is computed based on the volume of fluid and the
densities of both rock and fluid.

Then the inputs used in the processes are obtained. These inputs include the rock porosity,
the neutralization potential, simulation decay factors for both pH and porosity, and fluid pH.
The next stage consists on obtaining a new fluid pH. Since equation 3.19 is only defined for
an initial pH near 1, the linear interpolation described in 3.20 is used.

After computing the new pH, the new porosity is calculated using the linear model of pH
variation described in equation 3.24. Finally, all the variables computed in this method are
updated.

4.5 Visualizations

Visualizations are made possible through two methods in the Interactions class. One of this
methods is the save_image_status method which saves the statuses (values) of desired and
assigns them color maps which are then drawn using pyplot from matplotlib. These variables
are:

• Volume of the fluid

• Pressure of the fluid

• Temperature of the fluid

• Temperature of the rock

• Fluid’s pH

• Density of the fluid

These graphic representations of the parameters are then saved into a file.

The other method that creates images of the studied phenomena is the post_processing
method, which uses the final temperature, depth and pH conditions of the stabilized simula-
tion and creates a map of hydrothermal alterations. These maps are drawn using matplotlib
based on the alterations’ temperature, pH and depth specified in Chapter 2, Section 2.1.1.
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4.6 Running the Simulations and Results of Visualization
Methods

In order to run a simulation, certain parameters must be specified to the model. These
parameters are:

• Dimensions of the 2D rock grid (number of cells in the vertical and horizontal axes,
grid must be square)
• The real life size of each cell (in meters)
• The time interval for each iteration in seconds
• The simulation stabilization time in seconds
• The number of iterations before generating an image result
• The location where the image results ought to be saved
• The range of initial porosity of the rock grid
• The range of initial temperature of the rock grid (based on a geothermal gradient)
• The time (in relation to the simulation) at which the fluid will start and finished to be

injected into the rock grid
• The discharge rate at which the fluid will be injected in [L

s
]

• The initial temperature (in Kelvins) and pH of the fluid
• The NaCl content of the fluid in [ mole

1000grams
]

• The column of the rock grid at which the fluid will be injected

With these parameters the model will be able to run a simulation and yield color maps of
the rock grid. These color maps correspond to the rock and fluid temperatures in the rock
grid, the fluid’s pH at different points of the rock grid, the fluid’s density and viscosity and
the associated hydrothermal alterations obtained from the interaction between the rock and
the fluid as shown in figure 4.6. This figure shows different color maps that represent vertical
cross-sections of a porphyry copper deposit.
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(a) (b)

(c) (d)

(e)

(f)
Figure (4.6) Example color maps for different variables and the alteration zones. These
are vertical cross sections of a proposed porphyry copper deposit. (a) Corresponds to the
densities of the fluid at different locations in [ kg

m3 ]. (b) Is the pH map of the fluid. (c)
Is the pressure map of the fluid distributed inside the rock grid in [Pa

m
]. (d) Shows the

temperature of the fluid (in Kelvins) at different locations within the rock grid. (e) Shows
the initial temperature (in Kelvins) of the rock grid. This initial temperature represents
a standard geothermal gradient. (f) Shows the resulting hydrothermal alterations of the
rock–fluid interaction. 45



Chapter 5

Results and Discussions

Test runs were concocted in order to analyze the performance of the model under specific
circumstances. The results of these test runs are then analyzed together with the overall
performance of the model and veracity of its results compared to the known geological models,
mainly Sillitoe (2010). Finally, the source of possible flaws or non-realistic results is analyzed
so that improvements can be proposed.

5.1 Proposed Tests

The proposed tests are done in order to test if the different fluid-rock interactions specified in
the Interactions class are functioning coherently. Therefore, tests for each major method in
this class are proposed. The tests are grouped into categories which refer to the interaction
being tested. The tests that pertain to a specific method, keep the parameters associated to
other methods constant. These categories are:

• Movement and Viscosity Tests

• Thermal Exchange Tests

• Density Variation Tests

• pH and Porosity Variation Tests

• Compound Tests

The compound tests are oriented to test the algorithm in its entirety. That is to say, the
overall performance of all the interactions working simultaneously updating all the associated
parameters.
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5.1.1 Movement Tests

In order to evaluate the correct functioning of the fluid_movement method in the Interactions
class the porosity of the rock grid is altered. This is because according to equation 3.5, the
movement of the fluid is dependent on permeability, which in turn is dependent on porosity
in this model. The following tests are performed:

• Set a plane (line in this case because of 2D model) of higher porosity in the grid
• Set a plane of zero porosity
• Set porosity progressively smaller towards the surface of the grid
• Set the whole grid with zero porosity except for a plane

In the first test the fluid is expected to move following the plane of high porosity because
the permeability in that plane will be higher, therefore the discharge per unit area would
tend to be higher in those positions.

In the second test the fluid is expected not to be able to flow through the impermeable
plane, that is since the permeability is zero, according to equation 3.1, the discharge per unit
area will be zero.

In the third test, with a porosity progressively smaller towards the surface of the grid, the
fluid is expected to take longer to ascend. This is due to a lower permeability, therefore a
lower discharge per unit area.

In the last test, the fluid is expected to only ascend following the permeable plane. Since
the rest of the rock grid is impermeable, the fluid will not be able to flow through it.

5.1.2 Thermal Exchange Tests

In order to test the thermal_exchange method the temperature of the fluid is altered. The
starting temperature of the fluid is set to room temperature (25◦C). The temperature of the
fluid is expected to increase due to the higher temperature of the surrounding rock. In this
case the rock will be heating the fluid and not the other way around.

5.1.3 Density Variation Tests

In order to test the update_fluid_density method in the Interactions class a test based on the
fluid’s temperature is proposed. The test consists on keeping the temperature constant during
a simulation, acquiring the density of the fluid during that simulation and then comparing it
to the density of a second simulation with constant temperature, but this temperature is be
lower than the first simulation’s. The fluid density of the second simulation is expected to be
higher according to equation 3.15 because the temperature dependent term in this equation
is inversely proportional to the density.
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5.1.4 pH and Porosity Variation Tests

In order to test the update_porosity_ph method in the Interactions class the neutralization
potential of the rock is set to a large number. Under these conditions the pH of the fluid
should remain constant, equal to its initial pH. This is because the neutralization potential
works as a counter. When the counter is larger, the rock’s capacity to neutralize the fluid
is less. Therefore, if the neutralization potential counter is sufficiently large, the rock should
not be able to to change the fluid’s initial pH.

5.1.5 Compound Tests

In this test the Interactions class is tested in its entirety. Two tests are performed. The first
test consists on setting a higher porosity plane in the rock grid. It is expected that the fluid
follows this plane, but in addition to that, it is expected that the temperature will also follow
this path. The other test consists on injecting multiple fluids in the same position one after
the other with different temperature and NaCl content. This is done in order to mirror the
change over time of the geothermal system seen in figure 2.6.

5.2 Results of Proposed Tests

It is important to note that the lower or higher porosity planes on the different tests are set
to the middle column of the grid. The grids being used in all these tests are 100 by 100 cells,
therefore the differential porosity planes are set vertically on the 50th column at the bottom
of the grid. Each cell has a dimension equivalent to 50[m]. In all the presented tests, the
fluids are injected into the 50th column at the bottom of the grid. It is important to mention
that the fluid being injected in all of the tests performed has a speed of 0.001m

s
. This is

based on the hydrothermal fluid discharges measured by McMillan (2018) and Fisher et al.
(2003). (2003).

Taking into account that the common lifespan of an Andean porphyry copper deposit is
around 2.5- to 4-m.y. (Sillitoe & Mortensen, 2010), a coherent time interval for an iteration
is proposed. Each iteration represents 10,000 years. The following figures are divided in six
sub-figures which exhibit iterations 1, 5, 11, 25, 61, 71. Sub-figure (a) Corresponds to the
initial state when time is 0. (b) Corresponds to 50,000 years after the initial state; (c) =
110,000 years; (d) = 250,000 years; (e) = 610,000 years and (f) = 710,000 years. Finally, all
of the figures presented in this section correspond to 5 km by 5 km vertical cross-sections of
a modeled porphyry copper deposit.
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5.2.1 Movement and Viscosity Results

For comparison a standard simulation run is performed. The porosity of the grid in this test
is set to be progressively higher towards the surface. Starting with a porosity of 25% at the
bottom and a porosity of 30% at the top of the grid. The sequential evolution of the fluid’s
position is shown in figure 5.1. The porosity is set to be progressively higher towards the top
to account for the progressively lower lithostatic pressure and surface erosion.

All the results presented in this section are snapshots of the fluid’s presence at the same
time intervals. That is to say figure 5.1.(a) is taken at the same simulation time of 5.2.(a)
and so on for every other test. This is done in order to establish a valid comparison. In this
case, to analize the fluid’s presence a map of the fluid’s density is shown. The density is
not what is being studied in these tests, but it shows the location where the fluid is present,
which is what is being analyzed in the movement tests.

(a) (b)

(c) (d)

(e) (f)
Figure (5.1) The fluid’s presence evolution under standard simulation settings. Sub-figures
(a)-(f) are in chronological order separated by a fixed time interval.
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Plane of Higher Porosity

In order to perform this test, a plane of porosity = 100% is set in the middle of the grid.
The fluid’s presence evolution when establishing a plane of higher porosity is shown below in
figure 5.2. The higher porosity plane is orthogonal to the cross section seen in these figures.

(a) (b)

(c) (d)

(e) (f)
Figure (5.2) The fluid’s presence evolution when establishing a plane of higher porosity.
Sub-figures (a)-(f) are in chronological order. In sub-figure (b) the higher porosity plane is
represented as a red line.
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Plane of Zero Porosity

In order to perform this test a plane of porosity = 0.01% is set in the middle of the grid.
The fluid’s presence evolution when establishing a plane of higher porosity is shown below in
figure 5.3. The zero porosity plane is orthogonal to the cross section seen in these figures.

(a) (b)

(c) (d)

(e) (f)
Figure (5.3) The fluid’s presence evolution when establishing a plane of lower porosity. Sub-
figures (a)-(f) are in chronological order. In sub-figures (b) and (f) the zero porosity plane is
represented as a red line.
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Porosity Progressively Smaller Towards Surface

In order to perform this test the porosity of the grid is set progressively smaller towards the
surface, starting with 30% at the bottom and 25% at the top. The fluid’s presence evolution
when establishing a progressively lower porosity is shown below in figure 5.4.

(a) (b)

(c) (d)

(e) (f)
Figure (5.4) The fluid’s presence evolution when establishing a progressively lower porosity
towards the surface. Sub-figures (a)-(f) are in chronological order.
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Porosity Zero except for a Plane

The fluid’s presence evolution when establishing zero porosity in the grid except for a plane
is shown below in figure 5.5.

(a) (b)

(c) (d)

(e) (f)
Figure (5.5) The fluid’s presence evolution when establishing zero porosity in the grid except
for a plane. Sub-figures (a)-(f) are in chronological order. In sub-figure (b) the porosity plane
is represented as a red line.
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5.2.2 Thermal Exchange Results

For comparison a standard simulation run is performed. The initial temperature is set to
800◦C and the temperature ranges of the rock is set to 246.75◦C at the bottom and 10◦C at
the top of the rock grid in order to emulate the geothermal gradient (seen in 4.6.e) (Muñoz
& Hamza, 1993). The results for the standard simulation run are shown in figure 5.6. The
temperature scale in the figures seen in this sections is in Kelvins.

(a) (b)

(c) (d)

(e) (f)
Figure (5.6) The fluid’s temperature evolution when being set to an initial temperature of
800 ◦C. Sub-figures (a)-(f) are in chronological order.
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When the fluid is initialized with a temperature of 25◦C, the thermal evolution can be
seen in figure 5.7. It is important to notice the difference in scale of both figures.

(a) (b)

(c) (d)

(e) (f)
Figure (5.7) The fluid’s temperature evolution when being set to an initial temperature of
25 ◦C. Sub-figures (a)-(f) are in chronological order.
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5.2.3 Density Variation Results

In order to test the density interactions, the thermal exchange method is shut off, therefore
there is no temperature variation in the fluid. Since the density is temperature dependent
(equation 3.15). For comparison a simulation under the previously stated conditions is done
with the fluid’s temperature at 800◦C. The density results for this test run are shown in
figure 5.8. The density scale (gray scale) seen in the figures of this section are in [ kg

m3 ].

(a) (b)

(c) (d)

(e) (f)
Figure (5.8) The fluid’s density without temperature variation, with initial fluid tempera-
ture of 800◦C. Sub-figures (a)-(f) are in chronological order.
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It is possible to observe that the density of the fluid is maintained at around 500 kg
m3 ,

When the fluid is initialized with a temperature of 25◦C, the density evolution can be seen
in figure 5.9. It is important to highlight that the temperature of the fluid is set this low
only for algorithm testing and not to represent a real-life fluid.

(a) (b)

(c) (d)

(e) (f)
Figure (5.9) The fluid’s density without temperature variation, with initial fluid tempera-
ture of 25◦C. Sub-figures (a)-(f) are in chronological order.

It is possible to observe that the density of the fluid is maintained constant at around 900
kg
m3 .
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5.2.4 pH and Porosity Variation Results

In order to test the pH variation the aim is to observe if the rock loses the ability to change
the pH of the fluid that it interacts with. Based on the fact that over time the buffer series
minerals of a rock are lost when in contact with an acid fluid (Reed, 1997), the rock will
lose the ability to neutralize a fluid after being exposed to acidic solutions for prolonged
periods of time. For comparison purposes, the pH variation of the fluid over time when the
neutralization potential counter is initially set to zero is shown in figure 5.10. In these tests
the initial fluid’s pH is 1. The scale in these figures is in pH values.

(a) (b)

(c) (d)

(e) (f)
Figure (5.10) The fluid’s pH variation while the rock’s neutralization potential counter is
initially set to zero. Sub-figures (a)-(f) are in chronological order.
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It is noticeable that the original pH of one is changed when interacting with the rock for
an extended period of time. The resulting pH of the fluid-rock interaction is around six.
When the rock’s neutralization potential counter is initially set to a large number, in this
test 1,000, the result is very different, as seen in figure 5.11.

(a) (b)

(c) (d)

(e) (f)
Figure (5.11) The fluid’s pH variation while the rock’s neutralization potential counter is
initially set to zero. Sub-figures (a)-(f) are in chronological order.

The pH scale in figure 5.11 shows that the pH in this figure is constant as time passes by.
This constant pH is equal to the initial pH of the fluid, 1. When the rock’s neutralization
potential is high enough, the rock is not able to change the fluid’s pH.
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5.2.5 Compound Test Results

In order to test the overall model proposed in this work, a test consisting on setting a higher
porosity plane on the rock grid and analyze not just the fluid’s presence but the temperature
and pH as well. The porosity set on this plane is equal to 100%. All of these parameters can
be viewed with an alteration zone map. This is due to the fact that hydrothermal alterations
have a defined temperature and pH ranges. The result of a fluid with initial pH of 1 and a
temperature of 800◦C in a grid with a plane of lower porosity (set to 100%) moving through
a rock grid is shown in figure 5.12.

Figure (5.12) Alteration zone map after one fluid injection into the rock grid. pot = Potassic
alteration; vet_pot = Potassic alteration with veins; prop = Propylitic alteration; prop_act
= propylitic alteration with actinolite; pot_prop = transition between potassic and propylitic
alterations; prop_qz = transition between propylitic and sericitic alteration; il_smec =
sericitic alteration with illite-smectite assemblages; il = sericitic alteration with predominant
illite; il_ss = standard sericitic alteration; cor = sericitc alteration with corundum; qz_arg
= transition between sericitic and moderate argillic alteration; mod_al = moderate argillic
alterations with alunite; arg_ss = standard moderate argillic alteration; av_al = advanced
argillic alteration with alunite; av_qz = advanced argillic alteration with predominantly
quartz.
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Another test is performed under the same conditions of the previous test. The difference
is that in this case seven sequential fluid pulses are introduced. All of the pulses have an
initial pH of one, but only the first pulse has an initial temperature of 800◦C. The rest of the
pulses have an initial temperature of 400◦C in order to mirror the temporal evolution of the
geothermal system seen in figure 2.6. The results of this test are shown in figure 5.13.

Figure (5.13) Alteration zone map after seven fluid injections into the rock grid. pot =
Potassic alteration; vet_pot = Potassic alteration with veins; prop = Propylitic alteration;
prop_act = propylitic alteration with actinolite; pot_prop = transition between potassic
and propylitic alterations; prop_qz = transition between propylitic and sericitic alteration;
il_smec = sericitic alteration with illite-smectite assemblages; il = sericitic alteration with
predominant illite; il_ss = standard sericitic alteration; cor = sericitc alteration with corun-
dum; qz_arg = transition between sericitic and moderate argillic alteration; mod_al =
moderate argillic alterations with alunite; arg_ss = standard moderate argillic alteration;
av_al = advanced argillic alteration with alunite; av_qz = advanced argillic alteration with
predominantly quartz.

The prolonged interaction of the rock grid with different fluid pulses causes an alteration
zone map with more than one hydrothermal alteration present.
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5.3 Analyses

5.3.1 Movement and Viscosity Analysis

Higher Porosity Plane

The reason for setting a plane with a higher porosity than the rest of the grid is in order
to simulate a fault plan. Fault planes, and other structures, have a large influence in the
upwards flow of hydrothermal fluids (Taillefer et al., 2017; Bouchot et al., 2010). Comparing
figure 5.1 (standard porosity) to figure 5.2 (higher porosity plane), one can see that the plane
of higher porosity has an effect on the movement of the fluid. The fluid is allowed to flow a
greater vertical distance in time intervals (a) through (d) of each respective figure. The most
important observation is that at the end of the simulation the fluid is able to reach a much
larger distance than without the porosity plane.

Zero porosity plane

This test is performed in order to simulate a zone in which the porosity is lower due to a
change of lithology. A more direct connection to the proposed orientation and geometry of the
plane is a dyke, which can present lower porosity than the rest of the host rock. Comparing
figures 5.1 and 5.3 (plane of zero porosity), it is observable that the columns in which the
plane of zero porosity is set (column 50) the fluid does not reach the same distance. The
geometry of the fluid’s presence at the end of the simulation, sub-figure (f), shows that the
central zone had a lesser displacement. Although the plane of zero porosity did not prevent
the fluid to move through it, it did retard its movement.

Lower Porosity towards Surface

The reason to model a vertical porosity change is to simulate a change in lithology in host
rock. Some lithology presents lower porosity than others. The fluid movement in figure 5.4,
associated to a rock grid that gets progressively less porous, does not show much difference
to the simulation under standard conditions seen in figure 5.1. The figure shows some delay
of the fluid’s movement in the vertical axis so that the geometry of the final stage of this
figure seems more flattened at the top.

Zero Porosity Grid Except for a plane

In order to simulate the fluid’s flow through a highly impermeable rock, the rock grid is set
to a null porosity. A plane of high porosity, that could represent a fault plane, is set on
this grid. As seen in figure 5.5, the fluid only moves through the plane of high porosity and
ignores the rest of the grid. Furthermore, comparing this figure to the one associated with a
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high porosity plane in a grid of lower porosity but not equal to zero shown in figure 5.2, one
can observe that the fluid was able to reach much farther in the vertical axis. This is due
to the fact that when the rest of the grid is set to zero porosity, the fluid tends to move in
only one direction (upwards) and not to the sides. The fluid is transported only vertically
ignoring the sideways movement. This behavior could be compared to how a vein is obtained
in a geothermal system.

5.3.2 Thermal Exchange Analysis

The thermal exchange interactions were tested to observe if the fluid was able to gain tem-
perature when being exposed to a hotter environment. When injecting a high temperature
fluid (figure 5.6), the temperature of the fluid progressively decays as time passes by. This
differs to the results obtained when injecting a room temperature fluid to a rock grid with a
geothermal gradient (figure 5.7). The fluid starts with a low temperature and progressively
heats up when interacting with the rock. This shows that the model can account for a fluid
gaining temperature when being exposed to a geothermal gradient.

5.3.3 Density Variation Analysis

In order to test if the density responded as expected, the thermal exchange interaction was
disabled for this test. When injecting a high temperature fluid (800◦C) into the grid the
temperature (figure5.8) is seen to maintain a density of around 500 [ kg

m3 ]. When the injected
fluid has a temperature of 25◦C, the density of the fluid is maintained at around 900 [ kg

m3 ]
which is coherent to the density of water under standard conditions. The density of the fluid
efficiently responds to different temperatures.

5.3.4 pH and Porosity Variation Analysis

Considering the rock’s ability to neutralize an acidic fluid, figure 5.10 shows the change over
time of pH of an initially acidic solution (pH = 1). After interacting with the rock the acidic
fluid reaches a pH of around 7. When the neutralization potential of the rock is taken away,
one can observe that the initial pH of the fluid is maintained, as seen in figure 5.11. This test
is done in order to verify that the model responds coherently to a rock being ’worn down’ by
prolonged exposure to acid fluids.

5.3.5 Compound Analysis

When setting a higher porosity plane to an already porous grid, the fluid is not only able
to move more efficiently, but it can also interact with a greater portion of the host rock. In
figure 5.12 one can observe that the overall thermal, pH, and movement interactions produce

63



a potassic alteration in the host rock. This result is based on the temperature, pH and
position in the grid of the fluid. This result shows a correlation with the models proposed by
Sillitoe (2010) and Lowell & Guilbert (1970).

When injecting various sequential fluid pulses in order to simulate the fluid’s temporal
evolution seen in figure 2.6, the model’s response is mildly different to the previous test.
As shown in figure 5.13, the sequential injections of fluid pulses generates more than one
hydrothermal alteration. In this case, a nucleus of sericitic alteration with corundum as
an accessory is generated surrounded by a transition between propylitic and sericitic alter-
ations. The bulk of the generated alteration corresponds to a potassic assemblage followed
by a transition between potassic and propylitic alterations. This result does not match the
described zoning architecture seen in Sillitoe (2010) and Lowell & Guilbert (1970). These au-
thors’ models propose that the nucleus should be a potassic core surrounded by sericitic and
propylitic alterations. This difference can be due to the fact that all the fluids are injected
into the same column. Later stage fluids have lower temperatures and the rock cells they
interact with have lost their ability to neutralize their pH. Therefore a more acid fluid with a
lower temperature yields propylitic and sericitic alterations. The fact that the grid does not
become structurally deformed over time can also be a reason why the zoning does not match
the one described in literature. A rock massif can be faulted as time goes by allowing fluids
to move through the fault plane into shallower depths. This grid variation is not accounted
for in these simulations.

5.4 General Discussions

When introducing lower or higher porosity planes into a porous rock grid, the fluid is not
canalized or driven away from these planes as effectively as one may predict. This is due to
how the permeability is computed in the fluid_movement method in the Interactions class.
This method takes a harmonic mean of the permeability between the rock cell in question
and its neighbors. Therefore, the lower or higher porosity planes are averaged out by the
neighbor cells of lower or higher porosity. This results in the fluid’s canalization to not be as
abrupt as it is expected to.

Setting the whole grid’s porosity to zero except for a plane of high porosity yields a more
abrupt fluid canalization. Since averaging a high porosity value with a null one will still
yield a positive porosity for the plane, but not for the rest of the grid. When modeling a
fault it is perhaps more efficient to set the whole grid’s porosity to zero and model the plane
differently. In this fashion a stationary domain can be established in which the fluid moves
more efficiently.

As seen in figure 5.14, the resulting hydrothermal alterations obtained from the simulations
are not exactly coherent with what is seen in literature. This is in part because many of the
thermal parameters (specific heat, heat conductivity, heat transfer coefficient and thermal
diffusivity) are assumed to be constants. In reality, these parameters vary according to
temperature, pressure and state of matter. Another source of error is the fact that the
fluid is considered to always be in the liquid state and not split into two (gas and fluid) or
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even change into another state such as the supercritical state. Furthermore, the simulations
have a time constraint in which the user has to set for how long the fluid is injected and
how long after that the fluid is allowed to interact with the rock. When using exponential
decays for pH and porosity for example, decay factors are also set by the user given the fact
that experimental procedures were not performed in order to set an empirical value. These
decay factors were tuned to yield coherent outputs, but the lack of experimental procedures,
largely affects the accuracy and precision of the model. Finally some interactions, such as
porosity and pH variation, are based on experimental results that were done under specific
temperature and pressure conditions. These experiments do not account for porosity loss due
to mineralization, therefore porosity is always gained which does not represent the natural
phenomena to a full extent. Extrapolating this data to be used outside those temperature
and pressure ranges could result in a source of error when computing interactions at these
new conditions.
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(a)

(b)
Figure (5.14) Comparison between traditional porphyry copper model (a) and obtained
results (b). Sub-figure (a) is adapted from (Lowell & Guilbert, 1970).

.
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Chapter 6

Conclusions and Proposed Research

Porphyry copper deposits are currently the the largest source of copper ore in the world.
Although widely explored, there are not many attempts to model their architecture and
distribution using computational models. This research aimed to establish a preliminary tool
to model the spatial distribution of alteration zones of these types of deposits through discrete
computer based algorithms. Comparing the outcome simulations of this model requires a
qualitative validation to the simulated parameters as well as provide a tool to produce data
to validate models found in literature.

The computer model is generated by basing it the research on widely accepted porphyry
copper models in addition to empirical research and existing physical relationships. This
model is able to account for a fluid’s movement through a porous host rock, the tempera-
ture exchange between these two objects, the fluid’s pH variation through time and other
parameter variation such as the fluid’s density and viscosity. Using the fluid’s pH, position
and temperature, a map of hydrothermal alteration zones is obtained. This alteration zone
map is compared to traditional porphyry copper models in order to validate the model.

Validation tests for the different modeled interactions were performed with results that
met, to a degree, what was expected. The comparison between the output alteration zone
map and the schematic representations of porphyry copper models does not result in an exact
match. This difference can be attributed to the simplification of how some parameters are
acquired and data interpolation due to lack of experimental results.

In order to produce better results the acquisition of experimental data for the following
parameters is proposed. The pH variation of a fluid when it interacts with a rock over a large
range of temperature. In this study the pH variation function is based on the experimental
results of Reed (1997), which was done only for the acid alteration of andesite at 300◦C. It is
highly probable that the behavior of this pH variation is different at different temperatures
and even pressures. Replicating the simulation with different lithologies is also recommended
since in this model only andesite was considered. The pH and porosity variation could be
studied for other types of igneous rocks as well as sedimentary rocks, especially limestone.
Limestone presents an interesting topic because of a possible skarn assemblage. Furthermore,
it is advised to account for the temperature and pressure dependency of thermal parameters
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such as specific heat, heat conductivity, heat transfer coefficient and thermal diffusivity. In
this model these parameters are considered to be constant but in reality they vary under
different conditions. Each of these variation requires arduous research in their own right.
The more in depth study of these parameters were not considered in this research due to the
fact that this level of specification is without the necessary time constraints as well as the
lack of experimental studies.

Finally, this computational model shows a promising initiative to replicate field and exper-
imental based models with discrete simulations. Although the results do not exactly match
the widely accepted models for porphyry copper, they bare an undeniable resemblance to
them.
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