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Nowadays, crucial industries that deliver essential services for modern society such as power-
plants, oil and gas platforms, pipelines and transportation systems among others can be
catalogued as complex systems, showing, commonly, a highly heterogeneous behaviour due
to the interactions of the different parts that compose them. Due to this, ensuring its
safety and reliability have become a challenging task for Reliability Engineers, being tradi-
tional Prognostics and Health Management (PHM) statistical-based approaches not enough
to tackle the highly multi-dimensional data coming from these systems. Given this, PHM
related problems have presently been tackled using deep learning techniques, which have
delivered outstanding results in asset and component analysis. On the other hand, no deep
learning based PHM framework has been developed for systems due to its complexity, where
it is imperative to not only feed a model with operational information, but also with the ex-
plicit relationships between its components, being the newly developed area of graph-based
geometrical deep learning a promising tool to do this.

The main objective of this thesis is to propose a deep learning based framework for system-
level PHM using graph neural networks, enabling the health assessment of a system in three
different levels: system-level, component-level and quantification of component relationships,
i.e., mutual impact information. Furthermore, the proposed framework will be validated using
a real-world industry system and compared to other nowadays commonly used multi-layer
perceptron (MLP) and random forest models.

The methodology used in this work consists mainly of four steps. First, a literature review
of nowadays PHM deep learning based frameworks will be done in addition to the review of
the latest advancements of graph based geometrical deep learning, with emphasis on graph
convolutional networks (GCNs). Second, a GCN-based geometrical deep learning framework
will be proposed and explained. Third, a chlorine dioxide generation reboiler system in a
cellulose plant will be used as a case study for the validation of the framework, showing the
preprocess done to it for its use. Lastly, the proposed framework results is discussed and
compared with an MLP and random forest models.

The main conclusion of this work is that the proposed system-level PHM framework shows
to be a promising tool for the health assessment of systems, outperforming in general other
presently used MLP and Random Forest models in terms of accuracy and performance for
both the system-level and component-level. Furthermore, regarding the system component
relationships, the proposed framework showed to deliver very valuable and interesting insights
regarding the analysis of the mutual relationships among its components.
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Hoy en día, las principales industrias que entregan servicios esenciales a la sociedad mod-
erna (tales como plantas de generación eléctrica, plataformas de gas y petróleo, ductos y
sistemas de transporte) pueden catalogarse como sistemas complejos, presentando una gran
heterogeneidad en su comportamiento debido a las interacciones de las distintas partes que
las componen. Por esto, promover su seguridad y confiabilidad ha sido un gran desafío para
los ingenieros, donde las herramientas comúnmente utilizadas en el contexto de Prognos-
tics and Health Management (PHM) no son suficientes para analizar de manera correcta
la información altamente multidimensional proveniente de estos sistemas. Dado lo anterior,
actualmente, cuando se analiza un problema relacionado a PHM, se utilizan técnicas basadas
en aprendizaje profundo de máquinas (DL), las que han entregado excelentes resultados
para el análisis de activos y componentes. Por otro lado, a la fecha no se ha desarrollado
ningún marco de trabajo de PHM a nivel de sistemas usando DL dada su alta compleji-
dad, donde parece imperativo el uso de no solo información operacional del sistema, sino
que también explicitar las relaciones entre sus componentes, siendo la recientemente nacida
área de aprendizaje profundo de máquinas geométrico basado en grafos (Graph-GDL) una
herramienta prometedora para abordar esto.

El principal objetivo de esta tesis es proponer un marco de trabajo basado en DL para
PHM a nivel de sistemas usando redes neuronales por grafos, permitiendo la evaluación de la
salud de un sistema en tres niveles diferentes: a nivel de sistema, a nivel de sus componentes
y la cuantificación de la relación entre componentes, es decir, de su impacto mutuo. Junto
con esto, el marco de trabajo propuesto será validado utilizando un sistema industrial real
y comparado con otros modelos actualmente utilizados tales como el perceptrón multi-capa
(MLP) y Random Forest.

La metodología utilizada en este trabajo consistió principalmente de cinco partes: Primero,
se realiza una revisión bibliográfica concerniente a las técnicas de DL utilizadas actualmente
en el contexto de PHM, a lo que se le suma una revisión de los últimos avances en Graph-
GDL con énfasis en redes convolucionales en grafos (GCN). Segundo, un marco de trabajo
basado en GCNs es propuesto y explicado. Tercero, un sistema de reboiler para generación de
dióxido de cloro en una planta de celulosa es usada como caso de estudio para validar el marco
de trabajo propuesto, mostrando el pre-procesamiento requerido para su uso. Finalmente,
los resultados asociados al marco de trabajo propuesto con discutidos y comparados con los
modelos de MLP y Random Forest.

La principal conclusión de este trabajo es que el marco de trabajo propuesto para PHM
a nivel de sistemas parece ser una herramienta prometedora para la evaluación de la salud
en sistemas, superando otros modelos actualmente utilizados en términos de precisión y
desempeño tanto a nivel del sistema como al nivel de los componentes. Mas aún, este marco
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de trabajo entrega información altamente valiosa e interesante para analizar las relaciones
mutuas entre los componentes que conforman el sistema estudiado.
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Gym ergo sum...
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Chapter 1

Introduction

Nowadays, crucial industries that deliver essential services for modern society such as power-
plants, oil and gas platforms, pipelines and transportation systems among others can be
catalogued as complex systems, showing, commonly, a highly heterogeneous behaviour due
to the interactions of the different parts that compose them 1. Due to this, ensuring its
safety and reliability have become a challenging task for Reliability Engineers, being tradi-
tional Prognostics and Health Management (PHM) statistical-based approaches not enough
to tackle the highly multi-dimensional data coming from these systems.

In the context of PHM, since the use of modern sensing technologies, industries have
gathered high amounts of data, enabling in the recent decade the use of big-data techniques
to assess the health state condition, time-to-failure prediction and real-time monitoring of
assets and components such as engines [13] and bearings [30]. These techniques are based on
data-driven approaches, using just historical data from assets to infer and learn meaningful
features from them that can be mapped to different metrics that assesses fault diagnosis
and prognosis on them, a characteristic that also make this approach easier to generalize on
different scenarios. Due to this, many data-driven approaches based on Machine Learning
(ML) have been proposed in the recent years to tackle PHM problems, such as Support
Vector Machines [25], Decision Trees (DT) and Principal Component Analysis (PCA) [29].
Lately, Deep Learning models (DL) have dominated the scene due to their capability and
versatility to automatically extract features and high-levels of abstraction from highly multi-
dimensional data without any specific expert knowledge [15], excelling over other approaches
in different tasks such as remaining useful life prediction of aircraft turbofans [21] and fault
diagnosis of concrete bridges crack detection [24].

Modern crucial industries behaves as complex-systems, which are defined as a system
with many components of different natures interacting with each other. Industries associated
systems involves dynamic, interconnected and geographically-dispersed machine and human
resources, which results on a highly unpredictable and heterogeneous behaviours, with almost
no clear relation to how its individual components or sub-systems are behaving. Given this
challenges, to expand PHM capabilities for system-level analysis, it is imperative to not

1These parts range from specific components and machines to decision-making human teams.
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only use directly operating sensors information, but also consider explicitly the relationships
between its components.

For the best of the author knowledge, there are no established DL-based frameworks
for system-level PHM, being much more common to find models that focus on the health
assessment of single components. For the past two years, a new area in DL has been emerging:
Geometric Deep Learning (GDL). The main focus of this new trend is to use DL techniques on
non-euclidean data structures such as manifolds and graphs, excelling in different fields such
as recommender systems and molecule classification [35]. Due to the outstanding capabilities
of Convolutional Neural Networks [20] to extract features from euclidean data structures such
as images in computer vision tasks [12], [34], [33], generalizing the convolution operation in
CNNs to non-euclidean domains have become a research focus recently, showing promising
results in the are as it can be seen in Bronstein et. al [4] review paper on the subject. For the
case of industry related systems, its components and relationships can be modelled as a graph
structure, opening the possibility of developing a framework where both system component
features and their relationships can be processed in a single framework. Furthermore, working
with GDL on graphs, i.e., using Graph Neural Networks (GNN), enable to asses the health
state of a system in different levels: the whole system as a graph-level analysis, system
components as node-level analysis and component relationships as link predictions on graphs,
this is, quantifying the mutual influence of impact between two components given their
degradation processes.

In this thesis, a graph-based deep learning framework is developed exploring the capabil-
ities of convolutions in non-euclidean domains, specifically using the generalization proposed
by Kipf et. al. [16] as Graph Convolutional Network (GCN). This framework is made to work
on three different levels for a system health assessment: (1) System-level anomaly behaviour
detection, (2) Component-level anomaly behaviour detection and (3) Component relation-
ships for healthy and anomaly behaviour scenarios of the system. To validate the proposed
method, data gathered for 12 years from different components of a cellulose plant reboiler
sub-system is used.

1.1 Motivation

The present need to extend PHM capabilities to modern-day systems to asses its health-state
is still an open problem on the reliability engineering community. Data driven approaches
based on DL has shown remarkable results on component-level PHM, so its application
on a system-level framework is highly interesting and relevant in today industry context.
Nowadays, high amounts of data from different data sources are available for systems health
assessment, but due to their highly heterogeneous behaviour, a framework that integrates
these data keeping the relationships between its individual components is needed, being
GNNs a very promising tool to do this. In particular, since the remarkable performance of
CNNs in PHM, this work aims to explore the use of graph convolutions in the form of GCNs
on system data represented as a graph data structure, developing a framework that can work
on both system and component level health assessment and, furthermore, give us information
of component relationships in different health scenarios, being hopefully a relevant approach
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for future research in systems PHM.

1.2 General Objective

Develop a deep graph convolutional neural network based framework for system-level prog-
nostics and health management using multi-sensor fusion.

1.3 Specific Objectives

• Pre-process data from a system as a graph data structure that can be used by a GNN-
based model for system-level health assessment.
• Develop and validate a GCN-based model for system-level anomaly behaviour detection.
• Develop and validate a GCN-based model for component-level anomaly behaviour de-

tection.
• Develop and validate a GCN-based model for component-level relationships when the

systems behaves abnormally, this is, quantifying the mutual influence of impact between
two components given their degradation processes.

1.4 Scope

This thesis consists in the exploration of GCNs for system-level PHM, developing a framework
for health assessment on industry systems data. Furthermore, the proposed model will work
on three different levels: system-level, component-level and in the prediction of relationships
between components for different scenarios.

3



Chapter 2

Methodology

In order to successfully explore the capabilities of GDL and graph convolutions for system-
level PHM, and therefore fulfill the objectives of this thesis, the following steps are followed.

2.1 Literature review and background

The first step to be followed is to find literature on both DL-based methods applied to Reli-
ability Engineering and GDL advancements in the recent years. On one hand, DL has been
successfully tested and validated on component-level PHM, so many ideas can be gathered in
order to manage massive amounts of data for health assessment, which is crucial to develop a
system-level PHM framework. On the other hand, for the best of the author knowledge, GDL
have not been applied yet in Reliability Engineering. Anyway, for the past two years, even
though GDL is still a young area of research in DL, big advancements have been made, spe-
cially in the generalization of convolutions on non-euclidean data structures such as graphs.
Due to this, it is necessary to review the different approaches and methods developed until
now in this field, to select the one that best fits to the objectives of this work.

2.2 Geometric Deep Learning framework proposal

Having made a satisfactory literature review, a GDL-based model is selected for the devel-
opment of a system-level health assessment PHM framework. The proposed framework is
made to work on three different levels in the system: First, a system-level anomaly behavior
detection model is developed. Second, a component-level anomaly behavior detection model
is going to be developed. Finally, a model that predicts component-level correlations for
healthy and anomaly behavior scenarios of the system are is going to be developed. For this
purpose, Python is used as programming language with its respect scientific computation
libraries and machine learning libraries, specifically TensorFlow.
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2.3 Case Study: chlorine dioxide generation reboiler sys-
tem in a cellulose plant

To validate the proposed GDL framework, a real industrial dataset from a chlorine dioxide
generation reboiler system in a cellulose plant is going to be used. Composed by five different
mechanical assets and seven different operation monitoring sensors, this system is propitious
to explore the application of GNNs for its health assessment.

Before everything, an exploration of the dataset is needed due to different factors such
as missing data and health state labels to study. Due to this, a ML-based preprocessing is
going to be employed using Principal Component Analysis (PCA) and Density-based spatial
clustering of applications with noise (DBSCAN). These two techniques will serve the purpose
of clustering data in a semi-supervised fashion to identify anomalous behaviors from healthy
ones on the studied system.

Finally, to employ a GDL-based model in an engineering system dataset its necessary to
model the latter as a graph. To do this, is necessary to define the structure of the graph
and its components, such as nodes, links (this will be defined later in this work) and the
information that will be contained these two.

2.4 Systems-level PHM framework hyperparameter tun-
ing for training and performance metrics

For each of the three levels of work of the proposed framework, a different model architecture
is going to be developed to best assess the problem (defined as modules). Furthermore,
an hyperparameter fine-tuning is going to made to fit each model. Finally, to evaluate the
performance and robustness of these models, ten separate training runs will be made for each
one.

2.5 Results and discussion

To evaluate the proposed framework performance for its different work levels, its important
to highlight the nature of the problem that the proposed model is solving, which in this
case corresponds to a classification problem with discrete target labels. Due to this, for the
three modules that compose the framework, the results will be shown as confusion matrices.
Furthermore, to analyze the performance of the framework the Accuracy score is going to be
used in addition to Precision-Recall F1, Area Under the Curve (AUC) and Average Precision
(AP) scores. Furthermore, the obtained results will be compared to two other types of
models: Multi-layer perceptron and Random Forest, ending with a discussion concerning the
application of the proposed framework in real industry related systems.
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2.6 Resources

To run the proposed framework for systems level PHM the following resources are used.

• Databases from the chlorine dioxide generation reboiler system in a cellulose plant.
• PC with Ubuntu 16.04, i7-7700k processor, 32 Gb RAM and a Nvida Titan X GPU.
• Python 3.7 programming language. Scipy and Numpy as scientific libraries. TensorFlow

1.13, CUDA 10.0, CUDNN 7.5 and Keras 2.2.4 Machine Learning framework.
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Chapter 3

Theoretical Background

The following chapter details the necessary background needed to understand and achieve the
objectives of this work. Firstly, a quick review is given on the concepts needed to frame this
work on the context of ML and DL. Furthermore, some specific techniques used in this thesis
will be explained. Secondly, a review on graph theory is made to introduce the reader to the
key concepts needed to understand the different GDL-based models that will be reviewed to
construct the proposed framework.

3.1 System-Level PHM definition

Systems such as power plants, transportation systems, oil and gas platforms, among others,
provide services that are essential for nowadays societies. These systems involve many in-
teractions between its components, such as machines, humans/operators and its associated
interfaces. Furthermore, these interactions are geographically-dispersed, highly dynamical,
non-linear and in some cases chaotic. Due to this, its a major challenge to model a full
system behavior and asses its health state without taking into account the interactions (and
the nature of them) between its components [26][36].

To tackle the aforementioned challenge, its imperative to model a system in a way that
the interactions between its components are explicitly given. To do this, systems can be
represented as networks, which are a collection of discrete objects and the relationships
between them, enabling the use of graph theory to study them. Given this, a system-level
PHM analysis and/or framework should be one that handles not only the different data
sources as a whole (such as sensor measurements), but also the interactions between its
components.
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3.2 Machine Learning

Machine Learning (ML) can be described as a set of different algorithms and techniques that
enables a model to be trained to perform a desired task, automatically learning patterns and
features from data to map it to a desired output, such as regression estimation values for
prognosis tasks or label classification for diagnosis tasks. The main characteristic of these
models is that they do not need to be explicitly programmed to solve problems, needing only
a training dataset to train the model for an specific task and a testing dataset "unknown" to
the model to validate its performance. Its important to notice that a dataset is composed by
independent multi-dimensional (i.e. containing multiple features) data x and, in some cases
(as it will be explained below), a set of dependant targets y.

Commonly, the type of problems solved by ML models can be divided into classification
and regression problems. Furthermore, ML models can be trained in three different scenarios:
fully-supervised, semi-supervised and unsupervised training, regarding the amount of prior
known targets to the data is available, such as health state labels or prognosis metrics.

3.2.1 Regression and Classification

In a regression problem, a ML model needs to be trained to solve the following problem:
given a training dataset x = {x1, ..., xn} with xi ∈ RN , find a mapping function f(x) that
can estimate the continuous variable y = f(x) ∈ R in the most accurate way.

In the context of reliability engineering and PHM, this type of models are used to solve
principally prognosis tasks, such as remaining useful life and mean time to failure estimation,
among others.

On the other hand, in a classification problem, a ML model need to be trained to solve the
following problem: given a training dataset x = {x1, ..., xn} with xi ∈ RN , find a mapping
function f(x) that can map xi to a discrete class Ci ∈ N in the most accurate way. It is
important to mention that a binary-classification problem corresponds to a set of disjoint
class labels C = {C1, C2} and a multi-class classification problem corresponds to a set of
disjoint class labels C = {C1, C2, ..., Ck}.

In the context of reliability engineering and PHM, this type of models are used to solve
principally diagnosis tasks such as fault identification and isolation.

As it can be seen, the problem that the proposed framework of this thesis wants to solve
is a binary-classification problem, aiming to diagnose if a system is presenting or not an
anomalous behavior, where the latter can be represent as a set of discrete disjoint classes
[0, 1]T . This notation for the classes labels is defined as one-hot representation.
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3.2.2 Supervised, Semi-Supervised and Unsupervised training

When developing a ML model, three possible scenarios regarding the amount of prior known
training targets arises. Firstly, a fully-supervised training scenario is the most ideal one,
where a training dataset contains a prior known target yi for each training data sample xi, so,
when training the model, its easier to fit the training data to a target function. Examples of
supervised ML techniques are Support Vector Machines (SVM) for classification and Random
Forests (RF) for regression. Secondly, a semi-supervised training scenario is a very common
one in real industry datasets, where only some prior known targets are available for different
training data samples. This scenario can be solved in two possible ways: first, using the
available prior targets, develop a model to obtain the unknown targets, so when a ML model
is used, a fully-supervised training can be done. On the other hand, a ML model can be
designed to be trained with just some prior known training targets, but, as expected, the
training is more difficult compared to a fully-supervised one. An example for semi-supervised
ML technique is Transductive Support Vector Machines (TSVM). Lastly, another typical
scenario present on real industry datasets is a unsupervised training one, where no prior
targets are known. A common application of ML in this scenario is unsupervised clustering,
where different ML models such as k -Nearest Neighbors (kNN) are used on data to form
clusters in it which then can be used to label it (i.e. create a "handcrafted" target function
for the data).

3.2.3 Machine Learning for data exploration

When a ML-based model wants to be used on a dataset for a specific task, the dataset need
to be explored so then it can be preprocessed in a way that best fits the used ML technique.
For example, is known that in general less but more informative data increases the accuracy
of ML models (specially in classification tasks) [14][3] , so different techniques (that could
also be based on ML) can be used to reduce the dimensionality of a dataset. Another
preprocessing example, when on a semi-supervised or unsupervised scenario, is it possible
to "handcraft" target functions for a dataset such as labels in a classification problem using
ML, obtaining information of different possible clusters in data. Also, it is preferable that
a dataset is scaled, so large-valued features (such as temperature sensors measured in [◦C])
do not suppress the information that low-valued ones (such as vibration signals in [µm]) can
contain when a ML model extracts information from them.

Three preprocessing techniques relevant to this work are going to be explained.

Feature Scaling

As explained above, to avoid the mistake of overfitting a ML model to large-valued features
from data leaving aside low-valued ones, a preprocess of scaling, is applied on the different
features that compose the data x. Two common scaling techniques are used: Min-Max
Scaling is used to rescale features into the ranges [0, 1] or [−1, 1] depending on the dataset.
The general formula for the rescaled data x′ is shown in equation 3.1. Also, Standard Scaling
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is used when the mean x̄ and standard deviation σ(x) of data wants to be used for rescaling
features as shown in equation 3.2.

x′ =
x−min(x)

max(x)−min(x)
(3.1)

x′ =
x− x̄
σ(x)

(3.2)

Principal Component Analysis

Principal Component Analysis (PCA) is a ML technique used mainly for dimensionality
reduction, this is, reducing the number of features from a dataset X ∈ RN×D where N and
D are the number of samples and features respectively contained in the dataset. To do this,
a Transformation Matrix TK ∈ RD×K is used to reduce the number of original features from
D to K, generating a Reduced Data Matrix Z ∈ RN×K . These new K features are linearly
uncorrelated and named Principal Components. The above mentioned transformation is done
as seen in equation 3.3.

Z = XTK (3.3)

To produce the optimal reduced representation Z its necessary to find a set of coefficients
for TK , being constructed using equation 3.4,

TK =

vΣi
. . . vΣj

 (3.4)

where the set {vΣi
, ..., vΣj

} corresponds to the eigenvectors associated with the set of
largest K eigenvalues of the Covariance Matrix ΣX of X. Its important to notice that a
subset l ⊂ K can represent almost all the variance of the original dataset, thus allowing the
use of just l principal components for a better representation of the reduced data.

Density-based spatial clustering of applications with noise

Density-based spatial clustering of applications with noise (DBSCAN) is a clustering algo-
rithm that enables the grouping of data samples that are close-packed together in a density
regions, leaving samples in low-density regions as outliers (or noise). Two parameters are
manually set to find clusters: a distance ε and the minimum number of points inside the
reach of this distance S to be considered as a cluster from a central data sample (core).
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For clusters to be made, its necessary to identify core points, reachable points, direct-
reachable points and noise points as follows:

• A data sample is a core point C if at least S points are in the reach of ε from it
(including itself). All points inside ε from C will be considered as a direct-reachable
point C ′.
• A reachable point C ′ is one that is not necessarily a core point but a path of core points

reach to it, this is, i core points are direct-reachable points between each other.
• A noise point N is a data sample that is not reachable from any other point C or C ′.

Now, a cluster is made by a core point and all the reachable points that shares paths with
it. In Figure 3.1 the latter algorithm is shown.

Figure 3.1: DBSCAN clustering algorithm for S = 2. The set {C,C ′} conform a cluster and
N represents noise.

In a classification problem with a semi-supervised training scenario, parameters ε and S
can be "hand-tuned" to create clusters in a dataset that best fits the prior-known labels,
enabling the full dataset to be labeled.

3.2.4 Random Forest models

Random Forests its a widely used machine learning model for both classification and re-
gression tasks. They work by generating multiple decision trees that randomly use different
features from the input data and changing the relevance of them, with the aim of optimizing
the performance of the task by summarizing the results obtained by each tree as output of
the model. For an in-depth look, the reader is encouraged to read the following references
[8] [3].
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3.3 Deep Learning

Deep Learning (DL) is a subfield of ML that emphasizes in the use of successive "layers" of
increasingly meaningful representations from data, using "neural networks" as building-blocks
to do this. These techniques are of special interest due to their capability and versatility in
automatically extract features from multi-dimensional data and then map it to a target
function, such as an asset or system health state or metric in the context of PHM.

Basically, a DL model is commonly composed by the following parts:

• Input layer: a chosen data structure to train the model (for example, an image,
time-window of operating sensors, among others).

• Hidden layers: all the neural network-based operations are performed in a series of
stacked hidden layers. Commonly, a deep learning model consists of more than two of
them, following the intuition that more layers will extract more meaningful information
from data. A series of trainable variables named "synaptic weights" or just "weights’"
are present in these layers.

• Output layer: the output of the network is obtained with the aim of comparing it to
the ground true targets (such as health-state labels) using a loss function.

• Loss function: a function that compares the results obtained in the output layer with
the ground truth targets. Its value is used as a feedback to train the model.

• Optimizer: to train the model, the value obtained by the loss function is used to
update the weights of the hidden layers, so a better result is obtained in a following
training run of the model.

The previous definitions can be seen in the flowchart shown in Figure 3.2.

Figure 3.2: Basic structure of a DL model.
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3.3.1 Artificial Neural Networks

Artificial Neural Networks (ANN), also known as Multi-Layer Perceptron (MLP), are the
building blocks of DL models. They consist of a set of neurons in multiple hidden layers that
operates the input data of its corresponding layer (that could be preceded by the input layer
or a previous hidden layer), ending in the output layer that predicts the target the model
training, such as a health-state label for classification problems. A schematic illustration of
a 5-layer MLP model (consisting of an input layer, two hidden layers and an output layer) is
presented in Figure 3.3.

Figure 3.3: Schematic illustration of a 5-layer MLP model.

As it can be seen from Figure 3.3, each neuron Xi performs a linear combination of its
input weights coming from a previous layer. Then, the neuron is "activated" by a non-
linear activation function ξ that fits the extraction on non-linear features from the input
data, considering that commonly multi-dimensional data used to train DL models is highly
non-linear. More on activation functions is going to be explained later in this section.

An example of a single neuron operation such as X ′1 in the hidden layer 1 in Figure 3.3 is
shown in equation 3.5,

X
′

1 = ξ

(
3∑

i=1

W
(1)
i1′ Xi + b

)
(3.5)

where W (1)
i1′ corresponds to a set of trainable weights coming from each neuron of the

previous layer i ∈ {1, 2, 3} and b is a bias term, which consist of a low-valued number (in the
order of 0.01), that is used to activate a neuron even though its correspondent weights are 0.
Then, using Figure 3.3 as reference, it can be seen in equation 3.6 in matrix notation that
an MLP model is just a function composition of operations performed by sets of neurons in
stacked layers that, deeper in the model, extract more relevant features from the input data.
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yout = ξ
′′
(
W (3)ξ

′
(
W (2)ξ

(
W (1)X + b

)
+ b

′
)

+ b
′′
)

(3.6)

Activation Functions

As explained above, a non-linear activation functions must be applied in each hidden layer,
or the stack of multiple hidden layers will be equivalent of just having just one layer with
more neurons, thus not extracting higher-level representations of data deeper in the model.
Commonly used activation functions are presented in Table 3.1.

Sigmoid σ(x) = 1
1+e−x

Softmax softmax(xi) = exi∑
j exj

ReLU ReLU(x) =

{
0 if x < 0

x if x ≥ 0

SELU SELU(x) = λ

{
α (ex − 1) if x < 0

x if x ≥ 0

tanh tanh(x) = ex−e−x

ex+e−x

Table 3.1: Activation Functions.

Some activation functions have become widely popular in the DL community, being a
common practice to use ReLU and tanh due to their versatility. Now, when training a neural
network (as will be explained below), gradients of the activation functions must be calculated,
and functions like ReLU tends to vanish their gradients when networks are deep, which will
reduce the model training capabilities (this problem is refered as vanishing gradients problem).
To avoid the latter, different regularization techniques have been developed, being nowadays
the use of SELU activation function the most common practice for this, mainly due to the
fact that its formulated in a way that there is almost non vanishing gradients when the model
is trained. For more information, the reader is encouraged to read the following paper by
Klambauer et. al. [18].

Its important to mention that certain practices regarding activation functions are followed
for the output layer neurons. If the task to solve corresponds to a regression problem, just one
neuron without activation is used on the output layer. On the other hand, in a classification
problem, the number of neurons in the output layer is equivalent to the number of different
target classes C, with a Softmax activation function applied to them. This activation ensures
that the sum of the different values of the output layer neurons sums up to 1, thus being
equivalent to the probability of existence of each class; in other words, the neuron with the
highest output value will correspond to the predicted class of the model.
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Training of Neural Networks

As shown above in this section, a ANN output is a non-linear function of a set of adaptive
weight parameters W , this is, yout = f (W ). To be trained, the ANN must minimize a Loss
Function L (also known as Cost) that compares the output of the model yout with the prior
known targets y given an input data X, as shown in equation 3.7.

L(W ) = f (W |X, y, yout) (3.7)

To do this, an iterative numerical method called Backpropagation is used based on Gra-
dient Descent approach. In a simple way, this algorithm searches for the optimal weights to
solve the problem presented in equation 3.8.

∇L(W ) = 0 (3.8)

To do this, the weights of the network are updated using the Stochastic Gradient Descent
(SGD) algorithm as shown in equation 3.9, running the model for e ≥ 1 iterations, commonly
known as epochs, where all the training data is fed to the model.

W (l+1) = W (l) − η∇L
(
W (l)

)
(3.9)

In equation 3.9, l corresponds to a layer and η > 0 is a hand-tuned variable called learn-
ing rate that indicates the rate in which weights are updated. Nowadays, new and better
optimization algorithms based on SGD are commonly used to train neural networks, such as
Adam and RMSprop, which can be seen in [9].

3.3.2 Convolutional Neural Networks

Convolutional Neural Networks (CNN) are an ANN-based model that uses a receptive field
named kernel K to extract hierarchical patterns from input data though multiple stacked
convolutional layers. To do this the convolution operation (?) is used within a matrix of
weights Wk (that represents the kernel K) and the input data X ∈ RI×J from an arbitrary
layer as shown in equation 3.10,

y(i,j) = (Wk ? X) =
w∑
a=0

h∑
b=0

Wk(a,b) ·X(i+a,j+b) (3.10)

where y(i,j) corresponds to the output of the convolution of the kernel k, also named feature
map. w and h are the width and height of k respectively. i, j corresponds to an specific point
(i, j) ∈ I×J from X. As it can be seen, multiple kernels K = {k1, ..., kn} can be used on the
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input data X, so multiple feature maps can be obtained, each one representing a different
representation from X.

Given equation 3.10, a convolutional layer output for the kernel k can be expressed as
shown in equation 3.11. Furthermore, CNNs kernel weights parameters are trained in the
same way as MLPs.

Y (k) = ξ (Wk ? X + b) (3.11)

An schematic view of a CNN architecture is presented in figure 3.4. As it can be seen, the
different feature maps of the last convolution are flattened and then connected to an MLP
that perform the desired classification or regression task.

Figure 3.4: Schematic illustration of a two layer CNN architecture.

CNNs outstands in pattern recognition and automatic feature extraction, being widely
researched in the reliability engineering and PHM community and excelling in a wide range
of problems [15]. The reason for this is that convolutions have the following benefits with
respect to MLPs:

• The existence of a constant number of trainable parameters that are trained in each
kernel, independent of the dimensions of X.
• Output features from convolutional layers tends to enjoy from translation invariance/-

covariance, this is, the convolution kernels from the CNN are insensible for local changes
in the input X, without loosing model performance.
• Translational invariance/covariance increases when the network is deeper.

Due to these intrinsic characteristics from the convolution operation and the structure of a
CNN [4], many researches are looking to generalize convolutions for other data structures such
as graphs and manifolds, a topic concerning the research area of Geometric Deep Learning
(GDL) and that, the particular case of graph structures analysis, will be discussed from now
on in this chapter.
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3.4 Graph theory

Until a few years, DL models where only used on data that belong to euclidean domains, such
as images, sensor readings from an asset, among others. Although this approach is suitable
to a large range of problems in PHM and reliability engineering, it has a major drawback:
the data given to the models to train do not explicitly embed any possible intrinsic structure
of the system from where it come from, which is very inconvenient considering that the
relationships between its components determine its behavior.

To tackle this problem, an extensive research have been made to apply DL on non-
euclidean domains such as graphs and manifolds, which are data structures that explicitly
maintain the intrinsic relationships present on systems data such social networks, transporta-
tion and energy systems, industrial production plants, among others [28].

Due to the latter, representing a system as a graph seems convenient to analyze its behavior
and health, so to understand the recent applications of DL to graph data structures, some
graph theory needs to be explained.

3.4.1 Definitions

A graph is defined as a pair (ν, ε) where ν = {1, ..., N} is a set of N vertices (or nodes) and
ε ⊆ ν × ν is a set of edges (or links). A graph is called undirected graph when (i, j) ∈ ε iff
(j, i) ∈ ε. To describe a graph, the following matrices are defined:

Adjacency Matrix (A)

Its a symmetrical matrix that indicate if a pair of nodes are adjacent or not, this is, connected
by a link. For A ∈ RN×N , its elements are defined by equation 3.12.

ai,j =

{
1 if nodes (i, j) are adjacent
0 otherwise

(3.12)

Degree Matrix (D)

Its a diagonal matrix that represents the number of links present in each node. Then, for
D ∈ RN×N , its elements are defined by equation 3.13.

di,i =
∑
j

ai,j (3.13)
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Graph Laplacian (∆)

Its a matrix representation of a graph that represents the euclidean Laplace operation on
graphs. On a function in the node space f : ν → R, the laplacian is defined by equation 3.14.

∆f = (D − A) f (3.14)

As a geometrical interpretation, ∆ can be seen as the average of a function around a node
and the value of the function in the node itself.

The graph laplacian can be normalized by equation 3.15. From now on, the normalized
laplacian will be represented as L.

L = D−
1
2 ∆D−

1
2 = I −D−

1
2AD−

1
2 (3.15)

3.4.2 Spectral Analysis on Graphs

The normalized laplacian L of a graph admits an eigendecomposition with a discrete set of
eigenvectors U and eigenvalues {λ1, ..., λk} ∈ λ, then, L can be expressed as 3.16,

L = UΛUT (3.16)

where Λ = diag(λi).

In the Spectral Domain, the eigenvalues {u1, ..., uk} ∈ U can be interpreted as Fourier basis
functions and λ as the spectrum of L, so a Fourier Analysis can be developed on graphs.
In a graph, the Fourier Transform of a function in the node space f : ν → R is defined by
equation 3.17.

f̂(λ) = 〈f, U〉 = UTf (3.17)

Spectral Convolution

As mentioned in section 3.2.2, due to the success of the use of convolutions on DL applied
on euclidean domain datasets, it has been of great interest for researchers to generalize
convolutions to non-euclidean domain data structures, specially at graphs [32][4].

To generalize the convolution to graph data structures (i.e. non-euclidean domains), first
lets explain the Convolution Theorem, which states that a convolution (f ? g) between any
two functions f, g in their spectral domain can be defined as as the element-wise product
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of their Fourier transforms. Using the laplacian eigenvectors U as Fourier basis functions,
a general form of a convolution is shown in equation 3.18 for a signal x ∈ RN (a scalar for
every node of a graph) with a filter gθ = diag(θ = UTg) parameterized by θ ∈ RN in the
spectral domain. This operation is defined as Spectral Convolution.

gθ ? x = UgθU
Tx (3.18)

In equation 3.18 it can be seen that UTx is the graph Fourier transform of x. Also,
due to the convolution theorem, gθ = gθ(Λ). With the Spectral Convolution defined, it is
possible to show some recently proposed applications in DL models, commonly known as
Graph Convolutional Neural Networks.

3.5 Geometric Deep Learning in Graphs

To apply DL to graph structures different network architectures have been proposed in the
past years, being spectral-based graph convolution networks one of the most studied ones
[35], where all uses the definition 3.18 for their construction, differing only on the choice of
the filter gθ.

3.5.1 Graph Convolutional Neural Networks

Spectral Graph Neural Network

The first spectral convolution neural network was proposed by Bruna et. al. [5] and named
Spectral Graph Neural Network (Spectral-GNN), taking a direct application of a traditional
convolutional layer (see equations 3.10 and 3.11) and setting gθ = Θ ∈ Rk×k as a diagonal
matrix set with learnable parameters. Then, Bruna’s graph convolutional layer is defined in
3.19,

gl = ξ

(
q∑

l′=1

UkΘl,l′U
T
k xl′

)
(3.19)

where x = (x1, ..., xp) ∈ RN×p is the p− dimensional input and g = (g1, ..., gq) ∈ RN×q is
the q − dimensional output of the layer (both on the nodes on the graph) and k represents
the first k eigenvectors of U .

Evaluating 3.19 has mayor drawbacks, being computationally expensive as multiplication
with U is O(N2) and computing the k-th order eigendecomposition of L might be expensive
for large graphs (i.e. obtaining U in the first place). Due to this, other alternatives have
been explored to define gθ, being Chebyshev polynomials approximations a very successful
method that will be presented below.
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Chebyshev Network

To address the problem of highly expensive computing power concerning Spectral-GNNs,
Defferrard et. al [7] proposed the Chebyshev Network (ChebNet) with the use of aK-th order
Chebyshev polynomial Tk(x) approximation for the spectral representation of a function, in
this case the filter gθ, as shown in equation 3.20,

gθ(Λ) ≈
K∑
k=0

θkTk

(
2

λmax
Λ− I

)
(3.20)

where θ ∈ RK is now a vector of Chebyshev coefficients (which will be the filter trainable
parameters of the network) and λmax the largest eigenvalue of L. Chebyshev polynomials are
recursively defined as shown in equation 3.21.

Tk(x) = 2xTk−1(x)− Tk−2(x)

T0(x) = 1

T1(x) = x

(3.21)

Given equation 3.20, the spectral convolution 3.18 can be defined as

gθ ? x ≈ U

(
K∑
k=0

θkTk

(
2

λmax
Λ− I

))
UTx

=
K∑
k=0

θkTk

(
2

λmax
L− I

)
x

(3.22)

Equation 3.22 is K-localized since it it a K-th order polynomial of the laplacian, this is,
it only depends on nodes that are K steps away from the central node. Furthermore, note
that this corresponds to a complexity of just O(|ε|).

1st Order ChebNet or Graph Convolutional Network

With the aim of simplifying 3.22 to be used in deep networks, Kipf et. al. [16] proposed
the use of K = 1 in a ChebNet, so a convolutional layer will depend linearly on L, just as
a typical MLP formulation (see equation 3.5). Furthermore, they approximate λmax = 2, so
equation 3.22 simplifies to gθ ? x ≈ θ0x + θ1 (L− I) and, to reduce the number of trainable
parameters to a single weight matrix they assume w = θ0 = −θ1. Then, the convolution
operation in 3.22 can be re-written as
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gθ ? x ≈ w
(
I +D−

1
2AD−

1
2

)
x (3.23)

From equation 3.23 it can be seen that I +D−
1
2AD−

1
2 will have eigenvalues in the range

[0, 2], which can lead to exploding/vanishing gradients and other numerical instabilities in
deep networks. To tackle this, a re-normalization trick is going to be used, with Â = I + A
and D̂ = D(Â) so its eigenvalues are in the range [0, 1]. Now, 3.23 can be re-written as

gθ ? x ≈ w
(
D̂−

1
2 ÂD̂−

1
2

)
x (3.24)

Now, 3.24 can be used in a convolutional layer for an input data Feature Matrix X ∈ RN×D

with D : number of input features and a model node-level output Z ∈ RN×F with F : number
of output features (which can be interpreted as the number of "filters" or "feature maps" in
a traditional CNN architecture) as

H(l+1) = ξ
(
D̂−

1
2 ÂD̂−

1
2H(l)W (l)

)
(3.25)

with,
H(l=0) = X; H(l=L) = Z (3.26)

where l = {0, ..., L} are the layers of the network, H(l) are the outputs of each layer,
W (l) ∈ RP×Q is a matrix of filter weights with Q feature maps from layer l and P for l + 1
and ξ is a non-linear activation function. This formulation is named Graph Convolutional
Network (GCN) by its authors.

With this re-formulation of a graph convolutional layer, two main benefits are achieved:

• Alleviate overfitting for nodes with very wide node degrees distributions using just a
first order localized filter.
• Higher order neighborhoods representations can be achieved by stacking more layers.

For example, for a K-th order neighborhood representation, K graph convolutional
network layers can be stacked.
• Multiple layers can be stacked to create a deep network, which in general deliver better

results [9].
• Computation complexity is of order O(|ε|PQ) for each layer.

An schematic view of a GCN is presented in figure 3.5.

Due to the benefits of the GCN architecture and its generalization of the convolution
operation in graphs, this model is going to be used to develop the framework proposed in
this work. GCNs can be used in three different ways that are propitious to this work:

• First, a GCN model can be used as a graph feature extraction module to feed an MLP
model for graph classification.
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Figure 3.5: Schematic illustration of a two layer GCN architecture.

• Second, a GCN model output features can represent different classes for each node on
the graph, enabling node classification.
• Third, a GCN can be used as an auto-encoder [9] to encode a graph in a latent space
Z that can be used to re-construct the Adjacency Matrix A of an arbitrary input data
X from a graph, enabling link prediction between the nodes that compose it. This
approach will be explained with more detail in the next chapter of this thesis.

3.5.2 Review of DL techniques applied in health diagnostics

The proposed framework for system-level PHM will be developed to tackle classification
problems, which in the case of PHM it corresponds to anomalous behavior detection and/or
diagnosis. To the present day, component-level PHM have been widely studied, obtaining
remarkable results in this tasks, specially with the use of CNN-based models. Indeed, Chen
et al. [6] used a shallow CNN architecture for gearbox vibration data, obtaining a better
classification performance compared to SVMs. Wang et al. [31] used wavelet scalogram
images as an input to a deep CNN (DCNN) consisting of convolutional and subsampling layers
(i.e., pooling layers for feature dimensionality reduction) for rolling bearing fault diagnosis.
Guo et al. [10] implemented an adaptive DCNN for the Case Western’s bearing data set
[23] to perform fault diagnosis. Verstraete et al. [30] proposed a DCNN architecture for
fault identification and classification on rolling bearings in the context of the MFPT [2]
and Case Wastern’s datasets with minimal data preprocessing, outperforming other deep
learning based methods and showing robustness against experimental noise. Modarres et al.
[24] proposed a DCNN for detection and identification of structural damage, obtaining strong
results on honeycombs structures and concrete bridge crack identification.

For the case of systems, there is a lack of research in building a framework that asseses
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a whole system health state taking into account the relationships between its components.
Furthermore, it is imperative to consider the highly multi-dimensional environment in which
a system delivers its operational information. Due to this, DL shows a great potential in
tackling this problem [19], but not much applications of DL techniques have been found in
literature addressing system-level PHM. The only one that have comparable objectives with
this thesis (but do not form part of a system-level PHM framework by the definition presented
in chapter 3) is Han et. al. [11] ST-CNN framwork. He proposes an adaptive spatiotemporal
feature learning approach for fault diagnosis in complex systems, combining an spatiotempo-
ral pattern network (STPN) approach with convolutional neural networks (CNN) classifier.
This framework was applied on a wind-turbine dataset, using a Markov-based model to com-
pute state-transition matrices that include information from state-transition probabilities
between sub-systems and temporal measurements, which then are fed to a CNN classifier to
identify unseen operational conditions in the system. Even though they show good results in
this task, this framework is limited just to a system-level assessment, with no possible insights
to other levels in it, such as sub-system or component level health assessment. Furthermore,
it could not be considered as a system-level PHM framework by the proposed definition in
this work, since the relationships between the components of the studied system are not ex-
plicitly given to the model, leaving aside the possible degradation dependencies among them,
a highly relevant subject as shown by Assaf et. al. [1]. Given this, for the best of the author
knowledge, the framework proposed in this work is the first system-level PHM applying DL
techniques in literature.

23



Chapter 4

Proposed Framework for System-Level
PHM

The following chapter details the proposed DL-based systems PHM framework for the fol-
lowing three levels of health assessment: (1) system-level, (2) component-level and (3) deter-
mination on relationships of the system components in anomalous scenarios.

4.1 Proposed framework

As stated in the previous chapters, the proposed framework for engineering systems PHM
will address three levels of health assessment using three different modules:

1. System-level module (SLM): this module will automatically detect if the whole
studied system is presenting or not an anomalous behavior that could lead to a system
failure.

2. Component-level module (CLM): this module will be able to automatically detect
which of the components of the system is presenting an anomalous behavior.

3. System components relationships module (SCRM): this module will create a
weighted relationships matrix (WRM) given the information of the system with which
the framework was fed. WRM will show how the different components of the system
are related to each other when it behaves anomalously.

The main objective of this framework is to give relevant actionable-information for decision
makers to assess the health state of an engineering system. To do this, the flowchart presented
in Figure 4.1 is proposed as a framework for systems health assessment.

All of the modules that compose the framework are based on GCNs due to the benefits of
working with system data represented as a graph, specifically an undirected one (see Chapter
3). This benefits are:

• The relationships (physical or conceptual) between the components of a system can be
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explicitly fed to a GCN model using the adjacency matrix A. Furthermore, information
of the system that is shared between some of its components, such as sensor measure-
ments in piping lines between two assets, can be also be fed explicitly to a GCN model
using the feature matrix X.
• A same GCN-based model can perform health assessment in the different hierarchical

levels of an engineering system.
• GCNs are built to handle high-dimensional data delivered by nowadays engineering

systems.

the system must be represented as a graph with the following characteristics: A, X. To
train the model, y is also necessary.

Figure 4.1: Proposed framework for systems health assessment.

4.2 System-level module

For the system-level module, the following steps are going to be performed in a DL
architecture to classify if the system behavior is normal or anomalous:

1. A GCNmodel will be used to extract characteristics directly from the graph information
and structure. In this step, multiple features will be obtained for each node of the graph
that will contain hidden relevant information of it that is related to the full-system
health.
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2. The features obtained in the previous steps are embedded in a single vector using a Self-
Attention Pooling (SAP) mechanism [22], this is, a dimensionality reduction of the GCN
output features in a low-dimension embedding containing a summarized representation
of it. The implementation of this step will be detailed further in this section.

3. The embedded vector of the GCN features is fed to a traditional MLP model to perform
a binary classification task, which in this case will correspond to predict if the studied
system is behaving normally or not.

The SAP mechanism introduced previously performs the following operations to generate
an embedding of the GCN output features from a graph:

1. The output features of the GCN model Z = GCN(X,A) will have dimensions n−by−u,
where n is the number of nodes and u the number of extracted features. This is the
information that will be embedded using SAP.

2. An Annotation Matrix Ω is used to embed Z performing the following operation Ω =
softmax(Ws2tanh(Ws1Z

T )), where Ws1 is a weight matrix with shape t − by − u and
Ws2 is a dimensionality reduction weight matrix of size r−by−t. Here t, is an arbitrary
hyperparameter that can be set arbitrarily and r is the number of features that will
embed the information of the n nodes in Z. Note that r ≤ n.

3. Using Ω from the previous step, the embedding vector M of size ru is computed by
M = flatten(ΩZ).

Using the aforementioned steps for the system-level module for systems health assessment,
the output of this module will correspond to a binary diagnosis of the system behavior,
identifying normal from anomalous. The correspondent DL architecture of this module is
presented in figure 4.2.

Figure 4.2: System-level module architecture.
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4.3 Component-level module

As seen in Figure 4.1, if the system-level module detects an anomalous behavior for the
system, one of the following steps is to use the Component-level module of the framework.
In this module, a deep-GCN model (with k-layers) is used to perform a binary classification
for each node of the graph that represents the studied system, which will correspond to the
identification of a normal or anomalous behavior of each component in it (Cni = {Normal,
Anomalous}, where ni corresponds to node i). The architecture used in this module is
presented in Figure 4.3.

Figure 4.3: Component-level module architecture.

4.4 System components relationships module

Finally, as seen in Figure 4.1, if the system-level module detects an anomalous behavior
for the system, the other following step is to use the System components relationships
module of the framework. The aim of this module is to weight and visualize the relationships
between the different components of the system when an anomalous behavior is present. To
do this, an Auto-Encoder type of architecture is used, which is a type of model based on DL
that tries to replicate and reconstruct its fed data in a unsupervised fashion, in this case the
adjacency matrix of an input graph that represents the system in addition to information of
sensors present in each of its components (nodes) in anomalous conditions. Given this, the
following steps are performed:

1. A GCN model will be used to extract features directly from the graph information
and structure (the pair (X,A). These features are going to be encoded in a latent
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representation Z, so this first network is going to be referred as Encoder. This is going
to be trained only with information from systems that exhibit an anomalous behavior
with the aim of encoding relevant characteristics associated with this. Mathematically
the encoder performs Z = GCN(X,A).

2. Using the latent representation Z from the previous step, new information from systems
that exhibits an anomalous behavior is going to be used to reconstruct its adjacency
matrix Arec using a sigmoid function, being this part referred as Decoder. Arec is going
to be reconstructed using the extracted features from the encoder output Z, so new
relationships will "appear" between components that do not have direct connection
in their prior adjacency matrix of the system, this is, no physical connections among
them (this will be further explained in the next chapter). Mathematically the decoder
performs Arec = σ(ZZT ), where σ is the sigmoid function.

As seen in the previous steps, Arec will be reconstructed using a sigmoid function, which
will assign probabilities of existence for each reconstructed element in it [9][17]. Due to this,
the use of Z will give more relevant information associated with an anomalous behavior of the
system to the decoder, so new relationships will appear in Arec different from the prior A. This
"new" elements Arec can be seen as implicit relationships between components of the system
that are not directly connected by a link, this is, do not have any physical connection between
them. Furthermore, existing elements will now correspond to a probability of existence, so
they can be used to weight the relationships between components present in Arec. To do the
latter, a Min-Max scaling is used in the range [0, 1], which will assign a weight of 1 to the
largest element of Arec and 0 to the lowest, representing the highest weight of relationship
between components of the system and the lowest respectively. This scaled matrix is going
to be named as Weighted Relationships Matrix (WRM) and its application in the proposed
framework is going to be explained in the following section.

The architecture associated to this module is presented in Figure 4.4.

Figure 4.4: System components relationships module architecture.
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4.5 Analysis regarding the outputs of the system-level
PHM framework for health assessment

The aforementioned modules that compose the proposed framework for system-level PHM
enables a deep analysis regarding the health assessment of a system. This can be done in three
different levels: (1) system-level health assessment, (2) component-level health assessment
and (3) analysis of the relationships between components of a system for anomalous scenarios.
The three modules have as output a powerful tool for reliability engineers to do this, which
are described as follows:

• SLM output: this module delivers the health state of the whole system, diagnosing
the current behavior of it as Normal or Anomalous.
• CLM output: when the whole system behavior is diagnosed as Anomalous, it is of

great relevance to know which components of it are responsible of this, so maintenance
plans can be performed. Given this, this module delivers the health state of each
component of the system, diagnosing the behavior of each as Normal or Anomalous.
• SCRM output: furthermore, as an addition on the previous point, this module give

information on how the different components of the system are related to each other
when the whole system exhibits an anomalous behavior. To do this, the WRM is
delivered as an output of this module, where its elements represents the weight of
relationship between the components of the system. A MinMax scaler was used on the
decoder output to scale it in a way that its elements can be comparable among each
other. It is important to notice that the WRM is a symmetrical matrix (due to the
use of undirected graphs as a representation of the system), where, for its elements, 1
represents the highest relationship between components and 0 the lowest.

It is important to note that each of the previous modules work automatically, needing just
the present time operational data of the system to work.
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Chapter 5

Case Study: chlorine dioxide generation
reboiler system in a cellulose plant

The following chapter describes the case study in which the proposed framework for system-
level PHM is going to be tested and validated. A real-world industry problem is going to be
addressed, making it a highly relevant problem to solve due to the multiple limitations that
real-world datasets commonly exhibit.

5.1 Problem description

As a case study, sensor operational data from a chlorine dioxide generation re-boiler system
in a cellulose plat is going to be used. This system, which is composed by multiple mechanical
assets, has repeatedly problems on its reboiler system, so the aim of the proposed framework
is to asses the health-state of it.

The reboiler system is mainly composed by five assets, which are listed and described
above. Furthermore, the whole system is shown in Figure 5.2.

• Generator (G): generates chlorine-dioxide (ClO2) by a chemical reactions that needs
as input (NaClO3, CH3OH, H2SO4) and water vapor heat. The main product of
this reaction is condensed water, chlorine-dioxide (main product) and other not that
relevant chemicals for this system, mainly composed by salts.
• Reboiler (R): consists of a shell-and-tube heat exchanger that evaporates the con-

densed water from the generator and reinjects it again in it, controlling its level for the
chemical process for ClO2 production. Cold liquor runs through the tubes in a first
step, being heated by the excess water vapor generated by the reboiler. Then, in a
second step, the heated liquor is used to evaporate the condensed water coming from
the generator.
• Condensate tank (CT): the condensed water from the heating of the liquor in the

reboiler is stored in this condensate tank, which can be then reinjected to the hot-water

30



system of the cellulose plant.
• Hot-water system reinjection pump (M014): is directly connected to the con-

densate tank to control the reinjection of condensed water to the hot-water system of
the cellulose plant.
• Salts recuperation system reinjection pump (M015): is directly connected to the

generator to control the flow of sub-product salts from the ClO2 generation production
to a salts recuperation system in the cellulose plant.

The main problem of the reboiler system is that, with time, sulphate inlays are generated
in the interior of the reboiler tubes, degrading them and decreasing the generation of ClO2,
which will be considered as an anomalous behavior of the system. This inlays can be seen in
Figure 5.1.

Figure 5.1: Sulphate inlays in the interior of the reboiler tubes.

To detect if the tubes of the reboiler are developing sulphate inlays, seven different oper-
ational sensors are used in the system and are described below. These can be seen in Figure
5.2.

• Temperature sensor TIC8014 [◦C]: measures the temperature of the water-vapor
in the reboiler. High temperatures, above 110◦C indicates an anomalous behavior.
• Temperature sensor TI8015 [◦C]: measures the temperature of the condensate

water that goes from the reboiler to the condensate tank. High temperatures, above
110◦C indicates an anomalous behavior.
• Conductivity sensor CI8017 [µS/cm]: measures the conductivity of the condensed

water that flows from the condensate tank to the M014 pump. Sudden conductivity
increments indicates an anomalous behavior.
• Pressure sensor PI8026 [kPa]: measures directly the pressure in the top of the

generator. A sudden increase of pressure indicates an anomalous behavior.
• Pressure sensor PIC8025 [kPa]: measures the differences of pressure in the gen-

erator from vacuum losses. A sudden increase of differences of pressure indicates an
anomalous behavior.
• Power of the M014 pump [%]: measures the power load on the hot-water system

reinjection pump. A high power load indicates an anomalous behavior.
• Power of the M015 pump [%]: measures the power load on the salts recuperation

system reinjection pump. A high power load indicates an anomalous behavior.
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As seen in Figure 5.2, there are pipelines with no sensor measurements present in the
dataset that could have a repercussion on the results of the framework, specially for mea-
surements associated to the power sensor of the M015 pump.

The data used as a case study for the proposed framework corresponds to the measure-
ments of the aforementioned seven operational sensors from October of 2008 to September
of 2018 with a sampling frequency of 2 [hr].

5.2 Data exploration and pre-processing

As mentioned in the beginning of this chapter, given that the case study data used in this
work comes from a real-world industry, its structure is not ideal a priori, showing some
limitations to be directly used to train and validate the proposed framework. Due to this, a
data exploration step is needed to then pre-process data.

The dataset is composed by 42.206 measurements through time for the 7 sensors (i.e. a
total of 295.442 data points). Some prior labels where given by the cellulose plant reliability
engineers, consisting of a total of 1.820 labels that indicates if at a given time the tubes of
the reboiler exhibits sulphate inlays. Also, some sensor measurements were NaN valued (not
a number) and the CI8017 sensor showed miss-readings that indicates values of order 105.
Given this, the first step of the pre-processing was to delete all the sensor measurements that
exhibit these limitations, which corresponds to 667 time measurements (i.e 4.669 data points
or 1.58 [%] of the dataset). After this, 41.539 measurements were left to be worked with the
framework.

As pointed above, only 1.820 labels were given by the cellulose plant reliability engineers,
so to label the full dataset a semi-supervised ML-based procedure needed to be made. This
was performed by the following steps:

1. The data was sensor-wise scaled using an Standard Scaling, so data points with high
standard deviation can be detected easily.

2. A PCA model was used on the scaled data, reducing the seven prior sensors to only
three principal components that summarize its variance. This was done with the aim
of feeding this transformed data to a unsupervised clustering algorithm, easing the
process with less but highly relevant data.

3. the PCA transformed data was fed to a DBSCAN to perform a clustering analysis on it,
so one cluster was detected on data as a normal behavior of the system. The detected
noise from the algorithm will correspond to data points that indicate an anomalous
behavior of the system.

To fine-tune the DBSCAN parameters, a semi-supervised iterative approach was taken.
A first set of parameters (ε, S) (see Chapter 3) were used, comparing the DBSCAN detected
cluster accuracy with respect to the prior-known labels of the dataset. Iterating over these
parameters, the final tuned values were ε = 0.4 and S = 700, which delivers a clustering
with an accuracy of 88 [%] for true positives (i.e. correctly detected normal behaviors of the
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Figure 5.2: Chlorine dioxide generation re-boiler system. In black: physical pipeline and flow
direction that connects each component. In orange: other pipelines present in the system
but with no sensor measurements 33



system) and 100 [%] for true negatives (i.e. correctly detected anomalous behaviors of the
system). Using this, the whole dataset was labeled. The detected cluster can be visualized
on the PCA-transformed dataset in Figure 5.3.

Figure 5.3: PCA transformed data DBSCAN clustering. In burgundy: detected cluster,
i.e. normal system behavior data points. In black: detected noise, i.e. anomalous system
behavior data points.

As it can be seen, the previous labeling procedure works on the system-level, this is, labels
will indicate only if the whole system is behaving normally or not, which is only useful of
the system-level module of the proposed framework. Given this, hand-crafted labels must
be made to be used by the components-level module, due to the lack of prior-known labels
for each of the mechanical assets (i.e. components) that compose the reboiler system. To
craft these, the minimum and maximum values of each sensor on both the prior-known and
DBSCAN-clustered normal behavior labels are used: lets name these as the prior-known
threshold (PT) and DBSCAN-clustering threshold (CT). A definitive threshold is built to
consider a component as behaving normally, where the inferior (inf) and superior (sup) values
of it corresponds to inf = min(PT,CT ) and sup = max(PT,CT ) respectively. Given this,
the final threshold can be seen in Table 5.1.

Given the final threshold for each operational sensor, a hand-crafted label is assigned for
each component of the system. If at least one of the sensors that measures data related to a
component is out of it, the component will be labeled as with Anomalous behavior, else, it is
considered as with Normal behavior.

Finally, for the whole dataset, the class-balance on the System-level labels is 82/18 [%] for
normal and anomalous health state respectively. On the other hand, for the Component-
level labels, the balance is 57/43 [%] for the Reboiler, 73/27 [%] for the Condensate tank,
62/38 [%] for the M014 pump, 96/4 [%] for the Generator and 68/32 [%] for the M015 pump,
giving a balance of 71/29 [%] for the whole component labels.
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Normal behavior thresholds - prior-known labels
TIC8014 [C] TI8015 [C] CI8017 [µS/cm] PI8026 [kPa] PIC8025 [kPa] M014 [%] M015 [%]

inf 97,09 75,14 6,79 13,11 12,98 63,46 37,55
sup 102,41 84,15 9,63 27,44 27,33 78,54 49,04

Normal behavior thresholds - Detected cluster
TIC8014 [C] TI8015 [C] CI8017 [µS/cm] PI8026 [kPa] PIC8025 [kPa] M014 [%] M015 [%]

inf 99,32 75,76 1,16 17,89 17,95 42,48 37,54
sup 105,76 86,03 6,79 20,70 20,46 78,49 46,96

Final threshold
TIC8014 [C] TI8015 [C] CI8017 [µS/cm] PI8026 [kPa] PIC8025 [kPa] M014 [%] M015 [%]

inf 97,09 75,14 1,16 13,11 12,98 42,48 37,54
sup 105,76 86,03 9,63 27,44 27,33 78,54 49,04

Table 5.1: Normal behavior threshold for each operational sensor for the prior-known labels,
the detected DBSCAN cluster and the final one used for labeling the components of the
system.

5.3 Modeling of the system as a graph

Having done the pre-processing of the dataset, the next step is to represent the system shown
in Figure 5.2 as an undirected graph. To do this, the mechanical assets of the reboiler system
will be considered as nodes of the graph and physical connections will be considered as the
links, which in this case correspond to the connecting piping lines. Finally, a "snowball
sampling" technique is used to construct the graph, using as seed node the Reboiler. The
features associated to each node will correspond to the operational sensors, which can be
directly measuring on a component or in the pipe between two components. For the latter,
the sensor will be assigned as a feature for both of them. Given this, the reboiler system can
be represented as shown in Figure 5.4. The following tag will be used for each node of the
graph:

• Node 0: Reboiler.
• Node 1: Condensate tank.
• Node 2: M014 pump.
• Node 3: Generator.
• Node 4: M015 pump.

The Adjacency Matrix Â associated to the system graph is given by,

Â =


1 1 0 1 1
1 1 1 0 0
0 1 1 0 0
1 0 0 1 1
1 0 0 1 1

 (5.1)

which is symmetrical due to its undirected graph nature. On the other hand, the Feature
Matrix X will contain the sensor values Si with i = {TIC8014, T I8015, CI8017, P I8026,
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Figure 5.4: Reboiler system represented as graph. Each node corresponds to a component of
the system with their associated node features in bold.

PIC8025,M014,M015} for each of the nodes in the rows.

X =


STIC8014 STI8015 0 0 0 0 0

0 STI8015 SCI8017 0 0 0 0
0 0 SCI8017 SM014 0 0 0
0 0 0 0 SPI8026 SPIC8025 0
0 0 0 0 0 0 SM015

 (5.2)

5.4 Dataset construction to feed the framework

The data used as case study for the proposed framework comes as a .csv with 42.206 rows
and 7 columns corresponding to time and sensor measurements respectively. After pre-
processing, only 41.539 rows are left, with each column (sensor) scaled in the range (0, 1)
using a MinMax Scaler. For each time-measurement a pair (A,X) is generated according to
equations 5.1 and 5.2. This pair is going to represent the independent variable of the dataset.
On the other hand, the dependent variable Y will be constructed according to the module of
the framework:

• SLM: for each pair (A,X)i a label ySLM = Ci with i = {1, ..., 41.539} is generated. Ci

will correspond to the health state of the system, which is encoded as 0: Normal and
1: Anomalous.
• CLM: for each pair (A,X)i a vector-shape label yCLM = Ci,j ∈ R1×Nc with i =
{1, ..., 41.539}, Nc the number of components of the system (i.e. 5) and j = {1, ..., Nc}
is generated. Ci,j will correspond to the health state of each component j of the system
in the time-measurement i, which is encoded as 0: Normal and 1: Anomalous. This is
the equivalent of having a single binary label for each system component.
• SCRM: no dependent variable is computed due to its unsupervised nature.
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Finally, the dataset is splitted into a training and testing set randomly in a ratio of
80/20 [%]. These are going to be used to train and validate each module respectively.

5.5 System-level PHM framework hyperparameter tun-
ing and performance metrics

For each module that compose the framework, an extensive hyperparameter search was done
to find the optimal ones to deliver the beast results. Each of them are going to be shown in
the following sections.

5.5.1 System-level module

SLM training hyperparameters

• Epochs: 700.
• Learning rate: 0.0001.
• Loss function: Softmax-Crossentropy.
• Optimizer: Adam.
• Batch size: 64.

SLM model architecture hyperparameters

Graph Convolutional Network (GCN)

• Number of layers: 1.
• Feature maps: 32.
• Activation functions: SELU.
• Regularizers: l1(s = 0.1).

Self-Attention Pooling (SAP)

• Ws1 neurons: 16.
• Ws2 neurons: 5.

Muti-layer Perceptron (MLP)

• Number of layers: 4.
• neurons: [64, 32, 8, 2].
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• Activation functions: [SELU, SELU, SELU, Softmax].
• Regularizers: [l1(s = 0.1), l2(s = 0.01), l2(s = 0.01), None].

5.6 Component-level module

CLM training hyperparameters

• Epochs: 1.000.
• Learning rate: 0.01.
• Loss function: Softmax-crossentropy.
• Optimizer: Adam.
• Batch size: 32.

CLM model architecture hyperparameters

• Number of layers: 5.
• Feature maps: [16, 16, 16, 16, 2].
• Activation functions: [SELU, SELU, SELU, SELU, Softmax].
• Regularizers: None.

5.6.1 System components relationships module

SCRM training hyperparameters

• Epochs: 3.500.
• Learning rate: 0.001.
• Loss function: Root Mean Squared Error (RMSE).
• Optimizer: Adam.
• Batch size: 32.

SCRM model architecture hyperparameters

Encoder

• Number of layers: 2.
• Feature maps: [16, 16].
• Activation functions: [SELU, SELU].
• Regularizers: None.
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5.6.2 Performance metrics

To evaluate the diagnosis performance for heath assessment of both the SLM and CLM
of the proposed framework, the following metrics are going to be used: confusion matrix
and precision-recall F1, Area Under the Curve (AUC) and Average Precision (AP) scores.
These are used due to the high imbalance between normal and anomalous behaviour for
both system and component level health assessments. Furthermore, the overall accuracy
(i.e. Correct predictions / Total predictions) is not used given that it can be misleading to
evaluate the performance of the framework.

Confusion Matrix

A confusion matrix (CM) is a square table layout that allows the visualization of the perfor-
mance of a classification algorithm. The number of rows/columns corresponds to the different
classes to predict, in this case, Normal and Anomalous behavior of a system or component.
The rows represent the predicted values and the columns the ground-truth ones. Inside the
CM, the following values are shown (see Figure 5.5):

• True Positives (TP): Normal behaviors that are correctly predicted.

• False Positives (FP): Normal behaviors that are predicted as Anomalies.

• False Negatives (FN): Anomalous behaviors that are predicted as Normal.

• True Negatives (TN): Anomalous behaviors that are correctly predicted.

Figure 5.5: Confusion Matrix.

For the SLM, a CM is going to be given for the whole dataset. For the CLM, a CM is going
to be generated for the overall accuracy of the model and for each component health-state
prediction in the system.
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Precision-Recall scores

For the SLM and CLM, Precision (P ) -Recall (R) F1, AUC and AP scores (P − R scorees)
are going to be computed given that the used dataset health state labels are imbalanced.
Saito et. al [27] showed that these metrics enables a good description of the classification
performance of a model trained with imbalanced datasets.

Precision and Recall are defined as follows:

P = Precision =
TP

TP + FP
(5.3)

R = Recall =
TP

TP + FN
(5.4)

where a high Precision (P) and Recall (R) indicates higher TPs with lower FNs and lower
FPs with higher TNs respectively.

Computing the output of the module as the probability of existence of a health state
(which is done by the sotfmax activation function at the end of each module), it is important
to define a threshold by which a predicted class will exist. Is a common practice in literature
to set this threshold at y > 0.5, which will be also used in this work. To P − R scores for
the model, 1400 different thresholds between 0 and 1 are going to be used.

Using P and R the skill of a model can be analyzed, which is highly relevant to class
imbalanced datasets. A skillful model will, on average, give a higher probability output to a
random chosen true occurrence (i.e. TP or TN) than a false one (i.e. FP or FN).

F1 score

Corresponds to the harmonic mean of the P and R. This summarized the model skill for the
specified probability threshold. Ranging from 0 to 1, a higher value shows better performance
of the model.

F1 = 2
PR

P +R
(5.5)

Area under the curve (AUC) score

Corresponds to the area under the plot P = P (R) as calculated as:

AUC =

∫ 1

0

P (R)dR (5.6)

40



This score summarizes the skill of the model across a set of probability thresholds. Ranging
from 0 to 1, a higher value shows better performance of the model.

Average precision (AP) score

Considering k thresholds to consider a certain class as existent or not (e.g. 0.4 ≤ y instead
of 0.5 < y), the AP score is given by:

AP =
∑
n

(Rn −Rn−1)Pn (5.7)

where Pn and Rn are the precision and recall at the n-th threshold. This score summarizes
the weighted increase in precision with each change in R for a set of probability thresholds.
Ranging from 0 to 1, a higher value shows better performance of the model.
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Chapter 6

Results and Discussion

In this chapter the results concerning the performance of the proposed framework for system-
level PHM are shown. To validate the use of graph convolutions as feature extractors in each
module, the proposed models will be compared in terms of confusion matrix and precision-
recall scores (summary for 10 runs of each model) with a simple MLP model (i.e. comparison
to another DL model) and a Random Forest (i.e. comparison to a traditional ML model).
For the case of the SCRM, there are no similar approaches in literature to compare with, so
just the obtained results and related analysis is presented.

The MLP model used for comparison with the SLM results uses the same hyperparameters
that the one in the SLM model (without the GCN and AP feature extraction. See section
6.1.2). On the other hand, the MLP used for each component of the system to compare
it to the CLM was optimized by using a GridSearch, having finally two 16-neurons ReLU
activated layers batch-wise trained using an Adam optimizer with learning rate of 0.01 for
100 epochs and batches of data of 64 random samples.

The Random Forest model used for comparison on both the SLM and each component
of the CLM had optimized parameters after a GridSearch with 3-fold cross validation, with
total of 330 possible parameter combinations. The model uses 100 estimators, Gini separation
criterion, 2 minimum sample leafs and 1 minimum sample split.

For the industry, it is much more important to detect anomalies in their systems, which
will help them to avoid the danger and repair costs associated to them. Given this, true
negatives, (i.e. accurate predictions of anomalous behaviors) are prioritized over TPs, FPs
and FNs in the CM. Furthermore, due to the unbalanced nature of the health state labels
in the dataset (see Chapter 5), a highly skillful framework is essential, this is, high P − R
scores are expected.

Lastly, before presenting the obtained results, it is important to state that the proposed
framework and associated modules were developed with no hand-tuned dataset specific pa-
rameters such as label specific-weights or classification criterion different to y > 0.5. The
main idea of this work is to explore the capabilities of the use of graph neural network based
models on system-level PHM, so no bias regarding an overfit to the studied case study dataset
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is desired, even though some results are not optimal at first glance.

6.1 System-level module results

The CM associated to the proposed SLM is presented in figure 6.1. As it can be seen, the
proposed module presents a high accuracy for both TPs (99.4 [%]) and TNs (95.0 [%]) with
low standard deviations, which is remarkable given that the dataset was not hand-balanced.

Figure 6.1: SLM Confusion Matrix.

The comparison of the CM results with respect to an MLP and Random Forest models
are presented in table 6.1. As it can be seen, the overall performance of the proposed model
outperforms the MLP and Random Forest, with the exception of the TP rate associated
to the MLP model, which is 0.5 [%] higher. The latter is not relevant comparing the overall
performance of the models, as it can be seen that the MLP overfits to the most common class
(i.e. normal behavior of the system), which leads to a much worse TN rate. Furthermore, is it
possible to see that the feature extraction performed by the graph convolutional layers (and
embedded by the self-attention pooling) is highly relevant to a DL model performance, this
is, giving explicitly the physical relationships among the system components, avoiding the
overfit present on the simple MLP to the normal health state label. Moreover, it is important
to notice that the Random Forest also shows a good overall performance, but, as it will be
seen in the following section (CLM results), this model can not be used in the same fashion
as a GCN, thus not enabling the training of just one model to perform component-level
predictions.

Regarding the P − R scores, table 6.4 shows the results of the proposed SLM, MLP and
Random Forest models. As it can be seen, the proposed SLM architecture outperforms the
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proposed SLM MLP Random Forest
TP[%] FP[%] FN[%] TN[%] TP[%] FP[%] FN[%] TN[%] TP[%] FP[%] FN[%] TN[%]

Mean 99.4 0.6 5.0 95.0 99.9 0.1 64.5 35.5 99.5 0.5 6.1 93.9
std 0.5 0.5 3.0 3.0 0.2 0.2 9.2 9.2 0.1 0.1 0.3 0.3

Table 6.1: Comparison of the proposed SLM model, MLP and RF confusion matrices for
system-level health assessment. In bold: proposed model results. Underlined: best perfor-
mance values

other models with respect to the F1, AUC and AP scores. Furthermore, this three scores are
very high valued, which shows that the proposed architecture is highly skillful (see section
6.4.2) and accurate for system-level health assessment. Also, it is important to notice how
the addition of the graph convolutions imply a high performance and skill-boost with respect
to the simple MLP model with no previous GCN feature extraction.

proposed SLM MLP Random Forest
F1 AUC AP F1 AUC AP F1 AUC AP

Mean 0.962 0.996 0.996 0.322 0.526 0.526 0.957 0.992 0.990
std 0.011 0.001 0.001 0.000 0.000 0.000 0.002 0.001 0.001

Table 6.2: Comparison of the proposed SLM model, MLP and RF precision-recall scores
for system-level health assessment. In bold: proposed model results. Underlined: best
performance values

6.2 Component-level module results

The overall CM of the CLM results is presented in figure 6.5, where it can be see a high
accuracy of the module, predicting a total of 94.1 [%] TPs and 89.7 [%] TNs correctly. It is
important to mention that a single CLM architecture is trained to predict the health state of
all individual components of the system, a characteristic enabled by the use of a GCN-based
model. On the other hand, for the MLP and Random Forest models, each one needs to
be trained individually for each component, which is the common practice nowadays when
performing PHM in systems, an approach that needs to change to perform a better and more
complete health assessment [1].

The CM related results concerning each particular component is shown in figure 6.6. From
this figure it can be seen that, in general, the overall accuracy rate for TPs and TNs is high
(over 97.0 [%]), with the exception of the TP rate of the Generator and the TN rate of
the M015 pump, which are 82.5 [%] and 61.5 [%] respectively (see sub-figures (d) and (e) in
the figure). Furthermore, the P − R scores of each of component is presented in table 6.4,
showing in general an skillful model regarding F1, AUC and AP scores with exception of the
Generator and M015 pump low-valued F1 scores.

Regarding the results obtained on both the Generator and the M015 pump, a high standard
deviation can be seen in its CM (see figure 6.6 (d) and (e)) positives (TP, FP) and negatives
(FN, TN) rates respectively. To explain this, it is of high relevance the particular values
of their F1 scores (of 0.365 and 0.673 respectively), which indicates a low-skillfulness of the

44



model to predict true rates (i.e. TP and TN) for the used prediction threshold of y > 0.5. On
the other hand, both components of the system show high AUC and AP scores as presented in
table 6.4, which means that for other thresholds, the model can show more skill. Given this,
the high standard deviation of the CLM model to predict true rates for the commonly used
threshold of y > 0.5 in this components must be due to the lack of information variability on
the sensors associated, so the difference between the two health states is not easily grabbed in
the feature extraction step of the training process. To show this, the cumulative distribution
function of the PIC8025 and PI8026 sensors associated to the generator and the M015 power
sensor associated to the M015 pump are computed and showed in figures 6.2 and 6.3.

Figure 6.2: Generator associated sensors PIC8025 and PI8026 CDFs. Subscripts inf and sup
in the plot legend refer to the inferior and superior values respectively of the normal behavior
defined threshold from table 5.1

Regarding the generator, as it can be seen in figure 6.2, sensors PIC8025 and PI8026 have
almost no difference, making the use of the two of them practically redundant to extract
features for health state diagnosis. The main problem of this is that, even though two sensors
are monitoring this component, there is no measurement variability, this is, less information
is present for the model to extract features from it. The same phenomenon can be seen in the
M015 pump from the figure 6.3, where only one sensor is used for monitoring, which reduces
the capabilities of the model for feature extraction.

As a comparison to justify the previous analysis, the cdf of the reboiler associated sensors
TIC8014 and TI8015 is computed and showed in figure 6.4, due to its good CM and P − R
scores results. Here it can be seen explicitly that there is much more monitoring variability
from these two sensors, which means that more information can be used by the model feature

45



Figure 6.3: M015 pump associated sensor M015 CDF. Subscripts inf and sup in the plot
legend refer to the inferior and superior values respectively of the normal behavior defined
threshold from table 5.1

extraction training process. Furthermore, its is important to notice that, unlike the generator
and M015 pump sensors, the reboiler sensors are located in the pipeline that connects it to
different parts of the system as it can be seen in figure 5.2, a characteristic that is also
present in the condensate tank and the M014 pump, which also deliver good results. On
the other hand, the monitoring of the generator and the M015 pump is done directly on
them. Two insights can arise from this phenomenon: Firstly, a much better health state
diagnosis performance is achieved by the model when sensor information from the pipelines
that connects the components is delivered, showing that the health state of each one of them
is dependant to the others to which they are connected in the system. Secondly, using the
latter insight as starting point, the CLM shows that, for a much valuable monitoring of both
the generator and the M015 pump (in terms of health assessment), sensors must be placed
in the pipelines that connects them to each other and to the generator (see figure 5.2 as
reference).

Regarding the positive rates of the CM associated to the generator (see 6.6 (d)), a high
standard deviation can be seen. The reason of this can be interpreted from figure 6.2. Here,
for both PIC8025 and PI8026 sensors, it can be seen that the normal behavior threshold
include almost all measurements from them with a steep slope but with an abrupt change
near the inferior and superior limits of it that stays almost constant. This means that data
inside the normal behavior threshold is, in general, almost the same in value, but with
some measurements that can be easily miscalassified by the model due to their similarity
to the anomalous behavior data, which explains the high standard deviation regarding the
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Figure 6.4: Reboiler associated sensors TIC8014 and TI8015 CDFs. Subscripts inf and sup
in the plot legend refer to the inferior and superior values respectively of the normal behavior
defined threshold from table 5.1

classification of normal behavior states in the positive rates of it CM (i.e. TPs and FPs).
On the other hand, the M015 pump shows an opposite behavior in its CDF shown in figure
6.3. Here it can be seen a much more soft curve, with values inside the normal behavior
threshold that shows clear difference between each of them. Furthermore, data outside the
threshold (i.e. anomalous) maintains these behavior, showing almost no difference in slope
with normal behavior data. Given this, the model can easily missclassify anomalous data
near the normal threshold as part of it, which can be seen by the high standard deviation
present in the negative rates of its CM (i.e. FNs and TNs).

Looking the CM results for the simple MLP and Random Forest models in table 6.3 it is
clear that the proposed CLM architecture has a better overall accuracy regarding TPs and
TNs, this is, predicting the health state of each component. In general, the worst results are
associated with the simple MLP, presenting a disappointing performance principally in the
predictions of normal health behaviors of the components. This shows that the use of GCNs
can be a promising tool to tackle system-level big data problems using DL. On the other
hand, the Random Forest model showed excellent results regarding the reboiler, condensate
tank and generator, but unsatisfactory ones on the M014 and M015 pumps, presenting highly
inaccurate rates of TNs in both. Furthermore, it is important to see that the three models
struggles performing health diagnosis on the M015 pump, which can be explained by the
analysis presented previously in this section. Also, from figure 5.2, it can be seen that
other pipelines can affect the power output measurements (from sensor M015) in the M015
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Figure 6.5: CLM Confusion Matrix for all available components labels.

proposed CLM MLP Random Forest
TP [%] FP [%] FN [%] TN [%] TP [%] FP [%] FN [%] TN [%] TP [%] FP [%] FN [%] TN [%]

Reboiler Mean 97.5 2.5 2.5 97.5 9.9 90.1 0.1 99.9 100.0 0.0 0.0 100.0
(node 0) std 0.5 0.5 1.2 1.2 29.7 29.7 0.1 0.1 0.0 0.0 0.0 0.0

Condensate tank Mean 98.7 1.3 3.0 97.0 0.0 100.0 0.0 100.0 100.0 0.0 0.0 100.0
(node 1) std 0.7 0.7 0.8 0.8 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

M014 pump Mean 97.9 2.1 1.0 99.0 0.0 100.0 0.0 100.0 84.2 15.8 37.4 62.6
(node 2) std 0.6 0.6 0.8 0.8 0.0 0.0 0.0 0.0 0.3 0.3 0.5 0.5
Generator Mean 82.5 17.5 2.3 97.7 0.0 100.0 0.0 100.0 100.0 0.0 0.0 100.0
(node 3) std 7.9 7.9 1.2 1.2 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

M015 pump Mean 99.5 0.5 38.5 61.5 95.1 4.9 74.8 25.2 76.7 23.3 59.3 40.7
(node 4) std 0.4 0.4 22.7 22.7 0.7 0.7 1.4 1.4 0.2 0.2 0.3 0.3

Table 6.3: Comparison of the proposed CLM model, MLP and RF confusion matrices for
component-level health assessment. In bold: proposed model results. Underlined: best
performance values

pump (presented in orange in the figure), which are not directly monitored by sensors in this
pipeline.

Finally, regarding P −R scores of the simple MLP and Random Forest models (see table
6.4), the proposed CLM architecture shows to be a much more skillful model in general, with
the exception to the F1 score associated to the generator. For The MLP models, again, shows
unsatisfactory scores, showing to be an approach that not only delivers bad classification
accuracy but that is also difficult to optimize tuning hyperparameters directly related to
the dataset, such as balancing class weights or changing the classification threshold. On
the other hand, the Random Forest model shows, again, outstanding results on the reboiler,
condensate tank and generator but disappointing ones on the M014 and M015 pump. The
scores regarding the M014 pump shows that the model had some skillfulness, so further
improvement can be made on them, an scenario that is not applicable to the M015 pump,
where the model presents no skill as shown by its F1, AUC and AP scores.
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(a) (b) (c)

(d) (e)

Figure 6.6: CLM confusion matrices for (a) Reboiler (node 0) (b) Condensate tank (node
1) (c) M014 pump (node 2) (d) Generator (node 3) (e) M015 pump (node 4).

proposed CLM MLP Random Forest
F1 AUC AP F1 AUC AP F1 AUC AP

Reboiler Mean 0.969 0.996 0.996 0.637 0.741 0.484 1.000 1.000 1.000
(node 0) std 0.011 0.002 0.002 0.124 0.091 0.181 0.000 0.000 0.000

Condensate tank Mean 0.970 0.994 0.993 0.436 0.639 0.279 1.000 1.000 1.000
(node 1) std 0.012 0.005 0.005 0.000 0.000 0.000 0.000 0.000 0.000

M014 pump Mean 0.973 0.997 0.997 0.549 0.689 0.378 0.664 0.788 0.784
(node 2) std 0.020 0.002 0.002 0.000 0.000 0.000 0.003 0.001 0.001
Generator Mean 0.365 0.961 0.961 0.065 0.517 0.034 1.000 1.000 1.000
(node 3) std 0.132 0.012 0.010 0.000 0.000 0.000 0.000 0.000 0.000

M015 pump Mean 0.673 0.984 0.985 0.370 0.577 0.545 0.423 0.452 0.419
(node 4) std 0.197 0.008 0.008 0.013 0.003 0.003 0.003 0.003 0.003

Table 6.4: Comparison of the proposed SLM model, MLP and RF precision-recall scores
for component-level health assessment. In bold: proposed model results. Underlined: best
performance values
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6.3 System components relationships module results

The Weighted Relationship Matrix computed from the SCRM architecture is presented in
figure 6.7. The author propose this result as a way of exploding Graph Neural Networks
capabilities on system-level PHM, where not only a direct health diagnosis can be made in
the system and component level (as shown previously in this chapter), but also enabling
an analysis of the relationships between components when the system present an abnormal
behavior. As explained in Chapter 4, the WRM is trained using sensor measurements (in
the form of a feature matrix X) and physical components relationships (in the form of an
adjacency matrix A) regarding only anomalous data. Given this, the WRM is trained to
re-construct the graph that represents the system adjacency matrix in anomalous behavior
scenarios but in a way that is also dependant on the actually available sensors and its mea-
surements. Then, explicit existence of connections represented by 0s and 1s in the original
adjacency matrix are now weighted with respect of the sensor measurements, showing two
phenomenons:

• Previously explicit connections (represented as 1s in A) can now diminish in value,
showing that, even though a real-life physical connection is present between two sets
of two components, the relationship between one set can be less relevant regarding an
anomalous behavior of the system with respect to the other set.
• Using the same reasoning, previously non-existent physical connections between two

components (represented as 0s in A) can augment in value, showing that both are
related in operational terms when the system presents an anomalous behavior.

It is important to notice that the WRM is scaled, so every element in it is comparable
in terms of value. Also, its expected that real-life physical connections between components
presents higher values in the WRM that non-existent ones.

Analyzing the figure 6.7, it can be seen that the M014 pump is the most relevant com-
ponent in terms of monitoring when an anomalous behavior is present on the system. The
connection of the M014 pump with the condensate tank give information (given the value
of 0.55 in the WRM), but its high standard deviation shows that this is not that relevant.
On the other hand, monitoring directly the M014 pump is recommended to perform a better
health assessment of the system. Herewith, the Condensate tank by its own also shows to
be a relevant component for the system health assessment, so the same recommendation is
made. On the other hand, the sub-set reboiler, generator and M015 pump (present as a
triangle graph as it can be seen in figure 5.4 and that will be referred as RGP set) do not
show to have high relevance compared to the previously mentioned components given the
actually available sensors used to monitor them. Given this, and the analysis presented in the
previous section regarding the generator and the M015 pump, it is recommended to monitor
the pipelines that connects the RGP set.

Finally, regarding non-existent connections that augmented in value in a relevant way, it
is of high interest to study the connections between the condensate tank with the generator
and the M015 pump, which both presents a weight value of 0.22. Even though no physical
connections are present between them, these three components are connected to the reboiler,
by pipelines that move fluid that comes out of it. The health assessment of the condensate
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tank is well addressed by the framework as showed in the previous section, so, knowing this
and that there is no sensor measuring of the pipelines between the reboiler and both the
generator and the M015 pump, the same type of sensor is recommended to use to monitor
them, this is, a temperature sensor (as the TI8015 in figure 5.2) of the output fluid of the
reboiler that goes to both components.

Figure 6.7: Weighted relationships matrix.
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Chapter 7

Concluding Remarks

Crucial industries have collected massive amounts of operational data over the last years.
Nowadays, deep learning techniques have taken advantage of this to develop new health-
assessment frameworks in the context of prognostics and health management, focusing mainly
on components and equipment. To expand the capabilities of PHM to system-level health
assessment, new deep learning techniques must be explored, being the recent development
of geometrical deep learning, and in particular, graph neural networks, a promising tool to
tackle this. The use of graphs allows the developing of deep learning models that can take
into account not only the sensor measurements of different locations and/or components of a
system, but also the different relationships (such as physical or operational) between these:
one of the main problems when analyzing the health of a whole system.

To tackle the aforementioned challenge, a graph convolutional neural network based frame-
work is proposed in this work for system-level PHM, delivering information of the health state
of a system in three different levels: system-level health diagnosis, component-level health
diagnosis and quantification of the mutual impact among components when the system be-
have abnormally. Although managing a real-world system dataset, as the chlorine dioxide
generation reboiler system used in this work to validate the proposed framework, can be
done using a graph structure as showed in this thesis. Furthermore, this dataset was not on
the best conditions for immediate use, needing a hard-work preprocessing to label the health
state of not only the system, but also the different components analyzed in it. With this, the
following conclusions about the proposed framework can be made for this work.

First, regarding the system-level module, outstanding results were obtained. In terms of
accuracy, the obtained confusion matrix shows not only high rates of identification of normal
and anomalous behaviors of the system, but also shows to outperform other models such as
a MLP and Random Forest. Furthermore, the use of graph convolutional layers for feature
extraction from the input graph highly improved the performance of an MLP without it.
Concerning P −R scores, the proposed architecture for the SLM shows to be a highly skillful
model for system-level health diagnosis in its own and compared with other techniques.
Nevertheless, a main limitation when this module was studied was the use of a health-state
label based on the reboiler as indicator of an abnormal behavior of the system. Ideally, for
future work in this dataset (or as guideline for system-level diagnosis), system-level labels
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must be developed based on metrics regarding the whole system, such as output flows or
efficiency of production, among others.

Second, regarding the component-level module, the proposed architecture shows high ac-
curacy and P − R scores by itself an compared to other techniques like MLP and Random
Forest. A first benefit is that this module, when trained, delivers an output for the heath
state fo each component, which is not the case of an MLP or Random Forest models, which
needs an independent architecture trained for each system component. Even though the
obtained results where, overall, of high accuracy, the Generator and M015 pump had mis-
direction’s in the true positive (normal behavior) and negative (anomalous behavior) rates
respectively. It was shown that this could be explained by the CDFs of the sensors used
to measure their operation, where not much information variability was visible compared to
other components that were well addressed by the module, such as the reboiler. Given this,
it is recommended to monitor these equipment with different sensors that will also improve
the diagnostic capabilities of the module when the semi-supervised component health state
labeling procedure is done.

Third, regarding the relationships between the different components of the system, it can
be seen that the use of the proposed weighted relationships matrix can give very interesting
insights on the problem. It can be seen that both the M014 pump and condensate tank are the
components that have more impact to the system when an anomalous behavior is observed,
so they should be closely monitored. Furthermore, another interesting result concerns the
impact that appears between the condensate tank and both the generator and M015 pump,
which are not physically connected but share the same intermediate equipment: the reboiler,
so, given the results obtained in the CLM, a sensor is recommended to be used on the pipeline
between the reboiler and both the M015 pump and generator. Lastly, it is important to notice
that an undirected graph was used, so no causality is present on the WRM, which must be
added for a future work on the subject.

Finally, the proposed graph neural network based framework seems as a very promising
tool to tackle system-level PHM on real-world systems as shown in this work. As shown
above, some limitations are found and need to be addressed, so, for future works, the use of
undirected graph methodologies and better labeling techniques will be done.
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