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GREEN’S FUNCTION AND INFINITE-TIME BUBBLING IN THE

CRITICAL NONLINEAR HEAT EQUATION

CARMEN CORTÁZAR, MANUEL DEL PINO, AND MONICA MUSSO

Abstract. Let Ω be a smooth bounded domain in R
n, n ≥ 5. We consider the semilinear

heat equation at the critical Sobolev exponent

ut = ∆u+ u
n+2

n−2 in Ω× (0,∞), u = 0 on ∂Ω× (0,∞).

Let G(x, y) be the Dirichlet Green’s function of −∆ in Ω and H(x, y) its regular part. Let
qj ∈ Ω, j = 1, . . . , k, be points such that the matrix











H(q1, q1) −G(q1, q2) · · · −G(q1, qk)
−G(q1, q2) H(q2, q2) −G(q2, q3) · · · −G(q3, qk)

...
. . .

...
−G(q1, qk) · · · −G(qk−1, qk) H(qk, qk)











is positive definite. For any k ≥ 1 such points indeed exist. We prove the existence of
a positive smooth solution u(x, t) which blows-up by bubbling in infinite time near those
points. More precisely, for large time t, u takes the approximate form

u(x, t) ≈

k
∑

j=1

αn

(

µj(t)

µj(t)2 + |x− ξj(t)|2

)
n−2

2

.

Here ξj(t) → qj and 0 < µj(t) → 0, as t → ∞. We find that µj(t) ∼ t
−

1
n−4 as t → +∞,

when n ≥ 5.

1. Introduction and statement of the main result

Let Ω be a bounded, smooth domain in R
n, n ≥ 3. This paper deals with the asymptotic

behavior of positive, classical and globally defined in time solutions u(x, t) of the critical
semilinear heat equation

ut = ∆u+ u
n+2

n−2 in Ω× (0,∞), (1.1)

u = 0 on ∂Ω× (0,∞)

u(·, 0) = u0 in Ω.

where u0 is a positive, smooth initial datum.

The aim of this paper is to construct solutions which exhibit infinite time blow-up. Problem
(1.1) is a model of parabolic gradient flow for an energy that loses compactness in the form
of bubbling. The energy

E(u) =
1

2

∫

|∇u|2dx − n− 2

2n

∫

|u|
2n
n−2 dx (1.2)

is a Lyapunov functional for (1.1). In fact, for solution u(x, t) of (1.1) we have

d

dt
E(u(·, t)) = −

∫

|ut|2dx
1

http://arxiv.org/abs/1604.07117v1


2 C. CORTÁZAR, M. DEL PINO, AND M. MUSSO

and hence E is strictly decreasing along trajectories of (1.1). Alternatively, (1.1) corresponds
to the formal negative L2-gradient flow for E in H1

0 (Ω).

A special characteristic of the exponent n+2
n−2 in the functional E is the presence of an

asymptotically singular continuum of entire, energy invariant critical points: let us denote

U0(y) = αn

(

1

1 + |y|2
)

n−2

2

, αn = (n(n− 2))
1

n−2 . (1.3)

U0 is a positive solution of

∆U + U
n+2

n−2 = 0 in R
n

In fact all positive entire solutions of this equation are given by the Talenti bubbles

Uµ,ξ(x) = µ−
n−2

2 U0

(

x− ξ

µ

)

= αn

(

µ

µ2 + |x|2
)

n−2

2

. (1.4)

which correspond to the extremals of Sobolev’s embedding [25]. This family is energy invari-
ant: for all µ, ξ,

E(Uµ,ξ) = E(U0) =: Sn > 0. (1.5)

These functions reflect exactly the loss of compactness of the critical Sobolev embedding and
thus of the functional E: in fact, a Palais-Smale sequence un ∈ H1

0 (Ω), namely one along
which E is bounded and ∇E goes to zero must asymptotically be, passing to a subsequence,
of the form

un = u∞ +
∑

i∈I

Uµin,ξin + o(1), (1.6)

for finite set I, a critical point u0 ∈ H1
0 (Ω) of E, and µin → 0, [22]. From Pohozaev’s

identity we must necessarily have u∞ = 0 if the domain is star-shaped. This type of behavior,
sometimes called bubbling is precisely the one expected along sequences t = tn → +∞ for
a solution u(x, t) of (1.1) globally defined in time, in particular for the so-called threshold
solutions which we describe next.

Let ϕ be a positive, smooth function defined in Ω, and uα(x, t) the solution of Problem
(1.1) with initial datum u(x, 0) = αϕ(x). For small α > 0, the effect of the nonlinearity is
negligible, and uα goes uniformly to zero as time goes to infinity. Letting

α∗ = sup{α > 0 / lim
t→∞

‖uα(·, t)‖∞ = 0},

then 0 < α∗ < +∞. Ni, Sacks and Tavantzis, [20] found that uα∗
(x, t) is a well-defined L1-

weak solution of (1.1). Since for large values of α, finite time blow-up is known to happen, uα∗

is a type of solution which loosely speaking lies in the dynamic threshold between solutions
globally defined in time and those that blow-up in finite time. It is known, see Du [10] and
Suzuki [24] that along sequences tn → +∞, un = uα∗

(x, tn) does have (up subsequences) a
bubble resolution of the type (1.6).

Galaktionov and Vázquez [15] found that in the case that Ω = B(0, 1) and the threshold
solution uα∗ is radially symmetric, then no finite time singularities for uα∗(r, t) occur and it
must become unbounded as t→ +∞, thus exhibiting infinite-time blow up. Galaktionov and
King discovered in [14] that this radial blow-up solution does have a bubbling asymptotic
profile as t→ +∞ of the form

uα∗
(r, t) ≈ αn

(

µ(t)

µ(t)2 + r2

)
n−2

2

, r = |x|. (1.7)
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where for n ≥ 5, µ(t) ∼ t−
1

n−4 → 0. For α > α∗ blow-up in finite time of uα∗
(r, t) occurs

while, it goes to zero when α < α∗. Understanding this threshold phenomenon is central in
capturing the global dynamics of Problem (1.1). These solutions are unstable, while intuitively
codimension-one stable in the space of initial conditions containing α∗ϕ.

Nothing seems to be known however on existence of infinite-time bubbling solutions in the
nonradial case, or about their degree of stability. Our main goal in this paper is to build
solutions with single or multiple blow-up points as t → +∞ in problem (1.1) when Ω is
arbitrary and n ≥ 5, providing precise account of their asymptotic form and investigate their
stability.

Our construction unveils the interesting role played by the (elliptic) Green function of the
domain Ω. In what follows we denote by G(x, y) Green’s function for the boundary value
problem

−∆xG(x, y) = cnδ(x − y) in Ω, G(·, y) = 0 on ∂Ω,

where δ(x) is the Dirac mass at the origin and cn is the number such that

−∆xΓ(x) = cnδ(x), Γ(x) =
αn

|x|n−2
, (1.8)

namely cn = (n−2)ωnαn with ωn the surface area of the unit sphere in R
n and αn the number

in (1.7). We let H(x, y) be the regular part of G(x, y) namely the solution of the problem

−∆xH(x, y) = 0 in Ω, H(·, y) = Γ(· − y) in ∂Ω. (1.9)

The diagonal H(x, x) is called the Robin function of Ω. It is well known that it satisfies

H(x, x) → +∞ as dist (x, ∂Ω) → 0. (1.10)

Let q = (q1, . . . , qk) be an array of k distinct points in Ω.

G(q) =











H(q1, q1) −G(q1, q2) · · · −G(q1, qk)
−G(q1, q2) H(q2, q2) −G(q2, q3) · · · −G(q3, qk)

...
. . .

...
−G(q1, qk) · · · −G(qk−1, qk) H(qk, qk)











(1.11)

Our main result states that a global solution to (1.1) which blows-up at exactly k given
points qj exists if q lies in the open region of Ωk where the matrix G(q) is positive definite.

Theorem 1. Assume n ≥ 5. Let q1, · · · , qk be distinct points in Ω such that the matrix G(q)
is positive definite. Then there exist an initial datum u0 and smooth functions ξj(t) → qj and
0 < µj(t) → 0, as t → +∞, j = 1, . . . , k, such that the solution uq of Problem (1.1) has the
form

uq(x, t) =
k
∑

j=1

αn

(

µj(t)

µj(t)2 + |x− ξj(t)|2
)

n−2

2

− µj(t)
n−2

2 H(x, qj) + µj(t)
n−2

2 θ(x, t), (1.12)

where θ(x, t) is bounded, and θ(x, t) → 0 as t → +∞, uniformly away from the points qj. In
addition, for certain positive constants βj depending on q.

µj(t) = βjt
− 1

n−4 (1 + o(1)), ξj(t)− qj = O(t−
2

n−4 ) as t → +∞

Our construction of the solution uq(x, t) in Theorem 1 yields the codimension k-stability
of its bubbling phenomenon in the following sense.
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Corollary 1.1. Let uq be the solution found in Theorem 1. There exists a codimension
k manifold in C1(Ω̄) that contains uq(x, 0) such that if u0 lies in that manifold and it is
sufficiently close to uq(x, 0), then the solution u(x, t) of problem (1.1) has exactly k bubbling
points q̃j, j = 1, . . . , k which lie close to the qj. It has the form (1.12) with q replaced by q̃.

Positive definiteness of G(q) trivially holds if k = 1. For k = 2 this condition holds if and
only if

H(q1, q1)H(q2, q2)−G(q1, q2)
2 > 0,

in particular it does not hold if both points q1 and q2 are too close to a given point in Ω. Given
k > 1, using (1.10), we can always find k points where G(q) is positive definite: it suffices to
take points located at a uniformly positive distance one to each other, and then let them lie
sufficiently close to the boundary.

The role of the matrix G(q) in elliptic bubbling phenomena for perturbations of the sta-
tionary version of (1.1) has been known for a long time, after the works [1, 2]. In particular in
[2] A. Bahri, Y.-Y. Li and O. Rey analyze bubbling solutions for slightly subcritical perturba-
tions, and positivity of the matrix already appears there. To illustrate why in the parabolic
case such a condition is needed, we invoke a computation in [5], that shows that if

u0(x) =

k
∑

j=1

Uµj ,ξj(x)− µ
n−2

2

j H(x, ξj)

with all µj’s small and of comparable order, then

E(u0) = kSn + α
(

k
∑

j=1

µn−2
j H(ξi, ξi)−

∑

i 6=j

G(ξi, ξj)µ
n−2

2

i µ
n−2

2

i

)

+ smaller terms.

Here E is the energy (1.2), Sn is given by (1.5) and α is a positive constant. Since E is
decreasing along the solution of (1.1) then we may only end at the k-bubble energy kSn as
t → ∞ if E(u0) > kSn. If the matrix G(q) is positive definite that fact is guaranteed. A
formal consideration of balancing needed for the functions µj(t) that we carry out in §2 will
also lead us to the necessity of that condition to have a solution of the form (1.12).

The proof consists of building a first approximation to the solution, then solving for a small
remainder by means of linearization and fixed point arguments. In §2 we shall construct the
first approximation of the form (1.12). We shall compute the error and will see that in order to
improve the approximation we need solvability conditions for the elliptic linearized operator
around the bubble. These relations yield a system of ODEs for the scaling parameters, of
which we find a suitable solution. After this has been achieved, we solve the full problem as
a small perturbation by an inner-outer gluing scheme which is described in §3. This method
consists of decomposing the perturbation in the form

∑

j ηj φ̃j+ψ where ηj is a smooth cut-off

function that vanishes away from the concentration point qj. The tuple (φ̃, ψ) will satisfy a
coupled nonlinear system where the operator for ψ is just a small perturbation of the standard
heat operator, and the equation for the φ̃j involves the parabolic linearized equation at the

scale of the bubble. We solve the outer problem for ψ, for a given suitable decaying φ̃ and
derive estimates for it in §4.

A delicate matter is the construction of an inverse of the operator at φ̃j (provided that
certain solvability conditions for the errors hold) so that the solution has a sufficiently fast
decay. We do this in §7. The solvability conditions are achieved after adjusting lower order
terms of the parameters in §5. After this is achieved the coupling gets sufficiently weak so
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that contraction mapping principle applies to finally solve the problem. Arbitrary small initial
data for ψ can be imposed, while the inverse built for the linear operator at φj requires one
linear constraint in the initial condition. This is ultimately the reason for the codimension
k-stability of the bubbling solution found. We prove the main result in §6. The inner-outer
gluing technique has been a very useful tool in finding solutions for singular perturbation
elliptic problems with higher dimensional concentration set, as developed in [8, 7, 9]. We
believe it applies to the construction of bubbling solutions in various parabolic flows where
this critical loss of compactness arises, and in the construction of type II blow up in various
problems. The machinery employed is parabolic in nature, but we believe the inner-outer
gluing principle may be applicable to other evolution problems.

Before proceeding into the proof, we make some further bibliographic comments. Large
literature has been devoted to the more general equation with a power nonlinearity

ut = ∆u+ |u|p−1u,

sometimes called the Fujita equation, after [13]. on asymptotic behavior and finite-time blow-
up. We refer the reader to the book by Quittner and Souplet [21] for a comprehensive survey
of results until 2007. In particular, the role of the Sobolev critical exponent p = n+2

n−2 in
existence and characteristics of blow-up phenomena has been broadly considered, see also
Matano and Merle [18] for a more recent classification of radial blow-up and supercritical
powers and Schweyer [23] for a construction of radial type-II blow-up in the critical case. In
most results available of construction of solutions radial symmetry is a central feature. Our
main result shares the flavor of that by Merle and Zaag [19], where multiple-point, finite time
type I blow-up and its stability was found in the subcritical case. We point out that the
corresponding energy-critical wave equation,

utt = ∆u+ |u|
4

n−2u

and the role of the Talenti bubbles (1.4) in its dynamics, in particular bubbling blow-up has
been the subject of many studies. See for instance [11, 16, 17].

A natural question is whether or not there exist solutions with multiple bubbling, namely
with the form of a superposition of bubbles of different rates around a given point. From a
result by Schoen, this is not possible in the slightly subcritical stationary version of (1.1), see
[2]. We believe this is also the case in (1.1) as t → +∞. On the other hand when t → −∞,
ancient solutions with this pattern may exist. This is indeed the case for the conformally
invariant variation of (1.1), the Yamabe flow in R

n,

(u
n+2

n−2 )t = ∆u+ u
n+2

n−2 in R
n × (−∞, 0].

corresponding to the conformal evolution of metrics by scalar curvature. It has been proven
in [3] that there exist radially symmetric “ancient towers of bubbles”. In the elliptic case they
appear at slightly supercritical powers, see [4].

2. Construction of the approximate solution and error computations

We consider the Talenti bubbles (1.4) which we recall are given by

U(y) = αn

(

1

1 + |y|2
)

n−2

2

, αn = (n(n− 2))
n−2

4 , (2.1)

and

Uµ,ξ(x) = µ−
n−2

2 U

(

x− ξ

µ

)

, µ > 0, ξ ∈ R
n.
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Given k points q1, . . . , qk ∈ R
n, we want to find a solution u(x, t) of equation (1.1) with the

approximate form

u(x, t) ≈
k
∑

j=1

Uµj(t),ξj(t)(x) (2.2)

where ξj(t) → qj and µj(t) → 0 as t → ∞ for each j = 1, . . . , k. The functions ξj and µj
cannot of course be arbitrary. We make an ansatz for these parameters. To begin with, we
assume that the vanishing speed of all functions µj(t) is the same. More precisely, we assume
that for a certain fixed positive function µ0(t) → 0 and positive constants b1, . . . , bk we have
that

µj(t) = bjµ0(t) +O(µ20(t)) as t→ ∞.

At the same time we assume that

ξj(t)− qj = O(µ20(t)) as t→ ∞.

Since the right hand side of expression (2.2) does not satisfy the zero boundary condition,
we shall first identify a correction term which is consistent with this ansatz. Then we will
determine what the functions µ0(t) and the constants bj should be. Since, away from the
concentration points qj the functions Uµj ,ξj are uniformly small, we see that ut should ap-
proximately satisfy

ut ≈ ∆u+

k
∑

j=1

Uµj ,q(x)
p

Besides, we see that
∫

Ω
Uµj ,q(x)

pdx ≈ µ
n−2

2

j an, an :=

∫

Rn

U(y)pdy,

and hence away from the points qj the equation should be well approximated by

ut ≈ ∆u+ cnµ
n−2

2

0

k
∑

j=1

b
n−2

2

j δqj in Ω× (0,∞).

where δq is the Dirac mass at the point q. Letting u = µ
n−2

2

0 v we get

vt ≈ ∆v − n− 2

2
µ−1
0 µ̇0v + cn

k
∑

j=1

b
n−2

2

j δqj in Ω× (0,∞).

where {̇} = d
dt
. We assume, as it will be a priori satisfied that µ−1

0 µ̇0 → 0, which is the case
for instance if µ0 ∼ t−a. Hence

vt ≈ ∆v + an

k
∑

j=1

b
n−2

2

j δqj in Ω× (0,∞),

v = 0 on ∂Ω× (0,∞).

This tells us that away from the points qj we should have

v(x, t) ≈ an

k
∑

j=1

b
n−2

2

j G(x, qj),
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in other words

u(x, t) ≈
k
∑

j=1

αnµ
n−2

2

j

|x− qj|n−2
− µ

n−2

2

j H(x, qj).

Observing that for x away from the point qj, we precisely have

Uµj ,ξj(x) ≈
αnµ

n−2

2

j

|x− qj|n−2

we see that a better global approximation to a solution u(x, t) to our problem is given by the
corrected k-bubble

uξ,µ(x, t) :=

k
∑

j=1

uj(x, t), uj(x, t) := Uµj ,ξj(x)− µ
n−2

2

j H(x, qj). (2.3)

We have obtained this correction term out of a rough analysis to what is happening away
from the blow-up points. Let us now analyze the region near them. That will allow us to
identify the function µ0(t) and the constants bj . It is convenient to write

S(u) := −ut +∆xu+ up.

We consider the error of approximation S(u0). We have

S(uµ,ξ) = −
k
∑

i=1

∂tui +

(

k
∑

i=1

ui

)p

−
k
∑

i=1

Upµi,ξi .

We obtain the following estimate near a given concentration point qj, from where the formal
asymptotic derivation of the unknown parameters will be a rather direct consequence.

Lemma 2.1. Let us fix an index j and consider x with |x − qj| ≤ 1
2 mini 6=l |qi − ql|. Then

setting x = ξj + µjyj, we have that for all t large, the error of approximation S(uµ,ξ) can be
estimated as

S(uµ,ξ) = µ
−n+2

2

j

(

µjE0j[µ, µ̇j ] + µjE1j [µ, ξ̇j] + Rj

)

where

E0j [µ, µ̇j] = pU(yj)
p−1
[

− µn−3
j H(qj, qj) +

∑

i 6=j

µ
n−4

2

j µ
n−2

2

i G(qj , qi)
]

+ µ̇jZn+1(yj),

E1j [µ, ξ̇j ] = pU(yj)
p−1
[

− µn−2
j ∇xH(qj, qj) +

∑

i 6=j

µ
n−2

2

j µ
n−2

2

i ∇xG(qj , qi)
]

· yj + ξ̇j · ∇U(yj),

and

Rj =
µn0g

1 + |yj|2
+

µn−2
0 ~g

1 + |yj|4
· (ξj − qj) + µn+2

0 f + µn−1
0

k
∑

i=1

µ̇ifi + µn0

k
∑

i=1

ξ̇i · ~fi (2.4)

where the functions f, fi, ~fi are smooth, bounded functions of the tuple (y, µ−1
0 µ, ξ, µjyj), and

g,~g of (y, µ−1
0 µ, ξ). Furthermore,

Zn+1(y) :=
n− 2

2
U(y) +∇U(y) · y.
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Proof. We write

uµ,ξ(x, t) =

k
∑

i=1

µ
−n−2

2

i U(yi)− µ
n−2

2

i H(x, qi), yi =
x− ξi
µi

.

and

S(uµ,ξ) = S1 + S2

where

S1 :=
k
∑

i=1

µ
−n

2

i ξ̇i · ∇U(yi) + µ
−n

2

i µ̇iZn+1(yi) +
n− 2

2
µ

n−4

2

i µ̇iH(x, qi), (2.5)

and

S2 :=

(

k
∑

i=1

µ
−n−2

2

i U(yi)− µ
n−2

2

i H(x, qi)

)p

−
k
∑

i=1

µ
−n+2

2

i U(yi)
p. (2.6)

We further write

S2 = S21 + S22

where

S21 := µ
−n+2

2

j [ (U(yj) + Θj)
p − U(yj)

p] , S22 := −
k
∑

i 6=j

µ
−n+2

2

i U(yi)
p,

with

Θj = −µn−2
j H(x, qj) +

∑

i 6=j

(

µjµ
−1
i

)
n−2

2 U(yi)− (µjµi)
n−2

2 H(x, qi). (2.7)

We observe that |Θj | . µn−2
0 uniformly in small δ. Hence in particular we may assume

U(yj)
−1|Θj| < 1

2 in the considered region. We can therefore Taylor expand

S21 = µ
−n+2

2

j

[

pU(yj)
p−1Θj + p(p− 1)

∫ 1

0
(1− s)(U(yj) + sΘj)

p−2dsΘ2
j

]

We make some further expansion. We have, for i 6= j,

U(yi) = U

(

µjyj + ξj − ξi
µi

)

=
αnµ

n−2
i

(|µjyj + ξj − ξi|2 + µ2i )
n−2

2

=
αnµ

n−2
i

|µjyj + xj − xi|n−2
+ µni f(ξ, µ, µjyj)

where f is smooth in its arguments and f(q, 0, 0) = 0. Then we can write

Θj = −µn−2
j H(xj + µjyj, qj) +

∑

i 6=j

(µiµj)
n−2

2 G(xj + µjyj, qi) + µni f(ξ, µ, µjyj).
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Further expanding, we get

Θj = − µn−2
j H(qj, qj) +

∑

i 6=j

(µiµj)
n−2

2 G(qj , qi) + µni f(ξ, µ, µjyj)

+
[

− µn−2
j ∇xH(qj , qj) +

∑

i 6=j

(µiµj)
n−2

2 ∇xG(qj , qi)
]

· (µjyj + ξj − qj)

+

∫ 1

0

{

− µn−2
j D2

xH(qj + s(ξj − qj + µjyj), qj)

+
∑

i 6=j

(µiµj)
n−2

2 D2
xG(qj + s(ξj − qj + µjyj), qi)

}

[ξj − qj + µjyj]
2(1− s) ds .

We conclude that

Θj = − µn−2
j H(qj , qj) +

∑

i 6=j

(µiµj)
n−2

2 G(qj , qi)

+
[

− µn−1
j ∇xH(qj, qj) +

∑

i 6=j

µ
n
2

j µ
n−2

2

i ∇xG(qj , qi)
]

· yj

+ µn−2
0 (ξj − qj) · f(ξ, µjyj, µ−1

0 µ) + µn0F (ξ, µjyj, µ
−1
0 µ)[yj ]

2

where f anf F are smooth in its arguments, and bounded. On the other hand,

S22 := −
k
∑

i 6=j

µ
−n+2

2

i U(yi)
p = −

k
∑

i 6=j

αpnµ
n+2

2

i

|qj − qi|n+2
+ µ

n+2

2

i fi(ξ, µ, µjyj)

so that

S22 := µ
n+2

2

0 f(ξ, µ−1
0 µ, µjyj)

where f is smooth in its arguments and fi(q, 0, 0) = 0.

We also decompose S1 = S11 + S12 where

S11 = µ
−n

2

j ξ̇j · ∇U(yj) + µ
−n

2

j µ̇jZn+1(yj),

S12 =
∑

i 6=j

µ
−n

2

i ξ̇i · ∇U(yi) + µ
−n

2

i µ̇iZn+1(yi) +

k
∑

i=1

n− 2

2
µ

n−4

2

i µ̇iH(x, qi)

We can write

S12 =
∑

i 6=j

αnµ
n
2
−1

i ξ̇i ·
[

qi − qj
|qi − qj|n

+ ~fi(ξ, µ, µjy)

]

+ µ
n−4

2

i µ̇i

[

cn
|qi − qj|n−2

+ fi(ξ, µ, µjy)

]

+

k
∑

i=1

µ
n−4

2

i µ̇i[H(qj , qi) + fi(µjy, ξ)]

where ~fi are smooth in their arguments vanishing in the limit. In total we can write

S12 = µ
n−4

2

0

k
∑

i=1

µ̇ifi0(µ
−1
0 µ, ξ, µjy) + µ

n−2

2

0

k
∑

i=1

ξ̇i · ~fi1(µ−1
0 µ, ξ, µjy)

for functions fi0, ~fi1 smooth in their arguments. This concludes the proof of the Lemma. �
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On the other hand, in the region |x− qi| > δ for any i = 1, . . . , k, we can describe the error
function S(uµ,ξ) as follows

S(uµ,ξ)(x, t) = µ
n−4

2

0

k
∑

j=1

λ̇jfj + µ
n−2

2

0

k
∑

j=1

ξ̇j · ~fj + µ
n+2

2

0 f (2.8)

where fj, ~fj, f are smooth and bounded functions of (x, µ−1
0 µ, ξ). This fact is a direct

consequence of (2.5) and (2.6).

The choice of the parameters at main order and improvement of the approxima-

tion. We are looking for a solution of our equation of the form

u(x, t) = uµ,ξ(x, t) + φ̃(x, t)

where φ̃ is globally small compared with uµ,ξ. In terms of φ̃ the equation reads

0 = S(uµ,ξ + φ̃) = −∂tφ̃+∆xφ̃+ pup−1
µ,ξ φ̃+ S(uµ,ξ) + Ñµ,ξ(φ̃)

where

Ñµ,ξ(φ̃) = (uµ,ξ + φ̃)p − upµ,ξ − pup−1
µ,ξ φ̃.

It is reasonable to read locally around qj the function φ̃(x, t) in terms of the same scaling as
that of uµ,ξ. We write

φ̃(x, t) = µ
−n−2

2

j φ

(

x− ξj
µj

, t

)

In this terms the equation for φ(y, t) becomes

0 = µ
n+2

2

j S(uµ,ξ + φ̃) = ∆yφ+ pU(y)p−1φ+ µ
n+2

2

j S(uµ,ξ) +A[φ] (2.9)

where

A[φ] = −µ2j∂tφ+ µjµ̇j[
n− 2

2
φ+ y · ∇yφ] +∇φ · ξ̇j + [p(U(y) + Θj)

p−1 − pU(y)p−1]φ

+ (U(y) + Θj + φ)p − (U(y) + Θj)
p − p(U(y) + Θj)

p−1φ (2.10)

and Θj is the function in (2.7). It is reasonable to assume that φ(y, t) decays in the y variable
and that for large t the terms in A(φ) are comparatively small. Considering the largest term

E0 in the expansion of the error µ
n+2

2

j S(uµ,ξ) in the previous lemma we find that φ(y, t) should

equal at main order a solution φ0j(y, t) of the elliptic equation

∆yφ0j + pUp−1φ0j = −µ0jE0j [µ, µ̇j ] in R
n, φ0(y, t) → 0 as |y| → ∞. (2.11)

At this point we recall some standard facts on a linear equation of the form

L0(ψ) := ∆yψ + pUp−1ψ = h(y) in R
n, ψ(y) → 0 as |y| → ∞. (2.12)

It is well known that all bounded solutions of the equation L0(ψ) = 0 in R
n consist of linear

combinations of the functions Z1, . . . , Zn+1 defined as

Zi(y) :=
∂U

∂yi
(y), i = 1, . . . , n, Zn+1(y) :=

n− 2

2
U(y) + y · ∇U(y), (2.13)

and that problem (2.12) is solvable for a function h(y) = O(|y|−m), m > 2, if and only if
∫

Rn

h(y)Zi(y) dy = 0 for all i = 1, . . . , n + 1.
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Since n ≥ 5, the necessary and sufficient condition for the existence of φ0j solving (2.11) is
∫

Rn

E0j [µ, µ̇j ](y, t)Zn+1(y) dy = 0. (2.14)

We compute
∫

Rn

E0j[µ, µ̇j ](y, t)Zn+1(y) dy = c1

[

µn−3
j H(qj, qj)−

∑

i 6=j

µ
n−4

2

j µ
n−2

2

i G(qi, qj)
]

+ c2 µ̇j , (2.15)

where c1 and c2 are the positive constants given by

c1 = −p
∫

Rn

Up−1Zn+1 =
n− 2

2

∫

Rn

Up, c2 =

∫

Rn

|Zn+1|2. (2.16)

We observe that c2 < +∞ thanks to the assumed fact n ≥ 5. Relations (2.14) for j = 1, . . . , k
define a nonlinear system of ODEs for which a solution can be found as follows: we write

µj(t) = bjµ0(t)

and arrive at the relations

bn−2
j H(qj, qj)−

∑

i 6=j

(bibj)
n−2

2 G(qi, qj) + c2c
−1
1 b2jµ

3−n
0 µ̇0(t) = 0 for all j = 1, . . . , k,

so that µ3−n0 µ̇0(t) should equal a constant, which is necessarily negative since µ0 decays to
zero. This constant can be scaled out, hence it can be chosen arbitrarily to the expense of
changing accordingly the values bi. We impose

µ̇0 = −2c1c
−1
2

n− 2
µn−3
0 , (2.17)

which yields after a suitable translation of time,

µ0(t) = γnt
− 1

n−4 , γn = (2−1(n− 4)−1(n− 2)c−1
1 c2)

1

n−4 (2.18)

and therefore the positive constants bj (in case they exist) must solve the nonlinear system
of equations

bn−3
j H(qj, qj)−

∑

i 6=j

b
n−2

2

i b
n−2

2
−1

j G(qi, qj) =
2bj
n− 2

for all j = 1, . . . , k. (2.19)

We make the following claim: System (2.19) has a solution (which is unique) if and only if
the matrix

G(q) =











H(q1, q1) −G(q1, q2) · · · −G(q1, qk)
−G(q1, q2) H(q2, q2) −G(q2, q3) · · · −G(q3, qk)

...
. . .

...
−G(q1, qk) · · · −G(qk−1, qk) H(qk, qk)











(2.20)

is positive definite.
This system (2.19) is variational. Indeed, it is equivalent to ∇bI(b) = 0 where

I(b) :=
1

n− 2





k
∑

j=1

bn−2
j H(qj, qj)−

∑

i 6=j

b
n−2

2

i b
n−2

2

j G(qi, qj)−
k
∑

j=1

b2j




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Writing Λj = b
n−2

2

j the functional becomes

(n− 2) I(b) = Ĩ(Λ) =
k
∑

j=1

H(qj, qj)Λ
2
j −

∑

i 6=j

G(qi, qj)ΛiΛj −
k
∑

j=1

Λ
4

n−2

j .

Let us assume that the matrix G(q) is positive definite. Then the functional Ĩ(Λ) is strictly
convex. It clearly has a global minimizer with all components positive. This yields the
existence of a unique critical point b of I(b) with positive components. Reciprocally, let

us assume that Ĩ has a critical point Λ. Indeed, if γ1 is the least eigenvalue of G(q), with
eigenvector v = (v1, . . . , vk), then its variational characterization implies that it can be chosen

with all its components non-negative. Since ∂tĨ(Λ + tv)|t=0 = 0, we obtain

4

n− 2

k
∑

i=1

Λ
4

n−2
−1

i vi = γ1

k
∑

i=1

viΛi,

and hence γ1 > 0, so that G(q) is positive definite.
Since the matrix D2I(b) is positive definite, we denote by 2

n−2 σ̄j , j = 1, . . . , k, its positive
eigenvalues and w̄1, . . . , w̄k the corresponding eigenvectors. Thus, there exists σ̄ > 0 so that

D2I(b) =
2

n− 2

(

P Tdiag(σ̄1, . . . , σ̄k)P
)

, with σ̄j ≥ σ̄, (2.21)

where P is the k × k matrix defined by P = [w̄1 | . . . | w̄k]. This fact will be useful in the
sequel.

In what follows we fix the function µ0(t) and the constants bj as in (2.18) and (2.19). We
also write

µ̄0 = (µ01, . . . , µ0k) = (b1µ0, . . . , bkµ0) (2.22)

where µ0 = µ0(t) is defined in (2.17) and bj are the positive constants defined in (2.19). Let
Φj be the unique solution of (2.11) for µ = µ̄0. Thus Φj solves

∆Φj + pU(y)p−1Φj = −µ0jE0j [µ̄0, µ̇0j ], Φj(y, t) → 0 as y → ∞. (2.23)

From the choice of the parameters µ0, bj we have

µ0jE0j [µ̄0, µ̇0j ] = −γjµ0(t)n−2 q0(y) (2.24)

where γj is a positive constant and

q0(y) := pUp−1(y)c2 + c1Zn+1(y),

so that
∫

Rn q0(y)Zn+1(y) dy = 0 .

Problem (2.23) has a radially symmetric solution which we can describe from the variation

of parameters formula as follows. Let Z̃n+1(r) so that L0(Z̃n+1) = 0 with

Z̃n+1(r) ∼ r2−n as r → 0, Z̃n+1(r) ∼ 1 as r → ∞,

and the radial solution p0 = p0(|y|) of L0(p0) = q0 described as

p0(r) = cZn+1(r)

∫ r

0
Z̃n+1(s)q0(s)s

n−1 ds− cZ̃n+1(r)

∫ r

0
Zn+1(s)q0(s)s

n−1 ds.

Observe that p0 satisfies

p0(|y|) = O(|y|−2) as |y| → ∞. (2.25)
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Then a solution Φj(y, t) to (2.23) is simply given by the function

Φj(y, t) = γjµ0(t)
n−2p0(y).

This leads us to the following corrected approximation,

u∗µ,ξ(x, t) := uµ,ξ(x, t) + Φ̃(x, t), (2.26)

where

Φ̃(x, t) :=

k
∑

j=1

µ
−n−2

2

j Φj

(

x− ξj
µj

, t

)

The space decay of the functions Φj makes the size of Φ̃ µ20-times smaller than that of uµ,ξ
when measured far away from the qj’s. Therefore its addition to uµ,ξ does not modify the size
of the error there. A direct consequence of (2.8) and (2.25) is that, in the region |x− qi| > δ
for any i = 1, . . . , k, we can describe the error function S(u∗µ,ξ) as follows

S(u∗µ,ξ)(x, t) = µ
n−4

2

0

k
∑

j=1

λ̇jfj + µ
n−2

2

0

k
∑

j=1

ξ̇j · ~fj + µ
n+2

2

0 f (2.27)

where fj, ~fj, f are smooth and bounded functions of (x, µ−1
0 µ, ξ).

Instead, near each of the points qj, the leading term Φj(y, t) of Φ̃ eliminates the term of size

comparable to µn−2
0 at the expense of creating new smaller order terms. Using the notation

yj =
x−ξj
µj

, the new error of approximation S(u∗µ,ξ) is

S(u∗µ,ξ) = S(uµ,ξ)−
k
∑

j=1

µ
−n+2

2

j µ0jE0j [µ̄0, µ̇0j ] (2.28)

+

k
∑

j=1

µ
−n+2

2

j

{

µ2j∂tΦj(yj, t)− µjµ̇j[
n− 2

2
Φj(yj, t) +∇Φj(yj, t) · yj ] +∇Φj(yj, t) · µj ξ̇j

}

+ (uµ,ξ + Φ̃)p − upµ,ξ − p

k
∑

j=1

µ
−n+2

2

j U(yj)
p−1Φj(yj, t).

Using formula (2.9), we find that for a given fixed j and |x− qj| ≤ δ, the error S(u∗µ,ξ) has
the form

µ
n+2

2

j S(u∗µ,ξ) = µ
n+2

2

j S(uµ,ξ)− µ0jE0j [µ̄0, µ̇0j ] +Aj(y), (2.29)

and, after some computation we estimate for f and g smooth and bounded,

Aj = µn+4
0 f(µ−1

0 µ, ξ, µjy) +
µ2n−4
0

1 + |yj|2
g(µ−1

0 µ, ξ, µjy), yj =
x− ξj
µj

. (2.30)

In what follows we set

µ(t) = µ̄0(t) + λ(t), with λ(t) = (λ1(t), . . . , λk(t)), (2.31)

and µ̄0 defined in (2.22). In the notation of Lemma 2.1, we then get from (2.9) and (2.30),

S(u∗ξ,µ) = µ
−n+2

2

j

{

µ0j(E0j [µ, µ̇j]− E0j [µ̄0, µ̇0j ]) + λjE0j [µ, µ̇j ]

+ µjE1j [µ, ξ̇j ] + Rj +Aj
}

.
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Let us estimate E0j [µ, µ̇j ]− E0j [µ̄0, µ̇0j ]. Recall that

E0j [µ, µ̇j ] = µ̇j Zn+1(y) + pU(y)p−1
[

− µn−3
j H(qj, qj) +

∑

i 6=j

µ
n−2

2
−1

j µ
n−2

2

i G(qi, qj)
]

.

We find

E0j(µ̄0 + λ, bj µ̇0 + λ̇j)− E0j(µ̄0, bjµ̇0)

= λ̇j Zn+1(y)− µn−4
0 pU(y)p−1

[

k
∑

i=1

Mijλi +
k
∑

i,l=1

fijl(µ
−1
0 λ)λiλl

]

.

for smooth functions fijl, where the Mij are the positive constants

Mjj = (n− 3)bn−4
j H(qj, qj)−

n− 4

2

∑

i 6=j

b
n−6

2

j b
n−2

2

i G(qi, qj)

and for i 6= j

Mij = −n− 2

2
b
n−4

2

j b
n−4

2

i G(qi, qj).

We claim that the k× k symmetric matrix M =Mij is positive definite. In fact, by definition
M = D2I0(b), where

I0(b) :=
1

n− 2





k
∑

j=1

bn−2
j H(qj, qj)−

∑

i 6=j

b
n−2

2

i b
n−2

2

j G(qi, qj)



 .

From the definition of the numbers bj in (2.19) we have

M = D2I0(b) = D2I(b) +
2

n− 2
Ik =

2

n− 2

(

P T diag(1 + σ̄1, . . . , 1 + σ̄k)P
)

(2.32)

where we use the notation introduced in (2.21). Therefore, M is positive definite and there
exists σ̄ > 0 so that its eigenvalues

eigenvalues of M ≥ 2

n− 2
(1 + σ̄), for all j = 1, . . . , k. (2.33)

Let us now estimate λj E0j [µ, µ̇j ]. We have

λjE0j [µ, µ̇j] = λj bj



µ̇0Zn+1 + pUp−1µn−3
0



−bn−2
j H(qj , qj) +

∑

i 6=j

(bibj)
n−2

2 G(qi, qj)









+λjλ̇j Zn+1(y)− µn−4
0 pU(y)p−1

k
∑

i,l=1

fijl(µ
−1
0 λ, q)λiλl

for smooth functions fijl.
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Total expansion of the error. We have the validity of the following expansion for the error
of approximation S(u∗µ,ξ).

Lemma 2.2. Let us fix an index j and consider x with |x − qj| ≤ 1
2 mini 6=l |qi − ql|. Let

µ = µ̄0 + λ defined as in (2.31) and assume that |λ(t)| ≤ µ0(t)
1+σ for some 0 < σ < σ̄, with

σ̄ defined in (2.33). Then setting x = ξj + µjyj, we have that for all t large, the error of
approximation S(u∗µ,ξ) can be estimated as

S(u∗µ,ξ) =
k
∑

j=1

µ
−n+2

2

j

{

µ0j λ̇j Zn+1(yj) − µ0jµ
n−4
0 pU(yj)

p−1
k
∑

i=1

Mijλi

+ µj ξ̇j · ∇U(yj) + pU(yj)
p−1
[

− µn−2
j ∇xH(qj, qj) +

∑

i 6=j

µ
n−2

2

j µ
n−2

2

i ∇xG(qj , qi)
]

· yj
}

+

k
∑

j=1

µ
−n+2

2

j λj bj



µ̇0Zn+1 + pUp−1µn−3
0



−bn−2
j H(qj , qj) +

∑

i 6=j

(bibj)
n−2

2 G(qi, qj)









+ µ
−n+2

2

0

[

k
∑

j=1

µn0gj
1 + |yj|2

+

k
∑

j=1

µn−2
0 ~gj

1 + |yj|4
· (ξj − qj) +

k
∑

j=1

µn−2
0 gj

1 + |yj|4
λj

+ µn−4
0

k
∑

i,j,l=1

U(yj)
p−1fijlλiλl +

k
∑

i,j,l=1

fijl
1 + |yj|n−2

λiλ̇l

+ µn+2
0 f + µn−1

0

k
∑

i=1

λ̇ifi + µn0

k
∑

i=1

ξ̇i · ~fi
]

,

where ~fi, fi, f, fijl are smooth, bounded functions of the argument (µ−1
0 µ, ξ, x), and gj, ~gj of

(µ−1
0 µ, ξ, yj).

3. The inner-outer gluing procedure

Let t0 > 0, and consider the Problem

∂tu = ∆u+ up in Ω× [t0,∞), u = 0 on ∂Ω× [t0,∞). (3.1)

Our purpose is to construct a global unbounded solution to (3.1), provided that t0 is sufficiently
large. This produces a solution u(x, t) = u(x, t− t0) to Problem (1.1).

We solve Problem (3.1) with u of the form

u = u∗µ,ξ + φ̃, (3.2)

where φ̃(x, t) is a smaller term.

We construct the function φ̃ by means of what we call the inner-outer gluing procedure,
which has been applied in other contexts, but all related to elliptic problems. This time the
procedure is used to find solutions of a parabolic problem.

This procedure consists in writing

φ̃(x, t) = ψ(x, t) + φin(x, t) where φin(x, t) :=
k
∑

j=1

ηj,R(x, t)φ̃j(x, t) (3.3)
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with

φ̃j(x, t) := µ
−n−2

2

0j φj

(

x− ξj
µ0j

, t

)

, µ0j(t) = bjµ0(t) (3.4)

and

ηj,R(x, t) = η

(

x− ξj
Rµ0j

)

. (3.5)

Here η(s) is a smooth cut-off function with η(s) = 1 for s < 1 and = 0 for s > 2. The number
R is a sufficiently large number, independent of t, that for convenience we take as

R = tρ0, with 0 < ρ <
n− 2

2(n− 4)
. (3.6)

In terms of φ̃, Problem (3.1) reads as

∂tφ̃ = ∆φ̃+p(u∗µ,ξ)
p−1φ̃+Ñ(φ̃)+S(u∗µ,ξ) in Ω×[t0,∞), φ̃ = −u∗µ,ξ on ∂Ω×[t0,∞), (3.7)

where

Ñµ,ξ(φ̃) = (u∗µ,ξ + φ̃)p − (u∗µ,ξ)
p − p(u∗µ,ξ)

p−1φ̃, S(u∗µ,ξ) = −∂tu∗µ,ξ +∆u∗µ,ξ + (u∗µ,ξ)
p.

In the notation of Lemma 2.2 we decompose

S(u∗µ,ξ) =

k
∑

j=1

Sµ,ξ,j + S
(2)
µ,ξ (3.8)

where, for yj =
x−ξj
µj

,

Sµ,ξ,j = µ
−n+2

2

j

{

µ0j

[

λ̇j Zn+1(yj) − µn−4
0 pU(yj)

p−1
k
∑

i=1

Mijλi

]

(3.9)

+ λj bj



µ̇0Zn+1(yj) + pUp−1(yj)µ
n−3
0



−bn−2
j H(qj, qj) +

∑

i 6=j

(bibj)
n−2

2 G(qi, qj)









+ µj



ξ̇j · ∇U(yj) + pU(yj)
p−1
[

− µn−2
j ∇xH(qj, qj) +

∑

i 6=j

µ
n−2

2

j µ
n−2

2

i ∇xG(qj , qi)
]

· yj





}

.

Let

Vµ,ξ = p
k
∑

j=1

((u∗µ,ξ)
p−1 − (µ

−n−2

2

j U(
x− ξj
µj

))p−1)ηj,R + p
(

1−
k
∑

j=1

ηj,R
)

(u∗µ,ξ)
p−1. (3.10)

A main observation we make is that φ̃ solves Problem (3.7) if the tuple (ψ, φ) where φ =
(φ1, . . . , φk) solves the following system:

∂tψ = ∆ψ + Vµ,ξψ +

k
∑

j=1

[2∇ηj,R∇xφ̃j + φ̃j(∆x − ∂t)ηj,R] + Ñµ,ξ(φ̃) + Soµ,ξ in Ω× [t0,∞),

ψ = −u∗µ,ξ on ∂Ω× [t0,∞), (3.11)

where

Soµ,ξ = S
(2)
µ,ξ +

k
∑

j=1

(1− ηj,R)Sµ,ξ,j, (3.12)
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and for all j = 1, . . . , k,

∂tφ̃j = ∆φ̃j + pUp−1
j φ̃j + pUp−1

j ψ + Sµ,ξ,j in B2Rµ0j (ξj)× [t0,∞). (3.13)

Let us rewrite (3.13) in terms of φj(y, t), y ∈ B2R(0), see (3.4). The equations become, for
j = 1, . . . , k

µ20j∂tφj =∆yφj + pU(y)p−1φj + µ
n+2

2

0j Sµ,ξ,j(ξj + µ0jy, t) (3.14)

+ pµ
n−2

2

0j

µ20j
µ2j

Up−1(
µ0j
µj

y)ψ(ξj + µ0jy, t) +Bj [φj ] +B0
j [φj ]

where

Bj [φj ] := µ0j µ̇0j(
n− 2

2
φj + y · ∇yφj) + µ0j∇φj · ξ̇j (3.15)

and

B0
j [φj ] := p

[

Up−1

(

µ0j
µj

y

)

− Up−1(y)

]

φj + p [
µ20j
µ2j

− 1]Up−1

(

µ0j
µj

y

)

φj (3.16)

We call (3.11) the outer problem and (3.14) the inner problem(s) .

We proceed as follows. For given parameters λ, ξ, λ̇, ξ̇ and functions φj fixed in a suitable
range, we solve for ψ Problem (3.11). Indeed, we can solve (3.11) for any small and smooth

initial condition ψ0(x), in the form of a (nonlocal) operator ψ = Ψ(λ, ξ, λ̇, ξ̇, φ). This is done
in full details in Section 4.

We then replace this ψ in equations (3.14). Let us explain formally how we solve (3.14).
Recall that the ellitpic linear operator L0(φ) := ∆φ+ pUp−1(y)φ has an n+1 dimensional

kernel generated by the bounded functions

Zi(y) =
∂U

∂yi
, i = 1, . . . , n, Zn+1(y) =

n− 2

2
U(y) +∇U(y) · y.

If we consider the model problem for (3.14), in which now we do not neglect the term corre-
sponding to time derivative, and we consider it on the whole R

n

µ20j∂tφ = L0(φ) + E(y, t), (3.17)

we observe that µ20j∂tφ = L0(φ) when φ is any linear combination of the functions Zi(y),

i = 1, . . . , n, n+ 1. This fact suggests that solvability of (3.17) depends on whether the right
hand side E(y, t) does have component in the directions spanned by the Zi(y)’s. In other
words, one expects solvability for (3.17) provided that some orthogonality conditions like

∫

E(y, t)Zi(y) dy = 0, i = 1, . . . , n+ 1, ∀t > t0

are fullfilled. Since we have k of these conditions, for any j = 1, . . . , k in (3.14), they take the
form of a nonlinear, nonlocal system of (n + 1)k ODEs in the (n + 1)k parameter functions
λ1, . . . , λk and ξ1, . . . , ξk. It is at this point that we choose the parameters λ and ξ (as
functions of the given φ) in such a way that these orthogonality (or solvability) conditions are
satisfied. This is done in Section 5.

Another well known fact about the ellitpic linear operator L0(φ) is that L0 has a positive
radially symmetric bounded eigenfunction Z0 associated to the only negative eigenvalue λ0
to the problem

L0(φ) + λφ = 0, φ ∈ L∞(Rn). (3.18)
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Furthermore, λ0 is simple and Z0 decays like

Z0(y) ∼ |y|−n−1

2 e−
√

|λ0| |y| as |y| → ∞.

Let e(t) :=
∫

Rn φ(y, t)Z0(y) dy, the projection of φ(y, t) in the direction Z0(y). Then, inte-

grating equation (3.17) in R
n, using that µ0j(t)

2 = b2j t
− 2

n−4 we get

bjt
− 2

n−2 ė(t)− λ0e(t) = f(t) := (

∫

Rn

Z0(y)
2 dy)−1

∫

Rn

E(y, t)Z0(y) dy. (3.19)

Hence, for some a > 0,

e(t) = exp(at
n−2

n−4 )
(

e(t0) +

∫ t

t0

s
2

n−4 f(s) exp(−as
n−2

n−4 )ds
)

.

The only way in which e(t) does not grow exponentially in time (and hence φ(y, t) does not
growth exponentially in time) is for the specific value of initial condition

e(t0) =

∫

Rn

φ(y, t0)Z0(y) dy = −
∫ ∞

t0

s
2

n−4 f(s) exp(−as
n−2

n−4 )ds.

This formal argument suggests that the (small) initial condition required for φ should lie on
a certain manifold locally described as a translation of the hyperplane orthogonal to Z0(y).
Since we have k of these hyperplanes, for any j = 1, . . . , k in (3.14), these constraints define
a codimension k manifold of initial conditions which describes those for which the expected
asymptotic bubbling behavior is possible. We discuss this part in Sections 7 and 6.

In summary, the inner-outer gluing procedure allows us to show that: for any small and
smooth initial condition ψ0 for Problem (3.11), we find a solution ψ to (3.11), λ, ξ and φ
solutions to (3.14), with initial condition φ(y, t0) belonging to a k-codimensional space, so

that uµ,ξ + φ̃ defined in (3.2), (3.4), (3.5) is a solution to (3.1) with the expected asymptotic
bubbling behavior.

The rest of the paper is devoted to prove rigorously what we have described so far.

4. Solving the outer problem

Our aim is to solve first the outer problem (3.11) for a given small function φ and the

considered range of parameters λ, ξ, λ̇, ξ̇, in the form of a nonlinear operator

ψ(x, t) = Ψ(λ, ξ, λ̇, ξ̇, φ) (x, t).

Thus we consider the initial-boundary value problem

∂tψ =∆ψ + Vµ,ξψ +
k
∑

j=1

[2∇ηj,R∇xφ̃j + φ̃j(∆x − ∂t)ηj,R]

+ Ñµ,ξ

(

ψ + φin
)

+ Soµ,ξ in Ω× [t0,∞), (4.1)

ψ =− u∗µ,ξ on ∂Ω× [t0,∞), ψ(t0, ·) = ψ0 in Ω,

for an initial condition ψ0 which is a small and smooth function whose size will be chosen
sufficiently small.

Fix σ with

0 < σ < σ̄, where σ̄ ≤ σ̄j , j = 1, . . . , k (4.2)
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where σ̄, σ̄j are defined in (2.21) and (2.33). Given h(t) : [t0,∞) → R
k, and δ > 0, we

introduce the weighted L∞ norm

‖h‖δ := ‖µ0(t)−δ h(t)‖L∞(t0,∞). (4.3)

In what follows we assume that the parameters λ, ξ, λ̇, ξ̇ satisfy the constraints

‖λ̇(t)‖n−3+σ + ‖ξ̇(t)‖n−3+σ ≤ c, (4.4)

and
‖λ(t)‖1+σ + ‖ξ(t)− q‖1+σ ≤ c, (4.5)

for some constant c.
We recall that φin(x, t) =

∑k
j=1 ηj,R(x, t)φ̃j(x, t), with φ̃j(x, t) defined in (3.4). Let

‖φ‖n−2+σ,a = max
j=1,...,k

‖φj‖n−2+σ,a. (4.6)

where ‖φj‖n−2+σ,a is the least number M for which

(1 + |y|)|∇φj(y, t)|+ |φj(y, t)| ≤ M
µ0(t)

n−2+σ

1 + |y|a , j = 1, . . . , k,

for a given 0 < a < 1, and σ fixed in (4.2). We assume that φ = (φ1, . . . , φk) satisfies the
constraints

‖φ‖n−2+σ,a ≤ c t−ε0 (4.7)

for some ε > 0, small.

Next Proposition states the existence of a solution ψ to (4.1), for any initial condition ψ0

small. Furthermore, it clarifies the dependence of Ψ(λ, ξ, λ̇, ξ̇, φ) in the parameters involved.
This is done by estimating, for instance,

∂φΨ(λ, ξ, λ̇, ξ̇, φ)[φ̄] = ∂sΨ[φ+ sφ̄, λ, ξ]
∣

∣

∣

s=0

as linear operator between Banach spaces. For notational convenience we denote the above

operator by ∂φΨ[φ̄]. Similarly we denote by ∂λΨ[λ̄], ∂ξΨ[ξ̄], ∂
λ̇
Ψ[ ˙̄λ] , ∂

ξ̇
Ψ[ ˙̄ξ] the corresponding

linear operators.
We have the validity of the following

Proposition 4.1. Assume that the parameters λ, ξ, λ̇, ξ̇ satisfy (4.4)-(4.5), and the function
φ = (φ1, . . . , φk) satisfies the constraint (4.7). Assume furthermore that ψ0 ∈ C2(Ω̄) and

‖ψ0‖L∞(Ω̄) + ‖∇ψ0‖L∞(Ω̄) ≤ t−ε0 . (4.8)

Assume that the radius R is given in (3.6). Then there exists t0 large so that Problem (4.1)

has a unique solution ψ = Ψ(λ, ξ, λ̇, ξ̇, φ), and, given α with 0 < α ≤ a, there exist σ satisfying

(4.2), ρ in (3.6) and ε > 0 small so that, for yj =
x−ξj
µ0j

,

|ψ(x, t)| . t−ε0

k
∑

j=1

µ
n−2

2
+σ

0 (t)

|yj|α + 1
+ e−δ(t−t0)‖ψ0‖L∞(Ω), (4.9)

and

|∇xψ(x, t)| . t−ε0

k
∑

j=1

µ
n−2

2
+σ

0 (t)µ−1
j

|yj|α+1 + 1
, for |yj | < R. (4.10)

Here, and in what follows, we use the symbol . to say ≤ C, for a positive constant C, whose
value may change from line to line, and which is independent of t and t0.
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To prove this result, we shall estimate, for given functions f(x, t), g(x, t), h(x) the unique
solution of the linear problem

∂tψ = ∆ψ + Vµ,ξψ + f(x, t) in Ω× [t0,∞), (4.11)

ψ = g on ∂Ω× [t0,∞), ψ(·, t0) = h,

where the function Vµ,ξ is defined in (3.10). We assume that for α, β > 0 we have

|f(x, t)| ≤ M
k
∑

j=1

µ−2
j t−β

1 + |yj|2+α
, yj =

|x− ξj|
µj

(4.12)

and denote by ‖f‖∗,β,2+α the least M for which (4.12) holds.

We have the following result.

Lemma 4.1. Assume that ‖f‖∗,β,2+α < +∞ for some β, α > 0, 0 < α < 1. Assume also

that ‖h‖L∞(Ω) < +∞ and ‖sβg(x, s)‖L∞(∂Ω×(t0,∞)) < +∞. Let φ = ψ[f, g, h] be the unique
solution of Problem (4.11). There exists δ = δ(Ω) > 0 small so that, for all (x, t),

|ψ(x, t)| . ‖f‖∗,β,2+α





k
∑

j=1

t−β

1 + |yj|α



+e−δ(t−t0)‖h‖L∞(Ω)+ t
−β‖sβg‖L∞(∂Ω×(t0,∞)), (4.13)

where yj =
x−ξj
µj

. Moreover, we have the following local estimate on the gradient

|∇xψ(x, t)| . ‖f‖∗,β,2+α
k
∑

j=1

µ−1
j t−β

1 + |yj|α+1 , for |yj| ≤ R. (4.14)

Proof. We consider first the solution ψ0[g, h] to the heat equation

∂tψ0 = ∆ψ0 in Ω× [t0,∞), ψ0 = g on ∂Ω× [t0,∞), ψ0(·, t0) = h. (4.15)

We let v(x) be the bounded solution of ∆v + 1 = 0 in Ω with v = 1 on Ω. Then v ≥ 1 in Ω
and the function

ψ̄(x, t) =
(

e−δ(t−t0)‖h‖∞ + t−β‖sβg‖L∞(∂Ω×(t0,∞))

)

v(x)

is a supersolution of (4.15) provided that δ = δ(Ω) > 0 is fixed sufficiently small. Then we
have |ψ0| ≤ ψ̄. The proof of (4.13) and (4.14) is thus reduced to the the case g = 0, h = 0.

Let q(|z|) = 1
1+|z|2+α and let p(|z|) be the radial positive solution of

∆p+ 4q = 0 in R
n, given by p(r) = 4

∫ ∞

r

dρ

ρn−1

∫ ρ

0
q(s)ρn−1dρ.

Then p(z) ∼ 1
1+|z|α in R

n. If δ is sufficiently small we have

∆p+
δ

1 + |z|2 p+ 2q ≤ 0 in R
n.

It follows that p̄(x) :=
∑k

j=1 p
(

x−ξj
µj

)

satisfies, for a possibly smaller δ,

∆xp̄+







k
∑

j=1

µ−2
j

δ

1 +
∣

∣

∣

x−ξj
µj

∣

∣

∣

2






p̄ +

3

2
q̄ ≤ 0 in R

n, where q̄ :=
k
∑

j=1

1

µ2j
q

(

x− ξj
µj

)

.
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Observe now that

|Vµ,ξ| .
k
∑

j=1

µ−2
j

R−2

1 + |yj|2
,

as a direct consequence of the definition of the function Vµ,ξ given in (3.10). From the above

estimates, we obtain that for a given number β > 0 we have that the function ψ̄(x, t) = 2tβ p̄
is a positive supersolution of

∂tψ̄ ≥ ∆ψ̄ + Vµ,ξψ̄ + tβ q̄

for t > t0, where t0 is fixed large enough. By parabolic comparison we then get

|ψ(x, t)| . t−β‖f‖∗,β,2+α
k
∑

j=1

1

1 + |yj|α
.

Hence, (4.13) has been established. To get the gradient estimate in (4.14) we scale around
each point ξj letting

ψ(x, t) := ψ̃

(

x− ξj
µj

, τ(t)

)

where τ̇(t) = µj(t)
−2, namely τ(t) ∼ t

n−2

n−4 , as t→ ∞. We choose and fix t0 so that τ(t0) ≥ 2.

Then ψ̃ satisfies for |z| ≤ δµ−1
0 , with sufficiently small δ,

∂τ ψ̃ = ∆zψ̃ + a(z, t) · ∇zψ̃ + b(z, t)ψ̃ + f̃(z, τ)

where

f̃(z, τ) = µ2jf(ξj + µjz, t(τ)),

and the uniformly small coefficients a(z, t) and b(z, t) are given by

a(z, t) := [µj µ̇jz + ξ̇jµj], b(z, t) = Vµ,ξ(ξj + µjz) = O(R−4)(1 + |z|)−4.

Our assumption in f implies that in this region

|f̃(z, τ)| . t(τ)−β
‖f‖∗,β,2+α
1 + |z|2+α

while we have already established that

|ψ̃(z, τ)| . t(τ)−β
‖f‖∗,β,2+α
1 + |z|α .

Let us now fix 0 < η < 1. By standard parabolic estimates we get that for τ1 ≥ τ(t0) + 2,

[∇zψ̃(τ1, ·)]η,B10(0) + ‖∇zψ̃(τ1, ·)‖L∞(B10(0)) . ‖ψ̃‖L∞(B20(0))×(τ1−1,τ1) + ‖f̃‖L∞(B20(0))×(τ1−1,τ1)

. t(τ1 − 1)−β‖f‖∗,β,2+α . t(τ1)
−β‖f‖∗,β,2+α.

provided that τ1 ≥ 2. Translating this estimate to the original variables (x, t) we find that for
any t ≥ cnt0, for a suitable constant cn,

(Rµj)
1+η [∇xψ(t, ·)]η,B10Rλj

(ξj) +Rµj‖∇xψ(t, ·)‖L∞(B10Rλj
(ξj)) . t−β‖f‖∗,β,2+α. (4.16)

The use of a similar parabolic estimate up to the initial condition 0 at t0 for ψ yields the
validity of estimate (4.16) and hence of (4.14) for any t ≥ t0. The proof is complete. �

We have now the elements to give the
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Proof of Proposition 4.1. . We prove the existence of ψ and the validity of (4.9).
Lemma 4.1 defines a linear operator T that to any set of functions f(x, t), g(x, t), and h(x)

associates the solution ψ = T (f, g, h) to Problem (4.11).
Define ψ1(x, t) = T (0,−u∗µ,ξ , ψ0). Using (2.26), (2.3) and (2.25), we get that, for any x ∈ ∂Ω

|u∗µ,ξ(x, t)| . µ
n+2

2

0 (t).

Thus Lemma 4.1 gives that

|ψ1(x, t)| . e−δ(t−t0) ‖ψ0‖L∞(Ω) + t−βµ0(t0)
2−σ , β =

n− 2

2(n − 4)
+

σ

n− 4
.

The function ψ + ψ1 is thus a solution to (4.1) if ψ is a fixed point for the operator

A(ψ) := T (f(ψ), 0, 0), (4.17)

where T is again the operator defined by Lemma 4.1 and

f(ψ) =

k
∑

j=1

[2∇ηj,R∇xφ̃j + φ̃j(∆x − ∂t)ηj,R] + Ñµ,ξ

(

ψ + ψ1 +

k
∑

j=1

φ̃j

)

+ Soµ,ξ.

We shall show the existence of a fixed point ψ for A using the Contraction Mapping Theorem,
for functions ψ so that

‖ψ‖∗,β,α is bounded, with β =
n− 2

2(n − 4)
+

σ

n− 4

(see (4.12)). To do so, we establish first the following estimates: given α ∈ (0, 1), there exists
ε > 0 so that

∣

∣Soµ,ξ(x, t)
∣

∣ . t−ε0

k
∑

j=1

µ−2
j µ

n−2

2
+σ

0 (t)

(1 + |yj|2+α)
, (4.18)

∣

∣

∣

∣

∣

∣

k
∑

j=1

[2∇ηj,R∇xφ̃j + φ̃j(∆x − ∂t)ηj,R]

∣

∣

∣

∣

∣

∣

. ‖φ‖n−2+σ,a

k
∑

j=1

µ−2
j µ

n−2

2
+σ

0 (t)

(1 + |yj|2+α)
, (4.19)

and

∣

∣

∣Ñµ,ξ

(

ψ + ψ1 + φin
)∣

∣

∣ . t−ε0















(

‖φ‖2n−2+σ,a + ‖ψ‖2∗,β,α
)

∑k
j=1

µ−2

j µ
n−2
2

+σ

0
(t)

(1+|yj |2+α) if n = 5, 6

(

‖φ‖pn−2+σ,a + ‖ψ‖p∗,β,α
)

∑k
j=1

µ−2

j µ
n−2
2

+σ

0
(t)

(1+|yj |2+α)
if n ≥ 7.

(4.20)

Proof of (4.18). We recall (see (3.12)) that

Soµ,ξ = S
(2)
µ,ξ +

k
∑

j=1

(1− ηj,R)Sµ,ξ,j,

where S
(2)
µ,ξ and Sµ,ξ,j are given by (3.8) and (3.9), while ηj,R is the cut-off function introduced

in (3.5).
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Using estimate (2.27) and the result in Lemma 2.2, we see that, in the region |x− qj| > δ,
for some δ > 0 small, for all j, Soµ,ξ can be estimated as follows

∣

∣Soµ,ξ(x, y)
∣

∣ . µ
n−2

2

0

[

µ20 + µn−4
0

]

. µ0(t0)
min(n−4,2)−α−σ

k
∑

j=1

µ−2
j µ

n−2

2
+σ

0

(1 + |yj |2+α)
.

Let us now fix j ∈ {1, . . . , k}, and consider the region |x − qj| < δ, for some δ > 0 small.
Consequence of Lemma 2.2 is that

∣

∣

∣S
(2)
µ,ξ(x, t)

∣

∣

∣ . µ
−n+2

2

0

µn0
(1 + |yj|2)

. µ0(t0)
2−α−σ

k
∑

j=1

µ−2
j µ

n−2

2
+σ

0

(1 + |yj|2+α)
.

Observe now that (1− ηj,R) 6= 0 if |x− ξj| > µ0R. Thus, in |x− qj| < δ, we see that

|(1− ηj,R)Sµ,ξ,j(x, t)| .
(

µn−4−α
0 + µ4−α0

)

k
∑

j=1

µ−2
j µ

n−2

2
+σ

0

(1 + |yj|2+α)
,

where we use the bounds (4.4)-(4.5) on λ and ξ. Collecting the above estimates, we get the
existence of ε so that (4.18) is valid.

Proof of (4.18). Let us fix j, and consider first ∇ηj,R · ∇φ̃j. We recall that φ̃j(x, t) :=

µ
−n−2

2

0j φj

(

x−ξj
µ0j

, t
)

, see (3.4). Since we are assuming (4.7), we have

∣

∣

∣

(

∇ηj,R · ∇φ̃j
)

(x, t)
∣

∣

∣ .
η′(|x−ξj

Rµ0j
|)

Rµ0j
µ
−n−2

2

0

|∇yφj|
µ0

.
η′(|x−ξj

Rµ0j
|)

Rµ20

µ
n−2

2
+σ

0

(1 + |yj |1+a)
‖φ‖n−2+σ,a

. ‖φ‖n−2+σ,a

k
∑

j=1

µ−2
j µ

n−2

2
+σ

0

(1 + |yj |2+a)

where we have used that (1 + |yj|) ∼ R, yj =
x−ξj
µ0j

, in the region where η′(|x−ξj
Rµ0j

|) 6= 0. Since

we are assuming a > α, we get

∣

∣

∣

∣

∣

∣

k
∑

j=1

(

∇ηj,R∇φ̃j
)

(x, t)

∣

∣

∣

∣

∣

∣

. ‖φ‖n−2+σ,a

k
∑

j=1

µ−2
j µ

n−2

2
+σ

0

(1 + |yj|2+α)
.

Let us now consider the term φ̃j(∆x − ∂t)ηj,R. A direct computation gives

∣

∣

∣

(

φ̃j(∆x − ∂t)ηj,R

)

(x, t)
∣

∣

∣
.

∣

∣

∣

∣

∣

∣

η′′(|x−ξj
Rµ0j

|)
R2µ20

∣

∣

∣

∣

∣

∣

µ
−n−2

2

0 |φj | (4.21)

+

∣

∣

∣

∣

η′(|x− ξj
Rµ0j

|)
( |x− ξj|

R2µ20
µ̇0 − µ−1

0 ξ̇j

)∣

∣

∣

∣

µ
−n−2

2

0 |φj| .
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We start with the first term in the right hand side of (4.21). Using again the definition of φ̃j
and the assumption (4.7), we get

∣

∣

∣

∣

∣

∣

η′′(|x−ξj
Rµ0j

|)
R2µ20

∣

∣

∣

∣

∣

∣

µ
−n−2

2

0 |φj | .

∣

∣

∣

∣

∣

∣

η′′(|x−ξj
Rµ0j

|)
R2µ20

∣

∣

∣

∣

∣

∣

µ
n−2

2
+σ

0

(1 + |yj|a)
‖φ‖σ,a

. ‖φ‖n−2+σ,a

k
∑

j=1

µ−2
j µ

n−2

2
+σ

0

(1 + |yj|2+a)
,

where we have used that (1 + |yj |) ∼ R, yj =
x−ξj
µ0j

, in the region where η′′(|x−ξj
Rµ0j

|) 6= 0. The

second term in the right hand side in (4.21) can be estimated as follows

∣

∣

∣

∣

η′(|x− ξj
Rµ0j

|)
( |x− ξj|

R2µ20
µ̇0 − µ−1

0 ξ̇j

)∣

∣

∣

∣

µ
−n−2

2

0 |φj | .
|η′(|x−ξj

Rµ0j
|)|

µ20R
2

(

µn−2
0 R+ µn−2+σ

0 R2
)

µ
−n−2

2

0 |φj|

. ‖φ‖n−2+σ,a

k
∑

j=1

µ−2
j µ

n−2

2
+σ

0

(1 + |yj|2+a)
.

Collecting the above estimates, we get the validity of (4.19).

Proof of (4.20). Since p− 2 ≥ 0 only for dimensions 5 and 6, we get

Ñµ,ξ

(

ψ + ψ1 +

k
∑

j=1

ηj,Rφ̃j

)

.

{

(u∗µ,ξ)
p−2

[

|ψ|2 + |ψ1|2 +
∑ |ηj,Rφ̃j |2

]

if n = 5, 6
∑

j |ηj,Rφ̃j |p + |ψ|p + |ψ1|p if n ≥ 7.

Consider then n = 5, 6. Thus, we have

∣

∣

∣
(u∗µ,ξ)

p−2(ηj,Rφ̃j)
2
∣

∣

∣
.

µn−2+2σ
0

(1 + |yj|2a)
‖φ‖2n−2+σ,a . µ

n−2

2
+σ

0 R2µ20‖φ‖2n−2+σ,a

k
∑

j=1

µ−2
j µ

n−2

2
+σ

0

(1 + |yj|2+a)
,

and also

∣

∣(u∗µ,ξ)
p−2ψ2

∣

∣ .
t−2β

(1 + |yj |2α)
‖ψ‖2∗,β,2+α . t−β‖ψ‖2∗,β,α

k
∑

j=1

µ−2
j t−β

(1 + |yj|2+α)
.

Consider now n ≥ 7.

∣

∣

∣ηj,Rφ̃j

∣

∣

∣

p

.
µ
(n−2

2
+σ)p

0

(1 + |yj|ap)
‖φ‖pn−2+σ,a . µ

2+(p−1)σ
0 ‖φ‖pσ,aR2µ20

k
∑

j=1

µ−2
j µ

n−2

2
+σ

0

(1 + |yj|2+a)
,

and also

|ψ|p . t−pβ

(1 + |yj|pα)
‖ψ‖p∗,β,2+α . t−(p−1)β‖ψ‖p∗,β,α

k
∑

j=1

µ−2
j t−β

(1 + |yj|2+α)
,

and an analogous estimation holds for ψ1. We thus get the validity of (4.20).

Define

B = {ψ : ‖ψ‖∗,β,α ≤M t−ε0 },
where β = n−2

2(n−4) +
σ
n−4 , and α, ε are fixed above. Moreover, M is a positive large constant,

independent of t and t0.
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For any ψ ∈ B, we have that A(ψ) ∈ B, as follows directly from (4.18), (4.19) and (4.20),
provided M is chosen large enough. Furthermore, for any ψ1, ψ2 ∈ B, we get

‖A(ψ(1))−A(ψ(2))‖∗,β,α ≤ C‖ψ(1) − ψ(2)‖∗,β,α,
where C is a constant, whose definition depends on t0, and it is less than 1, if t0 is chosen
large. Indeed, observe that

A(ψ(1))−A(ψ(2)) = T
(

Ñµ,ξ(ψ
(1) + ψ1 + φin)− Ñµ,ξ(ψ

(2) + ψ1 + φin), 0, 0
)

,

see (4.17), where

Ñµ,ξ(ψ
(1)+ψ1+φ

in)−Ñµ,ξ(ψ
(2)+ψ1+φ

in) =
(

u∗µ,ξ + ψ(1) + ψ1 + φin
)p

−
(

u∗µ,ξ + ψ(2) + ψ1 + φin
)p

−p(u∗µ,ξ)p−1
[

ψ(1) − ψ(2)
]

.

Thus we get

∣

∣

∣
Ñµ,ξ(ψ

(1) + ψ1 + φin)− Ñµ,ξ(ψ
(2) + ψ1 + φin)

∣

∣

∣
.

{

(u∗µ,ξ)
p−2|φin| |ψ(1) − ψ(2)| if n = 5, 6

∑

j |φin|p−1|ψ(1) − ψ(2)| if n ≥ 7.

In dimensions n = 5, 6, we get
∣

∣

∣
Ñµ,ξ(ψ

(1) + ψ1 + φin)− Ñµ,ξ(ψ
(2) + ψ1 + φin)

∣

∣

∣

. ‖φ‖n−2+σ,a ‖ψ(1) − ψ(2)‖β,αR2−aµ0(t0)
n+2

2
+σ

k
∑

j=1

µ−2
j t−β

(1 + |yj|2+α)
,

while in dimensions n ≥ 7 we have
∣

∣

∣Ñµ,ξ(ψ
(1) + ψ1 + φin)− Ñµ,ξ(ψ

(2) + ψ1 + φin)
∣

∣

∣ . ‖φ‖p−1
n−2+σ,a ‖ψ(1) − ψ(2)‖β,α×

×R2−a(p−1)µ0(t0)
4+(p−1)σ

k
∑

j=1

µ−2
j t−β

(1 + |yj|2+α)
,

There exists a choice of R of the form (3.6) for which we get that

‖A(ψ(1))−A(ψ(2))‖∗,β,α ≤ C‖ψ(1) − ψ(2)‖∗,β,α
where C < 1, provided t0 is large enough. Using the above estimates, we readily see that if
t0 is fixed sufficiently large, then the operator A defines a contraction map in the set B. The
existence result of the Proposition 4.1 thus follows, as well as the validity of (4.9). Estimate
(4.10) follows directly from (4.14).

�

Remark 4.1. Proposition 4.1 defines the solution to Problem (4.1) as a function of the
initial condition ψ0, in the form of a linear operator ψ = Ψ̄[ψ0], from a small neighborhood of
0 in the Banach space L∞(Ω) equipped with the C1 norm ‖ψ0‖L∞(Ω) + ‖∇ψ0‖L∞(Ω) into the
Banach space of functions ψ ∈ L∞(Ω) equipped with the norm ‖ψ‖∗,β,α , defined in (4.12),

with β = n−2+2σ
2(n−4) , and 0 < α < 1.

A closer look to the proof of Proposition 4.1, and the Implicit function Theorem give that
Ψ̄[ψ0] is a diffeomorphism, and that

‖Ψ̄[ψ1
0 ]− Ψ̄[ψ2

0 ]‖∗,β,α ≤ c
[

‖ψ1
0 − ψ2

0‖L∞(Ω) + ‖∇ψ1
0 −∇ψ2

0‖L∞(Ω)

]
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The function ψ = Ψ(λ, ξ, λ̇, ξ̇, φ) solution to Problem (4.1) depends also on the parameter

functions λ, ξ, λ̇, ξ̇, and ψ. Next Proposition clarifies this dependence. This is done by
estimating, for instance,

∂φΨ(λ, ξ, λ̇, ξ̇, φ)[φ̄] = ∂sΨ[φ+ sφ̄, λ, ξ]
∣

∣

∣

s=0

as linear operator between Banach spaces.
We have the validity of the following

Proposition 4.2. Assume the validity of the hypothesis in Proposition 4.1, Then, Ψ depends

smoothly on λ, ξ, λ̇ , ξ̇, φ, and we have, for yj =
x−ξj
µ0j

,

|∂λΨ(λ, ξ, λ̇, ξ̇, φ)[λ̄](x, t)| . µ1+σ0 (t) ‖λ̄(t)‖1+σ





k
∑

j=1

µ
n−4

2

0 (t)

|yj|α + 1



 , (4.22)

|∂ξΨ(λ, ξ, λ̇, ξ̇, φ)[ξ̄](x, t)| . µ1+σ0 (t) ‖ξ̄(t)‖1+σ





k
∑

j=1

µ
n−4

2

0 (t)

|yj|α + 1



 , (4.23)

|∂
λ̇
Ψ(λ, ξ, λ̇, ξ̇, φ)[ ˙̄λ](x, t)| . t−ε0 µn−3+σ

0 (t) ‖ ˙̄λ(t)‖n−3+σ





k
∑

j=1

µ
−n−4

2
+σ

0 (t)

|yj|α + 1



 , (4.24)

|∂
ξ̇
Ψ(λ, ξ, λ̇, ξ̇, φ)[ ˙̄ξ](x, t)| . t−ε0 µn−3+σ

0 (t) ‖ ˙̄ξ(t)‖n−3+σ





k
∑

j=1

µ
−n−4

2
+σ

0 (t)

|yj |α + 1



 , (4.25)

and

|∂φΨ(λ, ξ, λ̇, ξ̇, φ)[φ̄](x, t)| . t−ε0 ‖φ̄‖n−2+σ,a





k
∑

j=1

µ
n−2

2
+σ

0

|yj|α + 1



 . (4.26)

We refer to (4.3), (4.4), (4.5), (4.6), (4.7) for the definitions of the norms.

Proof. For notational convenience we denote the operator ∂φΨ(λ, ξ, λ̇, ξ̇, φ)[φ̄] by ∂φΨ[φ̄]. Sim-

ilarly we denote by ∂λΨ[λ̄], ∂ξΨ[ξ̄], ∂
λ̇
Ψ[ ˙̄λ] , ∂

ξ̇
Ψ[ ˙̄ξ] the other linear operators.

We divide the proof on three steps, for the proof of (4.22)-(4.23), for the proof of (4.24)=(4.25),
and finally for the proof of (4.26).

Step 1. Proof of estimate (4.22).
Let us fix j = 1. For any λ1 satisfying (4.4), the function Ψ[λ1] is a solution to Problem

(4.1). Differentiating Problem (4.1) with respect to λ1 we get a non linear problem, and
the Implicit Function Theorems ensures that the solution is given by ∂λ1Ψ[λ̄1](x, t). If we
decompose ∂λ1Ψ[λ̄1](x, t) = Z1+Z, with Z1 = T (0,−(∂λ1u

∗
µ,ξ)[λ̄1], 0), where T is the operator

defined in Lemma 4.1, then Z is the solution to

∂tZ =∆Z + Vµ,ξZ + (∂λ1Vµ,ξ)[λ̄1]ψ + ∂λ1

[

Ñµ,ξ

(

ψ + φin
)]

[λ̄1] + ∂λ1
(

Soµ,ξ
)

[λ̄1] in Ω× [t0,∞),

ψ =0 on ∂Ω× [t0,∞), ψ(t0, ·) = 0 in Ω. (4.27)

Observe that
∑k

j=1[2∇ηj,R∇xφ̃j + φ̃j(∆x − ∂t)ηj,R] is independent of λ1, as follows from its
very definition.
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Using (2.26), (2.3) and (2.25), we get that, for any x ∈ ∂Ω

|∂λ1u∗µ,ξ(x, t)[λ̄1]| . µ
n
2

0 (t)|λ1(t)|
Thus Lemma 4.1 gives that

|Z1(x, t)| . µ0(t)
n−4

2
+σ µ0(t0)

2−σ |λ1(t)|. (4.28)

To treat Problem (4.27), we start with the observation that

∂λ1

[

Ñµ,ξ

(

ψ + φin
)]

[λ̄1] = p
[

(u∗µ,ξ + φin)p−1 − (u∗µ,ξ)
p−1
]

(Z + Z1)

+
[

(u∗µ,ξ + φin)p−1 − (u∗µ,ξ)
p−1 − (p − 1)(u∗µ,ξ)

p−2φin
]

∂λ1u
∗
µ,ξ[λ̄1].

Thus, Z is a fixed point for the operator

A1(Z) = T (f + p
[

(u∗µ,ξ + φin)p−1 − (u∗µ,ξ)
p−1
]

Z, 0, 0) (4.29)

where

f = ∂λ1
(

Soµ,ξ
)

[λ̄1] + (∂λ1Vµ,ξ)[λ̄1]ψ + p
[

(u∗µ,ξ + φin)p−1 − (u∗µ,ξ)
p−1
]

Z1

+
[

(u∗µ,ξ + φin)p−1 − (u∗µ,ξ)
p−1 − (p− 1)(u∗µ,ξ)

p−2φin
]

∂λ1u
∗
µ,ξ[λ̄1].

We claim that, there exists ε > 0 so that

|f(x, t)| .
(

t−ε0 + ‖φ‖n−2+σ,a

)

µ1+σ0 (t) ‖λ1‖1+σ
k
∑

j=1

µ−2
j µ

n−4

2
+σ

0

(1 + |yj|2+α)
. (4.30)

We start with the estimate of ∂λ1

(

Soµ,ξ

)

[λ̄1]. In order to estimate this term, we shall under-

stand ∂λ1S(u
∗
µ,ξ)[λ̄1] A direct differentiation in λ1 of S(u∗µ,ξ) given in (2.29), implies that in

the region |x− qi| > δ for any i = 1, . . . , k, we can describe ∂λ1S(u
∗
µ,ξ) as follows

∂λ1S(u
∗
µ,ξ)[λ̄1](x, t) = µ

n
2

0 f(x, µ
−1
0 µ, ξ)λ1(t) (4.31)

where f is a smooth and bounded function of (x, µ−1
0 µ, ξ). This is consequence of (2.25) and

the assumptions on the parameters λ, ξ given in (4.4)-(4.5).
Let us now fix j, and consider the region |x − qj| ≤ δ. Using again (2.29), and a direct

differentiation, we get that

∂λ1S(u
∗
µ,ξ)[λ̄1](x, t) = ∂λ1S(uµ,ξ)[λ̄1](x, t)

(

1 + µ0f(x, t, µ
−1
0 µ, ξ)

)

where f is a smooth and bounded function. Now, a direct and explicit differentiation with
respect to λ1 in expressions (2.5) and (2.6) gives that,

∂λ1S(uµ,ξ)[λ̄1](x, t) = −n
2
µ
−n+2

2

1

[

µ̇1Zn+1(y1) + ξ̇1∇U(y1)−
2

n

n− 2

2

n− 4

2
µn−2
1 µ̇1H(x, q1)

]

λ̄1(t)

− µ
−n

2

1 (µ̇1∇Zn+1(y1) +D∇U(y1)) ·
ξ1
µ21
λ̄1(t)

+ p

(

k
∑

i=1

µ
−n−2

2

i U(yi)− µ
n−2

2

i H(x, qi)

)p−1

∂λ1 [µ
−n−2

2

1 U(y1)− µ
n−2

2

1 H(x, q1)]λ̄1(t)

− p

(

µ
−n−2

2

1 U(yi)

)p−1

∂λ1 [µ
−n−2

2

1 U(y1)]λ̄1(t).
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A carefull analysis of the above terms, and taking into account the restrictions (4.4)- (4.5) on
the parameters λ, ξ, give

∣

∣∂λ1S(uµ,ξ)[λ̄1](x, t)
∣

∣ . µ1+σ0 (t) ‖λ1‖1+σ
k
∑

j=1

µ−2
j µ

n−4

2

0

(1 + |yj|2+α)

This fact, together with the previous arguments gives the validity of

∣

∣∂λ1S
o
µ,ξ(x, t)[λ̄1]

∣

∣ . µ1+σ0 (t) ‖λ1‖1+σ
k
∑

j=1

µ−2
j µ

n−4

2

0

(1 + |yj|2+α)
. (4.32)

We shall next estimate the remaining terms in f . A direct computation gives that

(∂λ1Vµ,ξ)[λ̄1](x, t) = p(p− 1)
[

(

(u∗µ,ξ)
p−2 − (µ

−n−2

2

1 U(y1))
p−2

)

∂λ1(µ
−n−2

2

1 U(y1))η1,R

+



1−
k
∑

j=1

ηj,R



 (u∗µ,ξ)
p−2∂λ1(µ

−n−2

2

1 U(y1))
]

λ̄1(t).

Since |∂λ1(µ
−n−2

2

1 U(y1))| . µ−1
0 |µ−

n−2

2

1 U(y1)|, we get that

∣

∣(∂λ1Vµ,ξ)[λ̄1]ψ(x, t)
∣

∣ . ‖ψ‖∗,β,α µ1+σ0 (t) ‖λ1‖1+σ
k
∑

j=1

µ−2
j µ

n−4

2
+σ

0 (t)

(1 + |yj|2+α)
,

using that β = n−2
2(n−4)+

σ
n−4 . Thus, we get the expected estimate. In a very analogous way, we

can treat the term
[

(u∗µ,ξ + φin)p−1 − (u∗µ,ξ)
p−1 − (p − 1)(u∗µ,ξ)

p−2φin
]

(∂λ1u
∗
µ,ξ) |λ̄1(t)|, and

get
∣

∣

[

(u∗µ,ξ + φin)p−1 − (u∗µ,ξ)
p−1 − (p− 1)(u∗µ,ξ)

p−2φin
]

∂λ1u
∗
µ,ξ

∣

∣

. t−ε0 µ1+σ0 (t) ‖λ1‖1+σ
k
∑

j=1

µ−2
j µ

n−4

2
+σ

0 (t)

(1 + |yj|2+α)
.

Similarly one can also treat the last term p
[

(u∗µ,ξ + φin)p−1 − (u∗µ,ξ)
p−1
]

Z1, and (4.30) follows

from (4.28).

We now go back to the fixed point problem (4.29). Arguing as in the argument of Step 1,
we can show that A1, defined in (4.29), has a fixed point for functions in the set |Z(x, t)| ≤

Mµ1+σ0 (t)

(

∑k
j=1

µ
n−4
2

0
(t)

(1+|yj |α)

)

, for some constant M large and fixed. Indeed, A1 is Lipschtz,

with Lipschitz constant less than 1, provided R is chosen properly in terms of t0. The validity
of (4.22) for ∂λ1Ψ[λ̄1] thus follows. The estimate in (4.23) on ∂ξΨ[ξ̄] can be obtained arguing
as before, with some small modifications.

Step 2. Proof of estimate (4.22).

Let us fix j = 1. For any λ̇1 satisfying (4.4), the function Ψ[λ̇1] is a solution to Problem

(4.1). Differentiating Problem (4.1) with respect to λ̇1 we get a non linear problem, and
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the Implicit Function Theorems ensures that the solution is given by ∂
λ̇1
Ψ[ ˙̄λ1](x, t). Let

Z(x, t) = ∂λ1Ψ[ ˙̄λ1](x, t). Then Z is the solution to

∂tZ =∆Z + Vµ,ξZ + ∂
λ̇1

[

Ñµ,ξ

(

ψ + φin
)]

[ ˙̄λ1] + ∂
λ̇1

(

Soµ,ξ
)

[ ˙̄λ1] in Ω× [t0,∞), (4.33)

ψ =0 on ∂Ω × [t0,∞), ψ(t0, ·) = 0 in Ω.

Observe that

∂
λ̇1

[

Ñµ,ξ

(

ψ + φin
)]

[ ˙̄λ1] = p
[

(u∗µ,ξ + φin)p−1 − (u∗µ,ξ)
p−1
]

Z(x, t)

Thus, Z is a fixed point for the operator

A1(Z) := T (∂λ̇1
(

Soµ,ξ
)

[ ˙̄λ1] + p
[

(u∗µ,ξ + φin)p−1 − (u∗µ,ξ)
p−1
]

Z, 0, 0), (4.34)

where T is the linear operator defined by Lemma 4.1 that to any set of functions f(x, t),
g(x, t), and h(x) associates the solution ψ = T (f, g, h) to Problem (4.11). Now, a direct and

explicit differentiation with respect to λ̇1 in expressions (2.5), (2.6) and (2.28) gives that,

∂
λ̇1
S(u∗µ,ξ)[

˙̄λ1](x, t) = µ
−n

2

1

[

Zn+1(y1) +
n− 2

2
µn−2
1 H(x, q1)

]

˙̄λ1(t)

− µ
−n

2

1 [
n− 2

2
Φj(yj, t) +∇Φj(yj, t) · yj] ˙̄λ1(t)

Thus we get

∣

∣

∣
∂
λ̇1
S(u∗µ,ξ)[

˙̄λ1](x, t)
∣

∣

∣
.

µ
−n−4

2

0

Rn−4−α
µn−3+σ
0 (t)‖ ˙̄λ1‖n−3+σ

k
∑

j=1

µ−2
j

(1 + |yj|2+α)
.

We now go back to the fixed point problem (4.34). Arguing as in Step 2, we can show that
A1 has a fixed point in the set of functions

|Z(x, t)| µ−(n−3+σ)
0 .

µ
−n−4

2

0

Rn−4−α

k
∑

j=1

1

(1 + |yj |α)
.

This concludes the proof of the first estimate in (4.24). The estimate in (4.25) follows after
we observe that

∂ξ̇1S(u
∗
µ,ξ[

˙̄ξ1](x, t) = µ
−n

2

1 [∇U(y1) +∇Φ1(y1, t)] · [ ˙̄ξ1],
from which we readily get

∣

∣

∣
∂
ξ̇1
S(u∗µ,ξ)[

˙̄ξ1](x, t)
∣

∣

∣
.

µ
−n−4

2

0

Rn−3−α

k
∑

j=1

µ−2
j

(1 + |yj|2+α)
.

Step 3. Proof of estimate (4.26). Let us define Z(x, t) = ∂φψ[φ̄](x, t), for functions φ̄
satisfying (4.7). Thus Z solves

∂tZ =∆ψ + Vµ,ξZ +

k
∑

j=1

[2∇ηj,R∇xφ̂j + φ̂j(∆x − ∂t)ηj,R] (4.35)

+ p[(u∗µ,ξ + ψ + φin)p−1 − (u∗µ,ξ)
p−1]φ̄ in Ω× [t0,∞),

ψ =0 on ∂Ω× [t0,∞), ψ(t0, ·) = 0 in Ω.
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where φ̂j(x, t) := µ
−n−2

2

0j φ̄j

(

x−ξj
µ0j

, t
)

.

Arguing as in the proof of (4.22), we can show that
∣

∣

∣

∣

∣

∣

k
∑

j=1

[2∇ηj,R∇xφ̂j + φ̂j(∆x − ∂t)ηj,R]

∣

∣

∣

∣

∣

∣

. t−ε0 ‖φ̄‖σ,a





k
∑

j=1

µ−2
j µ

n−2

2

0 (t)

(1 + |yj|2+α)



 ,

and also that

∣

∣p
[

(u∗µ,ξ + ψ + φin)p−1 − (u∗µ,ξ)
p−1
]

φ̄
∣

∣ . t−ε0 ‖φ̄‖σ,a
[

‖ψ‖p−1
∗,β,α + ‖φin‖p−1

σ,a

]





k
∑

j=1

µ−2
j µ

n−2

2

0 (t)

(1 + |yj|2+α)



 .

A direct application of Lemma 4.1 gives (4.26).
This concludes the proof of Proposition 4.1. �

5. Choice of the parameters λ and ξ in the inner problem

Let ψ = Ψ[φ, λ, ξ, λ̇, ξ̇] be the function in Proposition 4.1. After substituting ψ = Ψ[φ, λ, ξ, λ̇, ξ̇]
into the inner problem (3.14), the full problem gets reduced to solving the following system
of equations for any j = 1, . . . , k,

µ20j∂tφj = ∆yφj + pU(y)p−1φj +Hj[φ, λ, ξ, λ̇, ξ̇](y, t), y ∈ B2R(0), t ≥ t0 (5.1)

for j = 1, . . . , k, where

Hj [φ, λ, ξ, λ̇, ξ̇](y, t) = µ
n+2

2

0j Sµ,ξ,j(ξj + µ0jy, t) (5.2)

+ pµ
n−2

2

0j

µ20j
µ2j

Up−1(
µ0j
µj

y)ψ(ξj + µ0jy, t) +Bj[φj ] +B0
j [φj ]

with Bj[φj ] and B
0
j [φj ] defined respectively in (3.15) and (3.16).

We next describe precisely our strategy to solve (5.1). Consider the change of variable,

t = t(τ),
dt

dτ
= µ20j(t),

that reduces (5.1) to

∂τφj = ∆yφj + pU(y)p−1φj +Hj[φ, λ, ξ, λ̇, ξ̇](y, t(τ)), y ∈ B2R(0), τ ≥ τ0 (5.3)

where τ0 is such that t(τ0) = t0. This is to say

t
n−2

n−4 =
n− 2

n− 4
τ. (5.4)

We shall construct a solution φ = (φ1, . . . , φk) of the system

∂τφj = ∆yφj + pU(y)p−1φj +Hj[φ, λ, ξ, λ̇, ξ̇](y, t(τ)), y ∈ B2R(0), τ ≥ τ0

φj(y, τ0) = e0jZ0(y), y ∈ B2R(0), (5.5)

for some constant e0j , and all j = 1, . . . , k.

We will prove that the system of equations (5.5) is solvable in the class of functions φj
that satisfy (4.7), provided that in addition the parameters ξ and λ are chosen so that the
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functions Hj[φ, λ, ξ, λ̇, ξ̇](y, t(τ)) satisfy the orthogonality conditions
∫

B2R

Hj[φ, λ, ξ, λ̇, ξ̇](y, t(τ))Zℓ(y)dy = 0, for all t > t0 (5.6)

for all j = 1, . . . , k, ℓ = 1, 2, . . . , n+ 1.

We recall that Zℓ(y), for ℓ = 1, 2, . . . , n + 1 are the only bounded elements in the kernel of
the linear elliptic operator L0. A central point of the proof is to design a linear theory that
allows us to solve system (5.5) by means of a contraction mapping argument. Thus for a large
number R > 0 we shall construct a solution to an initial value problem of the form

φτ = ∆φ+ pU(y)p−1φ+ h(y, τ) in B2R × (τ0,∞) (5.7)

φ(y, τ0) = e0Z0(y) in B2R.

Let

ν = 1 +
σ

n− 2
so that µn−2+σ

0 (t) ∼ τν , (5.8)

thanks to (5.4), and define

‖h‖ν,a := sup
τ>τ0

sup
y∈B2R

τν(1 + |y|a) |h(y, τ)|. (5.9)

The following is a central step in the proof.

Proposition 5.1. Let ν, a be given positive numbers with 0 < a < 1, ν > 0. Then, for
all sufficiently large R > 0 and any h = h(y, τ) with ‖h‖ν,2+a < +∞ that satisfies for all
j = 1, . . . , n+ 1

∫

B2R

h(y, τ)Zj(y) dy = 0 for all τ ∈ (τ0,∞) (5.10)

there exist φ = φ[h] and e0 = e0[h] which solve Problem (5.7). They define linear operators of
h that satisfy the estimates

|φ(y, τ)| . τ−ν
Rn+1−a

1 + |y|n+1
‖h‖ν,2+a. (5.11)

and

|e0[h]| . ‖h‖ν,2+a. (5.12)

This result is a consequence of the key Proposition 7.1 whose proof we postpone to Section
7, so that not interrupting the main thread of the proof. In order to apply this result we need
the orthogonality conditions (5.6) satisfied. In what remains of this section we shall choose
λ, ξ as functions of a given φ in such a way that (5.6) holds. This is a system of coupled,
nonlocal, nonlinear ordinary differential equations. Next we show that the system is solvable
and admits a solution λ = λ[φ](t), ξ = ξ[φ](t), which satisfy the restrictions (4.4)-(4.5), for
any given φ satisfying (4.7). We shall see that the solution ξ = ξ[φ] is unique, while λ = λ[φ]
has k degrees of freedom in a small neighborhood of a specific solution. This degree of freedom
is due to the presence of elements in the kernel of a linear operator in λ, that also satisfy the
decaying conditions (4.4) and (4.5). At last, we show the Lipschitz dependence of λ = λ[φ],
ξ = ξ[φ] on φ, which is a crucial property to ensure the existence of φ, solution to (5.5), and
thus to complete our construction.
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We use the notations

λ(t) =











λ1(t)
λ2(t)
...

λk(t)











, λ̇(t) =











λ̇1(t)

λ̇2(t)
...

λ̇k(t)











, ξ(t) =











ξ1(t)
ξ2(t)
...

ξk(t)











, ξ̇(t) =











ξ̇1(t)

ξ̇2(t)
...

ξ̇k(t)











, q =









q1
q2
· · ·
qk









.

Let us first describe (5.6) when ℓ = n+ 1.

Lemma 5.1. There exists a positive constant ε > 0 so that (5.6) with ℓ = n+1 is equivalent
to

λ̇+
1

t
P Tdiag

(

1 + σ̄j
n− 4

)

Pλ = Π1[λ, ξ, λ̇, ξ̇, φ](t) (5.13)

where P is the k × k invertible matrix defined in (2.21) and (2.32), and the numbers σ̄j > 0
are defined in (2.21). Moreover,

Π1[λ, ξ, λ̇, ξ̇, φ](t) = µn−3+σ
0 (t)f(t) + t−ε0 Θ[λ̇, ξ̇, µn−4

0 λ, µn−3
0 (ξ − q), µn−3+σ

0 φ](t) (5.14)

where f = f(t) is an explicit vector function, smooth and bounded for t ∈ [t0,∞), and Θ[· · · ](t)
is a smooth and bounded function of t ∈ [t0,∞), and it has Lipschtz dependence with respect
to its parameters, in the sense that, for any t ≥ t0,

∣

∣

∣Θ[λ̇1](t)−Θ[λ̇2](t)
∣

∣

∣ . t−ε0

∣

∣

∣λ̇1(t)− λ̇2(t)
∣

∣

∣ (5.15)

∣

∣

∣
Θ[ξ̇1](t)−Θ[ξ̇2](t)

∣

∣

∣
. t−ε0

∣

∣

∣
ξ̇1(t)− ξ̇2(t)

∣

∣

∣
, (5.16)

and also
∣

∣

∣Θ[µn−4
0 λ1](t)−Θ[µn−4

0 λ2](t)
∣

∣

∣. t−ε0

∣

∣

∣λ1(t)− λ2(t)
∣

∣

∣ (5.17)

∣

∣

∣
Θ[µn−3

0 (ξ1 − q)](t) −Θ[µn−3
0 (ξ2 − q)](t)

∣

∣

∣
. t−ε0

∣

∣

∣
ξ1(t)− ξ2(t)

∣

∣

∣
, (5.18)

and
∣

∣

∣Θ[µn−3+σ
0 φ1](t)−Θ[µn−3+σ

0 φ2](t)
∣

∣

∣. t−ε0 ‖φ1 − φ2‖σ,a. (5.19)

Proof. Let σ be the positive number fixed in (4.2). Let φ satisfy (4.7). Fix j ∈ {1, . . . , k}.
We want to compute

∫

B2R

Hj[φ, λ, ξ, λ̇, ξ̇](y, t(τ))Zn+1(y)dy,
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where Hj is given by (5.2). We start with
∫

B2R
µ

n+2

2

0j Sµ,ξ,j(ξj + µ0jy, t)Zn+1(y) dy. We write

µ
n+2

2

0j Sµ,ξ,j(ξj + µ0jy, t) =

(

µ0j
µj

)
n+2

2

[µ0jS1(z, t) + λjbjS2(z, t) + µjS3(z, t)]z=ξj+µjy

+

(

µ0j
µj

)
n+2

2

µ0j [S1(ξj + µ0jy, t)− S1(ξj + µjy, t)]

+

(

µ0j
µj

)
n+2

2

λjbj [S2(ξj + µ0jy, t)− S2(ξj + µjy, t)]

+

(

µ0j
µj

)
n+2

2

µj [S3(ξj + µ0jy, t)− S3(ξj + µjy, t)]

where

S1(z) = λ̇j Zn+1(
z − ξj
µj

) − µn−4
0 pU(

z − ξj
µj

)p−1
k
∑

i=1

Mijλi

S2(z) = µ̇0Zn+1(
z − ξj
µj

) + pUp−1(
z − ξj
µj

)µn−3
0



−bn−2
j H(qj , qj) +

∑

i 6=j

(bibj)
n−2

2 G(qi, qj)





and

S3(z) = ξ̇j·∇U(
z − ξj
µj

)+pU(
z − ξj
µj

)p−1
[

−µn−2
j ∇xH(qj , qj)+

∑

i 6=j

µ
n−2

2

j µ
n−2

2

i ∇xG(qj , qi)
]

·z − ξj
µj

.

A direct computation gives
∫

B2R

S1(ξj + µjy)Zn+1(y) dy = c1(1 +O(R4−n))λ̇j + c2(1 +O(R−2))µn−4
0

∑

i 6=j

Mijλi,

with c1 and c2 defined in (2.16),
∫

B2R

S2(ξj + µjy)Zn+1(y) dy = O(R−2 +R−4+n)µn−3
0 (t)

since by construction
∫

Rn S2(ξj + µjy)Zn+1(y) dy = 0, and

∫

B2R

S3(ξj + µjy)Zn+1(y) dy = 0

by symmetry. Since
µ0j
µj

= (1 +
λj
µ0j

)−1, we get, for any ℓ = 1, 2, 3

∫

B2R

[Sℓ(ξj + µ0jy, t)− Sℓ(ξj + µjy, t)]Zn+1(y) dy = g(t,
λ

µ0
)λ̇j + g(t,

λ

µ0
)ξ̇

+ g(t,
λ

µ0
)
∑

i

µn−4
0 λi + µn−3+σ

0 f(t)
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where g denotes a smooth and bounded function, such that g(·, s) ∼ s as s → 0, and f is
smooth and bounded. Thus we conclude that

c

(

µj
µ0j

)
n+2

2

µ−1
0j

∫

B2R

µ
n+2

2

0j Sµ,ξ,j(ξj + µ0jy, t)Zn+1(y) dy =

[

λ̇j +
1

t

(

P Tdiag
(1 + σℓ
n− 2

)

Pλ

)

j

]

+ t−ε0 g(t,
λ

µ0
)(λ̇+ ξ̇) + µn−4

0 t−ε0 g(t,
λ

µ0
)λ, (5.20)

where c is an explicit positive number, for functions g which are smooth in its argumets,
bounded and g(·, s) ∼ s, as s→ 0.

Nest we consider pµ
n−2

2

0j (1 +
λj
µ0j

)−2
∫

B2R
Up−1(

µ0j
µj
y)ψ(ξj + µ0jy, t)Zn+1(y) dy. The princi-

pal part to describe is I :=
∫

B2R
Up−1(y)ψ(ξj + µ0jy, t)Zn+1(y) dy. Recall now that ψ =

ψ[λ, ξ, λ̇, ξ̇, φ](y, t). Thus, we write

I = ψ[0, q, 0, 0, 0](qj , t)

∫

B2R

Up−1(y)Zn+1(y) dy

+

∫

B2R

Up−1(y)Zn+1(y) (ψ[0, q, 0, 0, 0](ξj + µ0jy, t)− ψ[0, q, 0, 0, 0](qj , t)) dy

+

∫

B2R

Up−1(y)Zn+1(y)
(

ψ[λ, ξ, λ̇, ξ̇, φ]− ψ[0, q, 0, 0, 0]
)

(ξj + µ0jy, t) dy

= I1 + I2 + I3.

Thanks to (4.9), I1 = µ
n−2

2
+σ

0 t−ε0 f(t), for some smooth and bounded f . Applying the mean

value theorem to I2 and using (4.10), we get that I2 = µ
n−2

2
+σ

0 t−ε0 g(t, λ
µ0
, ξ − q), where g is a

smooth function with g(·, s, ·) ∼ s, and g(·, ·, s) ∼ s, as s→ 0. Again the mean value Theorem
gives that, for some s ∈ (0, 1),

I3 =

∫

B2R

Up−1(y)Zn+1(y)

[

∂λψ[0, q, 0, 0, 0][sλ](ξj + µ0jy, t)

+ ∂ξψ[0, q, 0, 0, 0][s(ξj − qj)](ξj + µ0jy, t) + ∂λ̇ψ[0, q, 0, 0, 0][sλ̇](ξj + µ0jy, t)

+ ∂
ξ̇
ψ[0, q, 0, 0, 0][sξ̇ ]((ξj + µ0jy, t) + ∂φψ[0, q, 0, 0, 0][sφ]((ξj + µ0jy, t)

]

dy.

Using (4.22)–(4.26), we can describe the above function as sum of terms of the form

µ
−n−4

2
+σ

0 t−ε0 f(t)(λ̇+ ξ̇)F (λ, ξ, λ̇, ξ̇, φ)(t), µ
n−4

2

0 t−ε0 f(t) (λ+ ξ)F (λ, ξ, λ̇, ξ̇, φ)(t),

where f is smooth and bounded, while F denotes a non local, non linear smooth operator in
its parameters, with F (0, q, 0, 0, 0)(t) bounded.

Let us consider now the terms Bj [φj ] and B
0
j [φj ] defined respectively by (3.15) and (3.16).

We have that
∫

B2R

Bj[φj ](y, t)Zn+1(y) dy = t−ε0

[

µn−3+σ
0 (t)ℓ[φ](t) + ξ̇jℓ[φ](t)

]

and
∫

B2R

B0
j [φj ](y, t)Zn+1(y) dy = t−ε0 µn−2+σ

0 (t) g(
λ

µ0
) ℓ[φ](t)
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where ℓ[φ](t) is a smooth and bounded function in t, and is a linear, and non local smooth
operator in φ, while g(s) is a smooth function with g(s) ∼ s, as s→ 0.

Collecting the above information, we get the validity of (5.13).
�

Next we shall compute, for any j = 1, . . . , k,
∫

B2R

Hj [φ, λ, ξ, λ̇, ξ̇](y, t(τ))Zℓ(y)dy,

this time for ℓ = 1, . . . , n. This is the content of next Lemma, whose proof we leave to the
interested reader, being similar to the one performed in Lemma 5.1.

Lemma 5.2. Let us now fix j = 1, . . . , k. There exists a positive constant ε > 0, such that
the relation (5.6) for ℓ = 1, . . . , n is equivalent to

ξ̇j = Π2,j [λ, ξ, λ̇, ξ̇, φ](t) (5.21)

Π2,j[λ, ξ, λ̇, ξ̇, φ](t) = µn−2
0 (t) c

[

bn−2
j ∇xH(qj, qj) −

∑

i 6=j

b
n−2

2

j b
n−2

2

i ∇xG(qj, qi)
]

(5.22)

+ µn−2+σ
0 (t)fj(t) + t−ε0 Θ[λ̇, ξ̇, µn−4

0 λ, µn−3
0 (ξ − q), µn−3+σ

0 φ](t)

where c =
p
∫

Rn
Up−1 ∂U

∂y1
y1 dy

∫

Rn

(

∂U
∂y1

)2

dy
and bj are the (positive) numbers defined in (2.19). The function

fj = fj(t) is an explicit n dimensional vector function, it is smooth and bounded for t ∈ [t0,∞).
Furthermore, Θ has the same properties as described in Lemma 5.1.

In summary: given σ the positive number fixed in Proposition 4.1 and φ satisfying (4.7),
we have proved so far that solving

∫

B2R

Hj[φ, λ, ξ, λ̇, ξ̇](y, t(τ))Zℓ(y)dy = 0, for t ≥ t0

for all j = 1, . . . , k, and ℓ = 1, . . . , n, n + 1, is equivalent to solve in λ and ξ the system of
ODEs











λ̇+ 1
t
P Tdiag

(

1+σ̄j
n−4

)

Pλ = Π1[λ, ξ, λ̇, ξ̇, φ](t)

ξ̇j = Π2,j [λ, ξ, λ̇, ξ̇, φ](t), j = 1, . . . , k

(5.23)

where Π1, and Π2,j are defined respectively in (5.14) and (5.22).

We next prove that Problem (5.23) is solvable for functions λ and ξ satisfying (4.4) and
(4.5).

Proposition 5.2. Let φ be such that (4.7) is satisfied. Then there exists a solution λ =
λ[φ](t), ξ = ξ[φ](t) to the nonlinear system of ODEs (5.23), which satisfies the bounds (4.4)-
(4.5). Furthermore, for t ∈ (t0,∞),

µ
−(1+σ)
0 (t)

∣

∣

∣
λ[φ1](t)− λ[φ2](t)

∣

∣

∣
. t−ε0 ‖φ1 − φ2‖σ,a (5.24)

and

µ−1
0 (t)

∣

∣

∣
ξ[φ1](t)− ξ[φ2](t)

∣

∣

∣
. t−ε0 ‖φ1 − φ2‖σ,a (5.25)
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Proof. Let h be a vector function with h : [t0,∞) → R
k with ‖h‖n−3+σ bounded. See (4.3)

for the definition of the norm. We select the solution of the linear system of ODEs associated
to (5.13)

λ̇+
1

t
P Tdiag

(

1 + σ̄j
n− 4

)

Pλ = h(t) (5.26)

explicitly given by

λ(t) = P T ν(t), ν(t) =







ν1(t)
...

νk(t)






, νj(t) = t−

1+σ̄j
n−4

[

dj +

∫ t

t0

s
1+σ̄j
n−4 (Ph)j (s) ds

]

, (5.27)

where the constants dj, j = 1, . . . , k are arbitrary. Observe that

‖t
1+σ
n−4λ(t)‖L∞(t0,∞) . t

− σ̄−σ
n−4

0 d+ ‖h‖n−3+σ and ‖λ̇‖n−3+σ . t
−

σ̄j−σ

n−4

0 d+ ‖h‖n−3+σ ,

where 0 ≤ d = maxi=1,...,k |di|.
Let Λ(t) = λ̇(t). Thus (5.27) defines a linear operator L1 : h→ Λ, which associates to any

h with ‖h‖n−3+σ -bounded the solutions (5.27) to (5.26), that now takes the form

Λ +
1

t
P Tdiag

(

1 + σ̄j
n− 4

)

P

∫ ∞

t

Λ(s) ds = h(t).

This operator L1 is continuous between the Banach spaces (L∞(t0∞))k equipped with the
‖ · ‖n−3+σ-topology.

For any h, this time h : [t0,∞) → R
n, with ‖h‖n−3+σ bounded, we now select the solution

of the linear system of ODEs associated to (5.21), for j ∈ {1, . . . , k},

ξ̇j = µn−2
0 (t) c

[

bn−2
j ∇xH(qj , qj) −

∑

i 6=j

b
n−2

2

j b
n−2

2

i ∇xG(qj , qi)
]

+ h(t) (5.28)

explicitly given by

ξj(t) = ξ0j (t) +

∫ ∞

t

h(s) ds, (5.29)

where

ξ0j (t) = qj + c
[

bn−2
j ∇xH(qj, qj) −

∑

i 6=j

b
n−2

2

j b
n−2

2

i ∇xG(qj , qi)
]

∫ ∞

t

µn−2
0 (s) ds.

Observe that

|ξj(t)− qj| . t−
1+σ
n−4 + t−

1+σ
n−4 ‖h‖n−3+σ and ‖ξ̇j − ξ̇0j ‖σ . ‖h‖n−3+σ .

Let Ξ(t) = ξ̇(t) − ξ̇0(t), which is a n k-dimensional vector function. Thus (5.29) defines a
linear operator L2 : h → Ξ, which associates to any n × k-dimensional vector function h
with ‖h‖n−3+σ-bounded the solutions (5.29) to (5.28). This operator is continuous in the
‖ · ‖n−3+σ-topology.

Having introduced the linear operators Li, i = 1, 2, we observe that λ, ξ is a solution to
(5.13)-(5.21) if Λ = λ̇, Ξ = ξ̇ − ξ̇0 is a fixed point for the operator

(Λ,Ξ) = A (Λ,Ξ) (5.30)

where

A (Λ,Ξ) :=
(

L1(Π̂1[Λ,Ξ, φ]),L2(Π̂2[Λ,Ξ, φ])
)

=:
(

Ā1(Λ,Ξ), Ā2(Λ,Ξ)
)
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with

Π̂1(Λ,Ξ, φ) = Π1[

∫ ∞

t

Λ, q +

∫ ∞

t

Ξ,Λ,Ξ, φ]), Π̂2(Λ,Ξ, φ) = Π2[

∫ ∞

t

Λ, q +

∫ ∞

t

Ξ,Λ,Ξ, φ])

and Π1, Π2 defined respectively in (5.14) and (5.22). Let

K = max{‖f‖n−3+σ , ‖f1‖n−3+σ , . . . , ‖fk‖n−3+σ}
where the functions f , f1, . . . , fk are the ones in (5.14) and (5.22). We show that A (5.30)
has a fixed point (Λ,Ξ) in the set

B = {(Λ,Ξ) ∈ L∞(t0,∞)× L∞(t0,∞) : ‖Λ‖n−3+σ + ‖Ξ‖n−3+σ ≤ cK},
for some c > 0. Indeed, we observe directly from (5.14) that

∣

∣

∣t
n−3+σ
n−4 Ā1(Λ,Ξ)

∣

∣

∣ . t
− σ̄−σ

n−4

0 d+ ‖φ‖n−2+σ,a +K + t−ε0 ‖Λ‖n−3+σ + t−ε0 ‖Ξ‖n−3+σ,

and from (5.22)
∣

∣

∣t
n−3+σ
n−4 Ā2(Λ,Ξ)

∣

∣

∣ . ‖φ‖n−2+σ,a +K + t−ε0 ‖Λ‖n−3+σ + t−ε0 ‖Ξ‖n−3+σ.

Thus, for d with t
− σ̄−σ

n−4

0 d < K, and choosing possibly c large, we have that A (B) ⊂ B. Let us
now check the Lipschitz condition for A. For instance, we have

t
n−3+σ
n−4

∣

∣Ā1(Λ1,Ξ)− Ā1(Λ2,Ξ)
∣

∣ = t
n−3+σ
n−4

∣

∣

∣
L1(Π̂1[Λ1,Ξ, φ]− Π̂1[Λ2,Ξ, φ])

∣

∣

∣

≤ t
n−3+σ
n−4 t−ε0 |L1(Θ2(Λ1,Ξ)−Θ2(Λ2,Ξ))|

+ t
n−3+σ
n−4 t−ε0 [

∣

∣

∣

∣

L1(µ
n−4
0 Θ3(

∫ ∞

t

Λ1,Ξ)−Θ3(

∫ ∞

t

Λ2,Ξ))

∣

∣

∣

∣

≤ t−ε0 ‖Λ1 − Λ2‖n−3+σ,

as consequence of (5.15) and (5.17). Arguing with the same logic, one gets a similar estimation
for Ā1(Λ1,Ξ)− Ā1(Λ2,Ξ). Making use of (5.15)–(5.18), we get

‖A(Λ1,Ξ1)−A(Λ2,Ξ2)‖n−3+σ ≤ t−ε0 ‖Λ1 − Λ2‖n−3+σ.

Since t−ε0 , A is a contraction, and a direct application of Contraction Mapping Theorem, we
get the existence of a solution for System (5.23), in the class of functions λ and ξ satisfying
(4.4) and (4.5).

Let us now fix φ1 and φ2 in the class of functions satisfying (4.7). The functions λ̄ =
λ[φ1]− λ[φ2], ξ̄ = ξ[φ1]− ξ[φ2] solve the system of ODEs

λ̇+
1

t
P Tdiag

(

1 + σ̄j
n− 4

)

Pλ = Π̄1(t), ξ̇i = Π̄2,i(t), i = 1, . . . , k

where
(

Π̄1(t)
)

j
= cpµ

n−2

2

j µ−1
0j

∫

B2R

Up−1(
µ0j
µj

y) [ψ[φ1]− ψ[φ2]] (ξj + µ0jy, t)Zn+1(y) dy

+ c

(

µj
µ0j

)
n+2

2

µ−1
0j

∫

B2R

[Bj[(φ1)j ]−Bj[(φ2)j ]]Zn+1(y) dy

+ c

(

µj
µ0j

)
n+2

2

µ−1
0j

∫

B2R

[

B0
j [(φ1)j ]−B0

j [(φ2)j ]
]

Zn+1(y) dy
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and
(

Π̄2i(t)
)

j
= cpµ

n−2

2

j µ−1
0j

∫

B2R

Up−1(
µ0j
µj

y) [ψ[φ1]− ψ[φ2]] (ξj + µ0jy, t)
∂U

∂yi
(y) dy

+ c

(

µj
µ0j

)
n+2

2

µ−1
0j

∫

B2R

[Bj [(φ1)j ]−Bj [(φ2)j ]]
∂U

∂yi
(y) dy

+ c

(

µj
µ0j

)
n+2

2

µ−1
0j

∫

B2R

[

B0
j [(φ1)j ]−B0

j [(φ2)j ]
] ∂U

∂yi
(y) dy

Thus, the validity of (5.24) and (5.25) follows from (5.19).
�

Remark 5.1. Recall that the function ψ = Ψ̄[ψ0] solution to Problem (4.1) depends smoothly
on the initial condition ψ0, provided ψ0 belongs to a small neighborhood of 0 in the Banach
space L∞(Ω) equipped with the C1 norm, as observed in Remark 4.1. This fact implies that
also λ = λ[ψ0], ξ = ξ[ψ0] solutions to (5.23) depends smoothly on ψ0. A closer look at the
definitions of λ = λ[ψ0], ξ = ξ[ψ0] gives that

‖λ[ψ(1)
0 ]− λ[ψ

(2)
0 ]‖1+σ . ‖ψ(1)

0 − ψ
(1)
0 ‖L∞(Ω)

and
‖ξ[ψ(1)

0 ]− ξ[ψ
(2)
0 ]‖1+σ . ‖ψ(1)

0 − ψ
(1)
0 ‖L∞(Ω).

6. Final argument: solving (5.5)

Let ψ = Ψ[λ, ξ, λ̇, ξ̇, φ] be the solution to the outer Problem (4.1) (or equivalently (3.11))
as described in Propositions 4.1 and 4.2, and let λ = λ[φ], and ξ = ξ[φ] be the solution to

(5.23) whose existence and properties are established in Proposition 5.2. Then uµ,ξ + φ̃, with

φ̃ as in (3.3)-(3.4), is the expected solution to (3.1), as described in Section 3, if there exists
φj solution to Problem (5.5) in the class of functions with ‖φ‖ν,a (see (5.9)), or equivalently
‖φ‖n−2+σ,a (see (4.6)), bounded.

Proposition 5.1 states the existence of a linear operator T which to any function h(y, τ),
with ‖h‖ν,a-bounded, associate the solution to (5.7). Furthermore, it states that this operator
T is continuous between L∞ spaces equipped with the topologies described by (7.3). Thus,
the existence and properties of φj , solution to (5.5) are reduced to find a fixed point for

φ = (φ1, . . . , φk) = A3(φ) :=
(

T (H1[λ, ξ, λ̇, ξ̇, φ]), . . . ,T (Hk[λ, ξ, λ̇, ξ̇, φ])
)

in a proper set of functions. We claim that A3 admits indeed a fixed point in the set of
functions ‖φ‖n−2+σ,a < ct−ε0 . To prove this, we claim that, for each j = 1, . . . , k,

∣

∣

∣
Hj[λ, ξ, λ̇, ξ̇, φ](t, y)

∣

∣

∣
. t−ε0

µn−2+σ
0

1 + |y|2+a (6.1)

for some a ∈ (0, 1), and

‖Hj[φ
(1)]−Hj[φ

(2)]‖n−2+σ,2+a ≤ t−ε0 ‖φ(1) − φ(2)‖n−2+σ,a. (6.2)

Estimate (6.1) is consequence of Lemma 2.2, (4.9), (3.15) and (3.16).
To get (6.2) we observe that

µ
n+2

2

0j |Sµ1,ξ1,j(ξj,1 + µ0jy, t)− Sµ2,ξ2,j(ξj,2 + µ0jy, t)| . t−ε0

µn−2+σ
0 (t)

1 + |y|2+a ‖φ(1) − φ(2)‖n−2+σ,a

(6.3)
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as consequence of (3.9), (5.24) and (5.25), where we have use the notation

µi = µ[φ(i)], ξi = ξ[φ(i)], ξj,i = ξj [φ
(i)], i = 1, 2.

Furthermore, we have

pµ
n+2

2

0j

∣

∣

∣

∣

µ2j,1U
p−1(

µ0j
µj,1

y)ψ[φ(1)](ξj,1 + µ0jy, t)− µ2j,2U
p−1(

µ0j
µj,2

y)ψ[φ(2)](ξj,2 + µ0jy, t)

∣

∣

∣

∣

. t−ε0

µn−2+σ
0 (t)

1 + |y|2+a ‖φ(1) − φ(2)‖σ,a (6.4)

as consequence of (4.22)–(4.26), where we use the notation

µj,i = µj[φ
(i)], ψ[φ(i)] = Ψ[λi, ξi, λ̇i, ξ̇i, φ

(i)], i = 1, 2.

Finally, directly from the definitions (3.15) and (3.16) respectively, we have

∣

∣

∣Bj[φ
(1)]−Bj [φ

(2)]
∣

∣

∣ . t−ε0

µn−2+σ
0 (t)

1 + |y|2+a ‖φ(1) − φ(2)‖n−2+σ,a, (6.5)

and
∣

∣

∣B0
j [φ

(1)]−B0
j [φ

(2)]
∣

∣

∣ . t−ε0

µn−2+σ
0 (t)

1 + |y|2+a ‖φ(1) − φ(2)‖n−2+σ,a. (6.6)

Estimates (6.3)–(6.6) give (6.2).
Now using (6.1) and (6.2), one gets that A3 has a fixed point φ, with ‖φ‖n−2+σ,a < ct−ε0 , for

some positive constant c, provided the number ρ in (3.6) is chosen small enough. Authomat-
ically, this defines e0 = (e01, . . . , e0k), where e0,j are the constants in the initial conditions in

Problem (5.5). Each constant e0j is a linear functions of Hj, e0j = e0j [Hj [φ, λ, ξ, λ̇, ξ̇]]. One
has that |e0j | . t−ε0 . This concludes the proof of the existence of the solution to Problem
(1.1), as predicted by Theorem 1. The proof is concluded. �

Proof of Corollary 1.1. We begin by some comments that carry interest in their own sake
and that are needed for the proof.

Let us observe that the construction of φ = (φ1, . . . , φk), and e0 = (e01, . . . , e0k) solution to
(5.5) is possible for any initial condition ψ0 to the outer Problem (4.1). We have the validity of
Lipschitz dependence of φ = φ[ψ0], and e0 = e0[ψ0] in the C1(Ω̄)-topology. Indeed, Remarks
4.1 and 5.1 give that

|e0[ψ(1)
0 ]− e0[ψ

(1)
0 ]| ≤ c

[

‖ψ(1)
0 − ψ

(1)
0 ‖L∞(Ω) + ‖∇ψ(1)

0 −∇ψ(1)
0 ‖L∞(Ω)

]

for some fixed constant c. Moreover, as a consequence of the Implicit Function Theorem
the maps φ[ψ0], and e0[ψ0] depends in C

1-sense on ψ0 in the C1(Ω̄)-topology, thanks to the
corresponding dependence for ψ, λ and ξ.

A second observation we make is that a slight change in the above proof allows to find an
interesting variation of our main result: There is a manifold of initial conditions indexed by
initial values of the parameters µ and by the centers ξj(t0), j = 1, . . . , k. In the proof we
can prescribe their initial values as the corresponding qj’s, letting freedom in the final points
ξj(+∞) which in any case is close to the qj . We can achieve this by simply replacing the
operator (5.29) by the formula



40 C. CORTÁZAR, M. DEL PINO, AND M. MUSSO

ξj(t) = qj+c
[

bn−2
j ∇xH(qj, qj)−

∑

i 6=j

b
n−2

2

j b
n−2

2

i ∇xG(qj , qi)
]

∫ t

t0

µn−2
0 (s) ds.+

∫ t

t0

h(s) ds. (6.7)

The consequence of this observation is the following. If we consider the initial datum in (1.1)
of the form

u(·, 0) = u∗ε,q(·, 0) + ψ0 −
k
∑

j=1

e0j [ψ0]Z0j

where u∗µ,ξ(x, t) is the first approximation given by (2.26) with fixed ξ(0) = q and µ(0) = ε,

Z0j(x) = ε
−n−2

2

j ηj,R

(

x−qj
εj

)

, and ψ0 is sufficiently small, then u(x, t) blows-up at k points q̃j

in the form (1.12).
Let us consider the following map defined in a small neighborhood of 0 in X = C1(Ω̄).

F (ψ0) = ψ0 −
k
∑

j=1

(e0j [ψ0]− e0j [0])Z0j

so that F [0] = 0, F is differentiable and

Dψ0
F (0)[h] = h−

k
∑

j=1

〈Dψ0
e0j [0], h〉Z0j , h ∈ X.

We have a k-bubble blow-up as t→ +∞ provided that

u(·, 0) = u∗ε,q(·, 0) −
k
∑

j=1

e0j [0]Z0j + g (6.8)

where g = F [ψ0] for any small ψ0.

Let us assume that the vector space of the functionals in X Dψ0
e0j [0] has dimension k̃ ≤ k.

We write W =
⋂k
j=1Ker (Dψ0

e0j [0]), so that Z is a space with codimension k̃. Indeed, we can

find k̃ linearly independent functions ej such that

X =W⊕ < {e1, . . . , ek̃} > .

We consider the operator in a neighborhood of 0 in X given by

G
(

w +

k̃
∑

j=1

αjej
)

=

k̃
∑

j=1

αjej + F (w), αj ∈ R, w ∈W.

Then G is of class C1 near the origin, G(0) = 0 and Dψ0
G(0)[h] = h. By the local inverse

theorem, G defines a local C1 diffeormorphism onto a neighborhood of the origin. For all
small g we can find smooth functions α(g), w(g) with

k̃
∑

j=1

αj(g)ej + F (w(g)) = g.

Thus the set M of functions F [w], w ∈ W can be described in a neighborhood of 0 exactly
as those g ∈ X such that

αj(g) = 0 for all j = 1, . . . , k̃,
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in other words the space of g’s that satisfy k̃ C1-constraints which in addition have linearly
independent derivatives at 0. This says precisely that M is locally a codimension k̃ C1-
manifold, such that if g in (6.8) is selected there, then the desired phenomenon takes place.
Selecting a k-codimensional submanifold of M, the result of the corollary follows. The proof
is concluded. �

7. Linear theory for the inner problem

The key linear ingredient in the proof above is the presence of the linear operator in
Proposition 5.1. This section will be devoted to prove that result, in its more precise form of
Proposition 7.1 below.

Given a sufficiently large number R > 0 we shall construct a solution to an initial value
problem of the form

φτ = ∆φ+ pU(y)p−1φ+ h(y, τ) in B2R × (τ0,∞) (7.1)

φ(y, τ0) = e0Z0(y) in B2R

which defines a linear operator of h, where e0 = e0[h] is a constant that defines a linear
functional of h. No boundary conditions are specified, while suitable time-space decay rates
and orthogonality conditions are imposed on h. Let ν > 0 be such that

µn−2+σ
0 (t) = τν ,

and a the positive number, less than 1, which was introduced in (4.7). The solution we build
has R-dependent uniform bounds in L∞-weighted norms of the type

‖h‖ν,a := sup
τ>τ0

sup
y∈B2R

τν(1 + |y|a) |h(y, τ)|.

Also, for a function p = p(τ) we denote

‖p‖ν := sup
τ>τ0

τν |p(τ)|.

As we shall see, our construction involves solving the equation in different spherical har-
monic modes. Let us consider an orthonormal basis Θm, m = 0, 1, . . . , of L2(Sn−1) made up
of spherical harmonics, namely eigenfunctions of the problem

∆Sn−1Θm + λmΘm = 0 in Sn−1

so that

0 = λ0 < λ1 = . . . = λn = (n− 1) < λn+1 ≤ . . .

We have Θ0(y) = α0 and Θj(y) = α1yj, j = 1, . . . , n, for constant numbers α0 and α1. In
general, all eigenvalues λm are of the form ℓ(n− 2 + ℓ) for a nonnegative integer ℓ.

Let h ∈ L2(B2R). We decompose it into the form

h(y, τ) =
∞
∑

j=0

hj(r, τ)Θj(y/r), r = |y|, hj(r, τ) =

∫

Sn−1

h(rθ, τ)Θj(θ) dθ.

In addition, we write h = h0 + h1 + h⊥ where

h0 = h0(r, τ), h1 =
n
∑

j=1

hj(r, τ)Θj , h⊥ =
∞
∑

j=n+1

hj(r, τ)Θj .
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Consider also the analogous decomposition for φ into φ = φ0 + φ1 + φ⊥. It clearly suffices
to build the solution φ of Problem (7.1) by doing so separately for the pairs (φ0, h0), (φ1, h1)
and (φ⊥, h⊥).

Our main result in this section is the following proposition.

Proposition 7.1. Let ν, a be given positive numbers with 0 < a < 1. Then, for all sufficiently
large R > 0 and any h = h(y, τ) with ‖h‖ν,2+a < +∞ that satisfies for all j = 1, . . . , n+ 1

∫

B2R

h(y, τ)Zj(y) dy = 0 for all τ ∈ (τ0,∞) (7.2)

there exist φ = φ[h] and e0 = e0[h] which solve Problem (7.1). They define linear operators of
h that satisfy the estimates

|φ(y, τ)| . τ−ν
[ Rn−a

1 + |y|n ‖h0‖ν,2+a +
Rn+1−a

1 + |y|n+1
‖h1‖ν,2+a +

1

1 + |y|a ‖h‖ν,2+a
]

, (7.3)

and

|e0[h]| . ‖h‖ν,2+a. (7.4)

Proposition 7.1 is a direct consequence of Proposition 7.2 below, to whose proof we will
devote most of this section. It refers to the following problem:

φτ = ∆φ+ pU(y)p−1φ+ h(y, τ)− c(τ)Z0 in B2R × (τ0,∞) (7.5)

φ(y, 0) = 0 in B2R

Proposition 7.2. Let ν, a be given positive numbers with 0 < a < 1. Then, for all sufficiently
large R > 0 and any h with ‖h‖ν,2+a < +∞ and satisfying the orthogonality conditions (7.2),
there exist φ = φ[h] and c = c[h] which solve Problem (7.5), and define linear operators of h.
The function φ[h] satisfies estimate (7.3), and for some γ > 0

∣

∣

∣

∣

c(τ)−
∫

B2R

hZ0

∣

∣

∣

∣

. τ−ν
[

R2−a

∥

∥

∥

∥

h− Z0

∫

B2R

hZ0

∥

∥

∥

∥

ν,2+a

+ e−γR‖h‖ν,2+α
]

. (7.6)

Proof of Proposition 7.1. Let us derive Proposition 7.1 from Proposition 7.2. Let us write

φ(y, τ) = φ1(y, τ) + e(τ)Z0(y) (7.7)

where φ1 is the solution of Problem (7.5) predicted by Proposition 7.2. Assuming that e ∈
C1 ([τ0,∞)) we find

∂τφ = ∆φ+ pUp−1φ+ h(y, τ) +
[

e′(τ)− λ0e(τ)− c(τ)
]

Z0(y).

At this point we make the natural choice of e(τ) as the unique bounded solution of the
equation

e′(τ) − λ0e(τ) = c(τ), τ ∈ (τ0,∞)

which is explicitly given by

e(τ) =

∫ ∞

τ

exp(
√

λ0(τ − s)) c(s) ds .

The function e depends linearly on h. Besides, we clearly have from (7.6),

|e(τ)| . ‖c‖ν . τ−ν‖h‖ν,2+a.
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and thus, from the fact that φ1 satisfies estimate (7.3), so does φ given by (7.7). Thus φ satisfies
Problem (7.1) with initial condition φ(y, τ0) = e(τ0)Z0(y). The proof is concluded. �

We devote the rest of the Section to prove Proposition 7.2 which is at the core of the proof
of our main results.

7.1. The slow-decay solution. As an intermediate result to establish Proposition 7.2, we
shall consider Problem (7.5) in which the decay in space variable is relaxed to any positive
power and no orthogonality assumptions on h are made. Instead we shall impose a zero
Dirichlet boundary condition. For h = h(y, τ) we consider the initial-boundary value problem

φτ = ∆φ+ pU(y)p−1φ+ h(y, τ)− c(τ)Z0(y) in B2R × (τ0,∞) (7.8)

φ = 0 on ∂B2R × (τ0,∞), φ(·, τ0) = 0 in B2R.

Our principal result in this subsection is the following

Lemma 7.1. Let ν > 0 and 0 < a < 3. Then, for all sufficiently large R > 0 and any h with
‖h‖ν,a < +∞ there exists φ and c which solve Problem (7.8) which define linear operators of
h and satisfy the estimates

|φ(y, τ)| .

τ−ν
[Rn−2θ0R‖h0‖ν,a

1 + |y|n−2
+
Rnθ1R‖h1‖ν,a
1 + |y|n−1

+
θ0R‖h‖ν,a
1 + |y|n−2

+
‖h‖ν,a

(1 + |y|)a−2

]

(7.9)

where

θ0R =







1 if a > 2
logR if a = 2
R2−a if a < 2,

, θ1R =







1 if a > 1
logR if a = 1
R1−a if a < 1,

(7.10)

and for some γ > 0
∣

∣

∣

∣

c(τ)−
∫

B2R

hZ0

∣

∣

∣

∣

. τ−ν
[

θ0R

∥

∥

∥

∥

h− Z0

∫

B2R

hZ0

∥

∥

∥

∥

ν,a

+ e−γR‖h‖ν,a
]

. (7.11)

The proof requires technical ingredients which we will establish in Lemmas 7.2 and 7.3
below. We will make use of the following basic, key lemma regarding the quadratic form
associated to the linear operator L0 = ∆+ pUp−1,

Q(φ, φ) :=

∫

[

|∇φ|2 − pUp−1|φ|2
]

. (7.12)

The next result provides an estimate of the associated second L2-eigenvalue in a ball B2R

with large radius under zero boundary conditions.

Lemma 7.2. There exists a constant γ > 0 such that for all sufficiently large R and all
radially symmetric function φ ∈ H1

0 (B2R) with
∫

B2R
φZ0 = 0 we have

γ

Rn−2

∫

B2R

|φ|2 ≤ Q(φ, φ). (7.13)

Proof. Let HR be the linear space of all radial functions φ ∈ H1
0 (B2R) that satisfy the orthog-

onality condition
∫

B2R
φZ0 = 0, and

λR := inf

{

Q(φ, φ) / φ ∈ HR,

∫

B2R

|φ|2 = 1

}

.
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A standard compactness argument yields that λR is achieved by a radial function φR(x) =
ψR(r) ∈ HR with

∫

B2R
φ2R = 1, which satisfies the equation

L0[φR] + λRφR = cRZ0 in B2R, φR = 0 on ∂B2R, (7.14)

for a suitable Lagrange multiplier cR. We have that λR ≥ 0. Indeed, the radial eigenvalue
problem in R

n

L0[ψ] + λψ = 0, ψ′(0) = ψ(+∞) = 0 (7.15)

where

L0[ψ] := ψ′′ +
n− 1

r
ψ′ + pU(r)p−1ψ

has just one negative eigenvalue, as it follows from maximum principle, using the fact that
L0[Z] = 0 with Z = Zn+1, and the fact that this function changes sign just once. It follows
that the associated quadratic form must be positive in H1(Rn)-radial, subject to the L2-
orthogonality condition with respect to Z0. This implies λR ≥ 0. Thus, to establish (7.13),
we assume by contradiction that

λR = o(R2−n) as R→ +∞. (7.16)

Let χ be a smooth cut-off function with

χ(s) = 1 for s < 1 and χ(s) = 0 for s > 2. (7.17)

Testing (7.14) against Z0(y)ηR(|y|) where ηR(s) = χ(s− R
2 ), we get

cR

∫

B2R

Z2
0ηR =

∫

B2R

φR[Z0∆ηR + 2∇ηR∇Z0].

Since ‖φR‖L2(B2R) = 1, it follows that, for some σ > 0, cR = O(e−σR). On the other hand,
again using that ‖φR‖L2(B2R) = 1, standard elliptic estimates yield that ‖φR‖L∞(B2R) . 1.

Let us represent φR(x) = ψR(r) using the variation of parameters formula. The function
ψR satisfies the ODE

L0[ψR] = hR(r), r ∈ (0, R), ψ′
R(0) = ψR(R) = 0 (7.18)

where hR(r) = −λRψR(r) + cRZ0(r). Furthermore, it is uniformly bounded in R.

For Z = Zn+1, we consider a second, linearly independent solution Z̃(r) of this problem,

namely L0[Z̃] = 0, normalized in such a way that their Wronskian satisfies

Z̃ ′Z(r)− Z̃Z ′(r) =
1

rn−1
.

Since Z(r) ∼ 1 near r = 0 and Z(r) ∼ r2−n as r → ∞, we see that Z̃(r) ∼ r2−n near r = 0 and

Z̃(r) ∼ 1 as r → ∞. The formula of variation of parameters then yields the representation

ψR(r) = Z̃(r)

∫ r

0
hR(s)Z(s) s

n−1 ds+ Z(r)

∫ 2R

r

hR(s) Z̃(s) s
n−1 ds−ARZ(r) (7.19)

where AR is such that ψR(2R) = 0, namely

AR = Z(2R)−1Z̃(2R)

∫ 2R

0
hR(s)Z(s) s

n−1 ds.

We observe that ‖hR‖L2(B2R) . λR + e−σR. Then we estimate
∣

∣

∣

∣

∫ r

0
hR(s)Z(s) s

n−1 ds

∣

∣

∣

∣

≤ ‖Z‖L2(B2R)‖hR‖L2(B2R) . (λR + e−σR)‖Z‖L2(B2R)
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and
∣

∣

∣

∣

∫ 2R

r

hR(s) Z̃(s) s
n−1 ds

∣

∣

∣

∣

. R
n
2 (λR + e−σR).

Hence we have for instance,

‖ARZ‖L2(B2R) . Rn−2(λR + e−σR)‖Z‖L2(B2R),

and estimating the other two terms we obtain at last, thanks to (7.16),

‖φR‖L2(B2R) ≤ Rn−2(λR + e−σR)‖Z‖L2(B2R). (7.20)

At this point we notice ‖Z‖L2(Rn) < +∞. This, the fact that λR = o(R2−n) and relation (7.20)
yield that ‖φR‖L2(B2R) → 0. This is a contradiction and estimate (7.13) is thus proven. �

We let χ(s) be a smooth cut-off function as in (7.17). We consider a large but fixed number
M which we will fix later independently of R and define χM (y) = χ(|y|−M). Let us consider
the auxiliary problem, for a general h(y, τ),

φτ = ∆φ+ pU(r)p−1(1− χM )φ+ h(y, τ) in B2R × (τ0,∞) (7.21)

φ = 0 on ∂B2R × (τ0,∞), φ(·, 0) = 0 in B2R,

By standard parabolic theory this problem has a unique solution, which defines a linear
operator of h.

Lemma 7.3. Let φ∗[h] denote the unique solution of Problem (7.21). If M is fixed sufficiently
large, then the following estimate holds, provided that τ0 was chosen fixed and sufficiently large,

|φ∗[h]| . τ−ν‖h‖ν,a







(1 + r)2−a if a > 2
logR if a = 2
R2−a if a < 2.

(7.22)

Proof. Let us consider the problem

LM [g] +
1

1 + ra
= 0, g′(0) = 0 = g(R), (7.23)

where

LM [g] = g′′ +
n− 1

r
g′ + pUp−1(1− χM )g.

We observe that the function g1(r) = Zn+1(r) ∼ r2−n is an exact solution of L(g1) = 0 for
r > M+2. Let us assume thatM is chosen so large that g′1(M+2) < 0, g1(M+2) > 0. Since,
for r < M + 2 g1, must extend as a linear combination of a constant and the fundamental
solution of the Laplacian, we conclude that also g1(r) ∼ r2−n as r → 0. The second linearly
independent solution g2 with g2(0) = 1 is constant up to M and then continues, converging
to a positive constant as r → ∞. So g2(r) ∼ 1 for all r. The variation of parameters formula
expresses then the unique solution of Problem (7.23) as

g(r) = g2(r)

∫ 2R

r

dρ

g22ρ
n−1

∫ ρ

0

g2(s)s
n−1ds

1 + sa
. (7.24)

Then letting

φ̄(r, τ) = 2‖h‖ν,aτ−νg(r)
and choosing τ0 sufficiently large in terms of R, we see that φ̄ is a positive supersolution of
Problem (7.21). By parabolic comparison we then have |φ∗[h]| ≤ φ̄. Finally, directly checking
the asymptotic behavior of formula (7.24), estimate (7.22) readily follows. �
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The Proof of Lemma 7.1.

Construction in the radial case. We shall first solve Problem (7.8) in the radial case,
h = h0(r), where ‖h0‖ν,a < +∞. Let us consider the function

h̄0 = h0 − c0(τ)Z0, c0(τ) =

∫

B2R

hZ0

and let φ∗[h̄0] be the solution of (7.21) as in Lemma 7.3, which is of course radial. Setting

φ = φ∗[h̄0] + φ̃ and c(τ) = c0(τ) + c̃(τ), Problem (7.8) gets reduced to solving

φ̃τ = ∆φ̃+ pU(r)p−1φ̃+ h̃0(r, τ) − c̃(τ)Z0 in B2R × (τ0,∞) (7.25)

φ̃ = 0 on ∂B2R × (τ0,∞), φ̃(·, τ0) = 0 in B2R.

where
h̃0 = pUp−1χMφ∗[h̄0].

The most important feature of h̃0 is that it is radial, compactly supported with size controlled
by that of h̄0. In particular we have that for any m > 0,

‖h̃0‖m,ν . ‖φ∗[h̄0]‖0,ν (7.26)

We shall next solve Problem (7.25) under the additional orthogonality constraint
∫

B2R

φ̃(·, τ)Z0 = 0 for all τ ∈ (τ0,∞). (7.27)

Problem (7.25)-(7.27) is equivalent to solving just (7.25) for c̃ given by the explicit linear

functional c̃ := c̃[φ̃, h̃0] determined by the relation

c̃(τ)

∫

B2R

Z2
0 =

∫

B2R

h̃0(·, τ)Z0 +

∫

∂B2R

∂rφ̃(·, τ)Z0. (7.28)

Since Z0(R) = O(e−γR) for some γ > 0, the dependence in φ of this functional is small

for instance in an L∞-C1+α, 1+α
2 setting. This implies that standard linear parabolic theory

together with a contraction argument apply to yield existence of a unique solution to (7.25)-

(7.27) defined at all times. Next we shall elaborate further on explicit estimates on φ̃. Crucial
in this endeavor is the mild coercivity estimate for the quadratic form Q in Lemma 7.2. To
get the estimates, smoothness of the data can be assumed so that integrations by parts and
differentiations can be carried over, and then arguing by approximations. Testing (7.25)-(7.27)

against φ̃ and integrating in space, we obtain the relation

∂τ

∫

B2R

φ̃2 +Q(φ̃, φ̃) =

∫

B2R

gφ̃, g = h̃0 − c̃(τ)Z0.

Using the estimate in Lemma 7.2 we get that for some γ > 0,

∂τ

∫

B2R

φ̃2 +
γ

Rn−2

∫

B2R

φ̃2 . Rn−2

∫

B2R

g2. (7.29)

We observe that from (7.28) and (7.26) for m = 0 we get that

|c̃(τ)| ≤ τ−ν
[

‖φ∗(h̄0)‖0,ν + e−γR‖∇yφ̃‖0,ν
]

.

Besides, using again estimate (7.26) for a sufficiently large m, we get
∫

B2R

g2 . τ−2ν
[

‖φ∗(h̄0)‖0,ν + e−γR‖∇yφ̃‖0,ν
]2
.
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Using that φ̃(·, τ0) = 0 and Gronwall’s inequality, we readily get from (7.29) the L2-estimate

‖φ̃(·, τ)‖L2(B2R) . τ−νRn−2K, K :=
[

‖ĥ‖0,ν + e−γR‖∇yφ̃‖0,ν
]

. (7.30)

for all τ > τ0. Now, using standard parabolic estimates in the equation satisfied by φ̃ we
obtain then that on any large fixed radius M > 0,

‖φ̃(·, τ)‖L∞(BM ) . τ−νRn−2K for all τ > τ0.

Since the data in the equation has arbitrarily fast space decay, we can dominate the solution
outside BM by a barrier of the order τ−ν |y|2−n. As a conclusion, also using local parabolic
estimates for the gradient, we find that

|∇yφ̃(y, τ)|+ |φ̃(y, τ)| . τ−νRn−2K |y|2−n,
thus from the definition of K we finally get

|∇yφ̃(y, τ)| + |φ̃(y, τ)| . τ−ν
Rn−2

|y|n−2
‖φ∗[h̄0]‖0,ν . (7.31)

It clearly follows from this estimate, inequality (7.26) and Lemma 7.3 that the function

φ0[h0] := φ̃+ φ∗[h̄0] (7.32)

solves Problem (7.8) for h = h0 and satisfies

|φ0(y, τ)| . τ−ν
Rn−2

1 + |y|n−2
θ0R‖h0‖ν,a

with θ0R given in (7.10). Finally, from (7.28) we see that we have that

c(τ) =

∫

B2R

hZ0 +

∫

B2R

pUp−1χMφ∗[h̄0]Z0 +O(e−γR)‖h‖a,ν .

From here and applying again Lemma 7.3 we find the validity of estimate
∣

∣

∣

∣

c(τ) −
∫

B2R

h0Z0

∣

∣

∣

∣

. τ−ν
[

θ0R

∥

∥

∥

∥

h0 − Z0

∫

B2R

h0Z0

∥

∥

∥

∥

ν,a

+ e−γR‖h0‖ν,a
]

.

Hence estimates (7.9) and (7.11) hold. The construction of the solution at mode 0 is concluded.

Construction at modes 1 to n. Here we consider the case h = h1 where

h1(y, τ) =

n
∑

j=1

hj(r, τ)Θj .

The function

φ1[h1] :=
n
∑

j=1

φj(r, τ)Θj . (7.33)

solves the initial-boundary value problem

φτ = ∆φ+ pU(y)p−1φ+ h1(y, τ) in B2R × (τ0,∞) (7.34)

φ = 0 on ∂B2R × (τ0,∞), φ(·, τ0) = 0 in B2R.

We shall estimate this solution. The functions φj(r, τ) solve

∂τφj = L1[φj ] + hj(r, τ) in (0, 2R) × (τ0,∞) (7.35)

∂rφj(0, τ) = 0 = φj(R, τ) for all τ ∈ (τ0,∞), φj(r, τ0) = 0 for all r ∈ (0, R),
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where

L1[φj ] := ∂rrφj + (n− 1)
∂rφj
r

− (n− 1)
φj
r2

+ pU(r)p−1φj . (7.36)

Let us assume that ‖hj‖a,ν < +∞, so that

|h1(r, τ)| ≤ τ−ν‖h1‖a,ν(1 + r)−a.

Let us consider the solution of the stationary problem

L1[φ] + (1 + r)−a = 0

given by the variation of parameters formula

φ̄(r) = Z(r)

∫ 2R

r

1

ρn−1Z(ρ)2

∫ ρ

0
(1 + s)−aZ(s)sn−1 ds

where Z(r) = wr(r). Since wr(r) ∼ r1−n for large r, we find the estimate

|φ̄(r)| .
Rnθ1R

1 + rn−1
,

where θ1R is precisely the number defined in (7.10). Then, provided that τ0 was chosen
sufficiently large, the function 2‖hj‖a,ντ−ν φ̄(r) is a positive supersolution of Problem (7.35)
and thus we find

|φj(r, τ)| . τ−ν
Rnθ1R

1 + rn−1
‖hj‖a,ν .

Hence φ1[h1] given by (7.33) satisfies

|φ1[h1](y, τ)| .
Rnθ1R

1 + |y|n−1
‖h1‖a,ν .

so that estimate (7.11) is satisfied by this function

The case of higher modes. We consider now the case

h = h⊥ =
∞
∑

j=n+1

hj(r)Θj

and the problem

φτ = ∆φ+ pU(y)p−1φ+ h⊥ in B2R × (τ0,∞) (7.37)

φ = 0 on ∂B2R × (τ0,∞), φ(·, τ0) = 0 in B2R,

whose solution has the form

φ⊥ =
∞
∑

j=n+1

φj(r, τ)Θj

Our first claim is that for φ⊥ ∈ H1
0 (B2R) we have the coercivity estimate for the quadratic

form (7.12)
∫

B2R

|φ⊥|2
r2

. Q(φ⊥, φ⊥) (7.38)

Indeed, we can decompose

Q(φ⊥, φ⊥) = c
∞
∑

j=n+1

Qj(φj , φj)



INFINITE-TIME BUBBLING IN THE CRITICAL NONLINEAR HEAT EQUATION 49

where

Qj(ψ,ψ) =

∫ 2R

0

[

|ψ′|2 − pwp−1ψ2 + µj
ψ2

r2

]

rn−1dr ,

and µj = ℓ(n− 2 + ℓ) for some ℓ ≥ 2. It follows that

Qj(φj , φj) ≥ Q1(φj , φj) + (n+ 1)

∫ 2R

0

φ2j
r2
rn−1dr. (7.39)

But we have, Q1(φj , φj) ≥ 0. In fact, writing φj = wrψj we get the identity

Q1(φj , φj) =

∫ 2R

0
|ψ′
j |2 w2

rr
n−1dr ≥ 0

Hence, after addition of the terms in (7.39) we get

Q(φ⊥, φ⊥) ≥ c
∞
∑

j=n+1

∫ 2R

0

|φj |2
r2

rn−1dr = c

∫

B2R

|φ⊥|2
r2

.

and thus estimate (7.38) holds. Let φ∗[h
⊥] be the solution in Lemma 7.3. Then φ∗[h

⊥] only

has components in spherical harmonics Θj with j ≥ 2. By writing φ = φ∗[h
⊥] + φ̃, Problem

(7.37) reduces to solving

φ̃τ = ∆φ̃+ pU(y)p−1φ̃+ h̃ in B2R × (τ0,∞) (7.40)

φ̃ = 0 on ∂B2R × (τ0,∞), φ̃(·, τ0) = 0 in B2R,

where

h̃ = pU(y)p−1χMφ∗[h
⊥],

for a sufficiently large M . Arguing as in (7.29) we now get

∂τ

∫

B2R

φ̃2 + c

∫

B2R

|φ̃|2
|y|2 .

∫

B2R

|y|2|h̃|2. (7.41)

Similarly to (7.30), using the estimates for in Lemma 7.3 we get

‖ |y|−1φ̃(·, τ)‖L2(B2R) . τ−νθ0R‖h‖a,ν (7.42)

where θ0R is defined in (7.10). From elliptic estimates we then get that

‖φ̃(·, τ)‖L∞(B2R) . τ−νθ0R‖h⊥‖a,ν . for all τ > τ0,

so that with the aid of a barrier we obtain

|φ̃(y, τ)| . τ−νθ0R‖h⊥‖a,ν (1 + |y|)2−n.
It follows that the function

φ⊥[h⊥] := φ̃+ φ∗[h
⊥] (7.43)

satisfies

|φ⊥[h⊥](y, τ)| . τ−ν
[

θ0R (1 + |y|)2−n + (1 + |y|)a−2
]

‖h⊥‖a,ν in B2R.
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Conclusion. We simply let

φ[h] := φ0[h0] + φ1[h1] + φ⊥[h⊥]

for the functions defined in (7.32), (7.33), (7.43). By construction, φ[h] solves Equation (7.8).
It defines a linear operator of h and satisfies the conclusions of Lemma 7.1. The proof is
concluded. �

Proof of Proposition 7.2. As in the proof of Lemma 7.1 we decompose h in modes,
h = h0 + h1 + h⊥,

h0 = h0(r, τ), h1 =
n
∑

j=1

hj(r, τ)Θj , h⊥ =
∞
∑

j=n+1

hj(r, τ)Θj

and define separately associated solutions of (7.5) in a decomposition φ = φ0 + φ1 + φ⊥.

For a bounded radial h = h(|y|) defined in B2R with
∫

B2R
hZn+1 = 0 the equation

∆H + pUp−1H + h̃0(|y|) = 0 in R
n, H(y) → 0 as |y| → ∞

where h̃ designates the extension of h0 as zero outside B2R, has a solution H =: L−1
0 [h]

represented by the variation of parameters formula

H(r) = Z̃(r)

∫ ∞

r

h̃(s)Z(s) sn−1 ds+ Z(r)

∫ ∞

r

h̃(s) Z̃(s) sn−1 ds (7.44)

where Z = Zn+1(r), and Z̃(r) is a suitable second linearly independent radial solution of

L0[Z̃] = 0.
If we consider a function h0 = h0(|y|, τ) defined in B2R with ‖h0‖2+a,ν < +∞ and

∫

B2R
h0Zn+1 = 0 for all τ , then H0 = L−1

0 [h0(·, τ)] satisfies the estimate

‖H0‖a,ν . ‖h0‖2+a,ν .
Let us consider the boundary value problem in B3R

Φτ = ∆Φ+ pU(y)p−1Φ+H0(|y|, τ)− c0(τ)Z0 in B3R × (τ0,∞) (7.45)

Φ = 0 on ∂B3R × (τ0,∞), Φ(·, τ0) = 0 in B3R.

Invoking Lemma 7.1 we find a radial solution Φ0[h0] to this problem, which defines a linear
operator of h0 and satisfies the estimates

|Φ0(y, τ)| .
τ−νRn−2

1 + |y|n−2
R2−a‖H0‖ν,a, (7.46)

where for some γ > 0
∣

∣

∣

∣

c0(τ)−
∫

B2R

H0Z0

∣

∣

∣

∣

. τ−ν
[

R2−a

∥

∥

∥

∥

H0 − Z0

∫

B2R

H0Z0

∥

∥

∥

∥

ν,a

+ e−γR‖h0‖ν,2+a
]

. (7.47)

At this point we observe that since L0[Z0] = λ0Z0 then

λ0

∫

B2R

H0Z0 =

∫

B2R

H0L0[Z0] =

∫

B2R

L0[H0]Z0 +

∫

∂B2R

(Z0∂νH0 −H0∂νZ0),

and hence
∫

B2R

H0Z0 = λ−1
0

∫

B2R

h0 Z0 +O(e−γR)τ−ν‖h0‖2+a,ν .
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Also, from the definition of the operator L−1
0 we see that Z0 = λ0L

−1
0 [Z0]. Thus

∥

∥

∥

∥

H0 − Z0

∫

B2R

H0Z0

∥

∥

∥

∥

ν,a

=

∥

∥

∥

∥

L−1
0

[

h0 − λ0Z0

∫

B2R

H0Z0

]

∥

∥

∥

∥

ν,a

.

∥

∥

∥

∥

h0 − Z0

∫

B2R

h0Z0

∥

∥

∥

∥

ν,2+a

+ e−γR‖h0‖ν,2+a.

Let us fix now a vector e with |e| = 1, a large number ρ > 0 with ρ ≤ 2R and a number
τ1 ≥ τ0. Consider the change of variables

Φρ(z, t) := Φ(ρe+ρz, τ1+ρ
2t), Hρ(z, t) := ρ2[H0(ρe+ρz, τ1+ρ

2t)−c0(τ1+ρ2t)Z0(ρe+ρz) ].

Then Φρ(z, t) satisfies an equation of the form

∂tΦρ = ∆zΦρ +Bρ(z, t)Φρ +Hρ(z, t) in B1(0)× (0, 2).

where Bρ = O(ρ−2) uniformly in B2(0)× (0,∞). Standard parabolic estimates yield that for
any 0 < α < 1

‖∇zΦρ‖L∞(B 1
2

(0)×(1,2)) . ‖Φρ‖L∞(B1(0)×(0,2)) + ‖Hρ‖L∞(B1(0)×(0,2)).

Moreover

‖Hρ‖L∞(B1(0)×(0,2)) . ρ2−aτ−ν1 ‖H0‖a,ν , ‖Φρ‖L∞(B1(0)×(0,2)) . τ−1
1 K(ρ)

where

K(ρ) =
Rn−2

ρn−2
R2−a‖h0‖ν,a (7.48)

This yields in particular that

ρ|∇yΦ(ρe, τ1 + ρ2)| = |∇φ̃(0, 1)| . τ−ν1 K(ρ).

Hence if we choose τ0 ≥ R2, we get that for any τ > 2τ0 and |y| ≤ 3R

(1 + |y|) |∇yΦ(y, τ)| . τ−νK(|y|) (7.49)

We obtain that these bounds are as well valid for τ < 2τ0 by the use of similar parabolic
estimates up to the initial time (with condition 0).

Now, we observe that the function H0 is of class C1 in the variable y and ‖∇yH0‖1+a,ν ≤
‖h0‖2+a,ν . It follows that we have the estimate

(1 + |y|2) |D2
yΦ(y, τ)| . τ−νK(|y|)

for all τ > τ0, |y| ≤ 2R. where K is the function in (7.48). The proof follows simply
by differentiating the equation satisfied by Φ, rescaling in the same way we did to get the
gradient estimate, and apply the bound already proven for ∇yΦ.

(1 + |y|2)|D2Φ(y, τ)|+ (1 + |y|)|∇Φ(y, τ)| + |Φ(y, τ)|

. τ−ν‖h0‖2+a,ν
Rn−a

1 + |y|n−2
in B2R.

This yields in particular

|L0[Φ](·, τ)| . τ−ν‖h0‖2+a,ν
Rn−a

1 + |y|n in B2R

We define

φ0[h0] := L0[Φ]
∣

∣

∣

B2R

.
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Then φ0[h0] solves Problem (7.5) with

c(τ) := λ0c0(τ). (7.50)

φ0[h0] satisfies the estimate

|φ0[h0](y, τ)| . τ−ν‖h0‖2+a,ν
Rn

1 + |y|nR
−a in B2R. (7.51)

and from (7.47), estimate (7.6) holds too.

The construction for modes 1 to n. We consider now

h1(y, τ) =

n
∑

j=1

hj(r, τ)Θj

with ‖h1‖ν,2+a < +∞ that satisfies for all i = 1, . . . , n
∫

B2R

h1Zi = 0 for all τ ∈ (τ0,∞). (7.52)

We will show that there is a solution

φ1[h1] =

n
∑

j=1

φj(r, τ)Θj(
y

r
)

to Problem (7.5) for h = h1, which define a linear operator of h1 and satisfies the estimate

|φ1(y, τ)| .
Rn+1

1 + |y|n+1
R−a‖h‖ν,2+a. (7.53)

The construction is similar to that of φ0. Let us fix 1 ≤ j ≤ n. For a function h = hj(r)Θj(
y
r
)

defined in B2R, we let H = L−1
0 [h] := Hj(r)Θj(

y
r
) be the solution of the equation

∆H + pUp−1H + h̃jΘj = 0 in R
n, H(y) → 0 as |y| → ∞

where h̃j designates the extension of hj as zero outside B2R, represented by the variation of
parameters formula

Hj(r) = wr(r)

∫ 2R

r

1

ρn−1wr(ρ)2

∫ ∞

ρ

h̃j(s)wr(s)s
n−1 ds

If we consider a function hj = hj(r, τ)Θj defined inB2R with ‖hj‖2+a,ν < +∞ and
∫

B2R
hjZj =

0 for all τ , then Hj = L−1
0 [hj(·, τ)] satisfies the estimate

‖Hj‖a,ν . ‖hj‖2+a,ν .
Let us consider the boundary value problem in B3R

Φτ = ∆Φ+ pU(y)p−1Φ+Hj(r)Θj(y) in B3R × (τ0,∞) (7.54)

Φ = 0 on ∂B3R × (τ0,∞), Φ(·, τ0) = 0 in B3R.

Invoking Lemma 7.1 we find a solution Φj[h] to this problem, which defines a linear operator
of hj and satisfies the estimates

|Φj(y, τ)| .
τ−νRn

1 + |y|n−1
R1−a‖hj‖2+a,ν , (7.55)
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Arguing by scaling and parabolic estimates, we find as in the construction for mode 0,

|L[Φj ](·, τ)| . τ−ν‖h‖2+a,ν
Rn+1−a

1 + |y|n+1
in B2R.

We define

φj [hj ] := L[Φj]
∣

∣

∣

B2R

.

Then φj [h] solves the equation (7.5) and satisfies

|φj [hj ](y, τ)| . τ−ν‖hj‖2+a,ν
Rn+1

1 + |y|n+1
R−a in B2R.

We then define

φ1[h1] :=

n
∑

j=1

φj [hj ]Θj. (7.56)

This function solves (7.5) for h = h1 and satisfies

|φ1[h1](y, τ)| . τ−ν‖hj‖2+a,ν
Rn+1

1 + |y|n+1
R−a in B2R. (7.57)

Higher modes. Now, for

h = h⊥ =
∞
∑

j=n+1

hj(r)Θj

we let φ⊥[h⊥] be just the unique solution of the problem

φτ = ∆φ+ pU(y)p−1φ+ h⊥ in B2R × (τ0,∞) (7.58)

φ = 0 on ∂B2R × (τ0,∞), φ(·, τ0) = 0 in B2R,

which is estimated, according to Lemma 7.1 as

|φ⊥[h⊥](y, τ)| . τ−ν
‖h⊥‖a,ν
1 + |y|a in B2R. (7.59)

Conclusion. We just let

φ[h] := φ0[h0] + φ1[h1] + φ⊥[h⊥]

be the functions constructed above. According to estimates (7.51), (7.57) and (7.59) we find
that this function solves Problem (7.5) for c(τ) given by (7.28), with bounds (7.3) and (7.6)
as required. The proof is concluded. �
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