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ABSTRACT

We investigate the onset and development of vortical flow disturbances introduced into the wake of a horizontally fixed flat-plate by means of the controlled motion
of a trailing edge flap. The vibrating mechanics of the flap allows for the introduction of both impulsive and harmonic weak amplitude velocity disturbances which
are propagated downstream into the wake flow of the flat-plate. Quantitative experimental and numerical predictions of both steady and unsteady wake flow velocity
resulting from different flapping frequencies are made at low Reynolds numbers (Re < 10%). Frequency response tests of the wake confirmed the existence of two
dominant frequencies where the wake flow organises with a particular arrangement of downstream moving vortex structures. Numerical predictions of steady
(unforced) and forced wake velocity profiles and kinetic energy profiles are in good agreement with the experimental results. In order to understand practical
implications of the dominant vortex structures in scalar transport, we have extended the numerical part of the study solving for the concentration equation of a
passive scalar being injected in particular regions of the physical domain. A spatial correlation between the trajectory of vortex structures and the scalar con-
centration downstream the wake is observed. Moreover, the onset of tip vortex structures produced during the forcing cycle seems to be responsible of a local increase

of scalar concentration near the span wise flap ends.

1. Introduction

The unsteady aerodynamics and the wake flow generated by idea-
lised flapping wings within a fluid has been studied over many decades
in different areas of research, in particular to understand the mechan-
isms responsible in the propulsion of living beings and in the lift per-
formance of some natural flyers (Ellington et al., 1996). The sustain-
ability of the flight is affected by flow disturbances in the wake of
aerodynamic profiles which has been of interest since many years
(Gharib and Williams-Stuber, 1989). Many types of forcing strategies
have been implemented looking for either an amplification or cance-
lation of wake disturbances, and mainly focusing on the effect on drag
forces (Wu and Shu, 2011). The vortical patterns observed in the wake
of an oscillating airfoil (Koochesfahani, 1989) are responsible of the
unsteady drag and lift forces and have been related to the complex
flight aerodynamics of small natural flyers like some insects. Limited
span on wings may lead to an important lift reduction owing to vorticity
generated by the edges of the wing, or tip vortices. Experimental studies
on the role of tip vortex suppressors have made possible to merge tip
vortices with those of the vortex generators thus reducing their un-
wanted effects on the overall aerodynamics (Heyes and Smith, 2005).
When the span of the wing is very limited, the sustained lift of small
insect wings is attributed to a stable leading edge vortex which produce

* Corresponding author.
E-mail address: rohernan@ing.uchile.cl (R.H. Hernédndez).
URL: http://www.leafnl.uchile.cl (R.H. Hernandez).

https://doi.org/10.1016/j.ijheatfluidflow.2019.108526

a lift increase by reducing the average top pressure on very high attack
angles (Xia and Mohseni, 2013). A considerable theoretical effort have
been done to evaluate the contribution of vortices on the global aero-
dynamic forces over flapping wings (Xia and Mohseni, 2013). It has
been recently found that leading edge vortices play an important role
on the overall performance of simple flapping wings like a pitching
plate (Widmann and Tropea, 2017). Pitching airfoils (Koochesfahani,
1989; Godoy-Diana et al., 2008; Andersen et al., 2017; Negi et al.,
2018), plates (Ehrenstein, 2018) and flaps (Wu and Shu, 2011; Vial
et al., 2004) at specific frequencies can produce particular alignments
of the shed vortices in the wake, triggering drag to thrust transitions
accompanied with a considerable increase in the center wake flow ve-
locity. How this transitions, controlled by a simple flapping frequency,
may play a role on the transport of a scalar substance injected upstream
is an interesting open question. Moreover, beyond the physics on the
particular mechanisms involved on the wake properties, we may think
in this kind of perturbing techniques as a tool to provide controlled
capabilities on the body’s surface, vortex shedding and wake thickness
as found in airfoil localised surface perturbations (Gharib and Williams-
Stuber, 1989) and in recent works on heat transfer enhancement with
flexible moving plates (flags) (Gallegos and Sharma, 2017; 2019). The
focus of this work is to understand the effect on the wake flow dynamics
of a small pitching amplitude trailing edge flap attached to an
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horizontal flat-plate. As the pitching amplitude of the flap is very small
it may be considered as a vibrating surface, making a difference with
most of the pitching airfoils mechanisms found in the literature, where
finite amplitude pitching motion is the mechanism perturbing the wake
(Negi et al., 2018; Godoy-Diana et al., 2008; Andersen et al., 2017; Wu
and Shu, 2011). In this work we combine experimental measurements
in a wind tunnel with numerical simulations in order to measure and
classify the wake response to different pitching frequencies. The flap
motion can be considered as an input disturbance originated at the
flap’s trailing edge which perturbs the wake allowing to probe the
frequency response of the wake at low Reynolds numbers. After this
wake flow characterisation we extended the numerical simulation sol-
ving a scalar transport equation to identify the effect of the unsteady
wake on the transport and mixing of a passive scalar.

The structure of the paper is as follows. We describe the experi-
mental and numerical setup in Section 2. The characterisation of the
free and forced wake flow is presented in Section 3. Results for the
scalar transport under forced oscillations of the wake are presented in
Section 4. Conclusions are finally given in Section 5.

2. Problem formulation

A schematic diagram of the problem is displayed in Fig. 1. A thin
horizontal flat-plate with a trailing edge flap is placed in the test section
of the wind tunnel. The plate of length a is at rest and the flap of length
b can pitch around an axis passing through the trailing edge of the plate.
Thickness of both flat-plate and flap is e = 1.65 (mm) where total chord-
to-thickness ratio is L/e ~ 51 and flap’s length-to-thickness ratio is b/
e ~ 20. In the experimental model the flat-plate has end-plates in order
to both keep the plate in place and limit the z plate’s span as proposed
in (Hernidndez and Sanchez, 2002). However, in the numerical model
we did not use end-plates to allow to understand span end effects on
scalar injections.

The numerical simulation solves the mass conservation equation,
incompressible Navier-Stokes and scalar concentration equations in
primitive variables,
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Fig. 1. Schematic setup. The experiment was performed in the closed loop wind
tunnel of the laboratory in the 2 mt long test section described in detail in
(Herndndez and Sanchez, 2002; Vial et al., 2004). The portion of the wind
tunnel test section (0.2 X 0.2 X 2 m) considered for the numerical simulation
domain has height H = 100 (mm), width W = 220 (mm), length L, = 330 (mm)
Plate and flap dimensions are a = 54, b = 30.4, total chord L = a + b, span
s =121 and thickness e = 1.65 (mm). In the experiment, the position of the
hotwire probe is x, measured from the flap’s trailing edge. End-plates (dashed
lines) were used in the experimental set-up. The overall blockage ratio in-
cluding end-plates is 0.5%.
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Where vV = (u, v, w) is the vector velocity, p is the pressure, v the
kinematic viscosity, p is the density, C (X, t) is the scalar concentration
and T is the scalar diffusivity. The laminar Reynolds number can be
written with the free stream velocity and plate thickness, Re = U,e/v as
it is the choice in bluff body situations, but it is more appropriate here
to write a standard chord-based version Re = U,L/v.

Velocity disturbances are introduced into the wake flow through the
periodic motion of the trailing edge flap. The boundary conditions on
the flat-plate surfaces (at rest) are no-slip velocity conditions. However,
the boundary conditions on the flap surfaces are determined by an
external function which sets an angular flap motion of small amplitude
ap (rd) and frequency f, Hz. If the pitching flap angle is
a(t) = aysin(27fyt) and ay is small, the trailing edge amplitude may be
written as y(t) = bsin(a) ~ ba, where b is the flap length. Therefore,
the trailing edge of the flap undergoes a vertical vibrating motion and
may be approximated by

y(t) = ba(t) = Agsin(2rfyt) 4

In this work, the forcing amplitude A, = b oy was kept very small,
of the order of a fraction of the flat-plate thickness Ag ~ 0.2e. Such a
small amplitude motion of the flap may be considered as a vibrating
surface, making a difference with most of the pitching airfoils me-
chanisms found in the literature, where the boundary layer separation
driven by a finite amplitude pitching motion is the mechanism per-
turbing the wake (Negi et al., 2018; Godoy-Diana et al., 2008; Andersen
et al., 2017; Wu and Shu, 2011). Here we try to identify the disturbance
amplification taking place in the wake through changes in the excita-
tion (or forcing) frequency fy, a concept which can be found in similar
approaches perturbing the wake with the aid of surface strip heaters
(Gharib and Williams-Stuber, 1989). The flat-plate wake flow is locally
convectively unstable and the spatial evolution of the unsteady dy-
namics is, to a great extent, determined by both forcing amplitude and
frequency (Huerre and Monkewitz, 1990). In the context of wake in-
stabilities, the dimensionless frequency typically invoked is the
Strouhal number S,. In the case of bluff bodies like prisms, square and
circular cylinders (Jiang et al., 2018) the characteristic length is the
cross stream dimension but in the present case it is the flap length b,
and the Strouhal number reads S; = f; b/U,, which in this work is S, < 2
limited by the forcing frequency in the experiments. Dimensionless
sampling locations will be refereed either using the plate thicknessx/e
or using the overall length x/L throughout the text.

2.1. Numerical method

The system of equations was solved with the software Fluent
(Fluent, 2009) with the built-in control volume formulation with a
semi-implicit pressure-velocity coupling algorithm (Patankar, 1980).
We adopted a second order spatial discretisation for the pressure and a
power law scheme to compute the momentum fluxes. The convergence
criteria required that residual of the discretised equations fall below
10~° for both the momentum and continuity equations. The time step
used was constant At = 2.5 X 107* s, and the number of iterations per
time step was variable, being determined by the convergence criteria.
The time step is consistently small to ensure stability under the
Courant-Levy criterion. The numerical schema exhibits a better beha-
viour than other methods when convergence in small time steps is re-
quired (Jang et al., 1986). In order to resolve high frequency spectral
properties of the forced wake, the shedding of Kdrman vortices and
subsequent motion of the forced cases, the temporal discretisation re-
quired time steps under 5 ms. A constant time step size At = 2.5 X 10™* s
for all the simulations allows to resolve the fundamental mode and
higher harmonics at all the forcing frequencies fulfilling the sampling
theorem (Polifke and Gentemann, 2004; Middelberg et al., 2004). In the



R.H. Herndndez and L. Tapia

Table 1
Boundary conditions for the Navier Stokes equations in the numerical domain.

Zone Coordinates Boundary condition
Inlet section X=(0, y, z) V(E, ) = (U 0, 0)
Outlet section X =L,y 2) p(?, t)=p,, 8V =0
Lateral and top walls X = (x, +H/2, +W/2) V)= o
Flat-plate walls X = (xa/2, +e/2, +5/2) TE,H=0

Flap walls X = (0, b, +e/2, +5/2) VE, D =y0F

present case, for such a time step At the sampling frequency is Hz and
the corresponding Nyquist frequency is fy = f,/2 = 2000 Hz. If we as-
sociate a wavelength to the Nyquist frequency assuming a mean stream
velocity of U = 1 (m/s) we get A = U/fy = 0.375 mm, which cannot be
resolved in the streamwise coordinate with the mesh spacing we choose
dx ~ 1.65, dy ~ 0.33 mm. But if we consider that in our situation the
highest forcing frequency is fo < 50 Hz, it turns out that the sampling
theorem is largely fulfilled allowing us to solve wavelengths associated
of many higher harmonics of wake flow. Boundary conditions for the
simulation are Neumann conditions for the velocity and atmospheric
pressure conditions (p,) at the downstream outlet section of the domain
(cf. Table 1). On both lateral and top walls (including the flat-plate) we
imposed no-slip conditions for all velocity components. The initial
concentration of the scalar can be set to any value between 0 < C < 1
in any place of the physical domain.

The pitching flap motion is provided by an user defined function
written in C programming language, which imparts a periodic motion
according to a(t) = g sin(27fyt) where ap is small. In the present work
we will consider a set of three initial conditions for the scalar con-
centration. (i) In a first case the scalar concentration is set to C = Cy in
the lower-half region of the tunnel inlet section. (ii) In a second case the
scalar is introduced along the top face of the trailing edge of the flap
and finally (iii) in a third case the scalar is introduced into two sym-
metric strips on the spanwise borders of the flap ends. In all three si-
tuations the rest of the domain is set to C = 0. The mesh topology of all
neighbouring regions of the flat-plate and flap required a fine spatial
discretisation, especially the trailing edge of the flap. In the next section
we discuss the results of grid tests.

2.2. Grid tests

A first set of grid tests were performed to look for grid independent
results when the flap is at rest, i.e., the forcing is off. The goal is that the
results must be independent of the grid point density and the 3D spatial
dimensions of the computational domain. A second necessary check is
the accuracy of the fluid velocity solution near the plate in order to
provide a comparison of the drag coefficient and boundary layer scaling
compared with the classical problem of the flat plate boundary layer in
a parallel fluid stream.

Grid tests were focused near the flat-plate and flap where the flow
present high velocity gradients. Fig. 2 shows schematically the three-
dimensional spatial discretisation for the numerical simulation. Vertical
meshing (y axis) consists of two sectors, one equally spaced around the
horizontal axis (§y constant) followed by a progressively refined linear
meshing with constant growth rate, defined as the ratio between suc-
cessive intervals, r = dy,,/dy;, when approaching solid walls.

For each case we recorded the velocity profiles v at a laminar and
subcritical Reynolds number at different positions downstream the
trailing edge of the flap. If we consider a given downstream location xo,
for instance at mid span (xo, y, 0), the velocity profiles have three ve-
locity components (i, v, w) where, as expected, the u component of the
wake is dominant (|u| > |v|, |w|). A common practice to represent those
signals is under the form of time-averaged velocity values at mid span,
where the combined effect of the components in the plane (x — y) can
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Fig. 2. Grid type. Schematics showing the meshing strategy at different zones of
the domain. The number of grid points (coarse grid shown) progressively in-
creases near the flat-plate in order to resolve the flat-plate’s boundary layer. A
linear growth factor r is indicated for each grid type in Table 2. The spatial
discretisation in the k coordinate is represented by p, = &.

be compared later to the experimental velocity data provided by a
hotwire anemometer. The resultant velocity profile at given down-
stream position is written

UO) =2 [ Wy, 07 + v, y. )b dr ©
where T is an appropriate time scale to represent the velocity time
history. Fig. 3 display the averaged velocity profiles at different
downstream locations x,/e = 10, 40. With high density grids (4 and 5 in
Table 2) the profiles begin to collapse, indicating grid independent
results in the wake.

The velocity field provided by the numerical simulation allows to
calculate several traditional flow parameters like the skin friction
coefficient Cy = %(‘L’W/p U2) which must be obtained through a standard
wall shear calculation, z,, evaluating the spatial derivatives of flow
velocity at the flat plate walls. The wall shear stress 7, is calculated
locally at mid span on the flat plate including the flap, and then we
compute the skin friction drag by means of a line integral along the
chord on one side,

D=2 [ 0dx ©
using the trapezoidal approximation of the numerical integral where s is
the plate span. In Table 2 we compare the grid size effect on the drag
estimation without forcing the flap by means of the drag coefficient on
the entire surface A = (2sL) as given by Cp = (2D)/(% pAU2). We
know that a two dimensional Blasius boundary layer velocity profile
provides a reference value to compare with the results of Table 2. The
skin friction drag coefficient from a Blasius velocity profile depends on
the Reynolds number evaluated at the total chord L = a + b (flat plate

and flap) as Cp = 1.328 Re;% (Schlichting, 1968). In Table 2 the re-
sulting drag coefficient is in good agreement with the Blasius’s drag
coefficient even though the flat plate is of finite thickness e. The grid
independence test provide an idea of grid sensitiveness and which grid
is better when we want to estimate the viscous forces on the plate and
therefore the right production of wall vorticity which will finally pro-
vide the vortex shedding strength into the wake of the flat plate. In this
work grid 5 was our choice as a good compromise between computing
time and accuracy.

2.3. Experimental setup
The goal of the experiments was to validate the dynamical response

of the wake flow to periodic disturbances introduced by the trailing
edge flap motion. We performed experimental measurements in the
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Table 2
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Grid sizes for the numerical domain. The growth rate factor r is also indicated. We also indicate the grid size effect on the averaged wall vorticity <w,>,, and drag
coefficient Cp, (total chord L = a + b) compared with the Blasius’s results (Schlichting, 1968) at Re, = 4.3 x 10°.

Grid Element size (mm) N of elements Vorticity Drag Error

# 8x Sy 8z r N Ly (s71) Cp error %
1 1.65 1.6500 3.3 1.064 459,079

2 1.65 0.8250 3.3 1.082 687,666 - - -

3 1.65 0.5500 3.3 1.095 847,115 65.41 0.01997 1.5

4 1.65 0.4125 3.3 1.098 1,029,612 66.09 0.02034 1.4

5 1.65 0.3300 3.3 1.110 1,142,965 66.13 0.02047 1.0

closed-loop low speed wind tunnel at the LEAF-NL laboratory described
in detail in (Hernandez and Sanchez, 2002). The wind tunnel has a low
turbulence level (defined as the ratio of the rms axial velocity to the
average axial velocity) below 0.3% with a very flat velocity profile
better than = 1% on mean velocity. In this experiment we use a small
test section of 20 cm and 2 m long with free stream velocity
U.. < 2.0 ms™!. A portion of this relatively small test section (cf. Fig. 1)
can be modelled numerically using reasonable grids sizes of Table 2.
The flat-plate experimental setup is almost identical to the schematic
diagram displayed in Fig. 1. The thin horizontal flat-plate is fixed to the
test section with the aid of end-plates (depicted in dashed lines on
Fig. 1). The plate and the trailing edge flap are separated by a very
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small gap of 0.2 mm where the thickness of both flat-plate and flap is
e = 1.65 mm. Total chord-to-thickness ratio is L/e ~ 50 and flap’s chord-
to-thickness ratio is b/e ~ 20, exactly the same values of the numerical
simulation. In this case the flap undergoes a pitching motion achieved
by an external B&K 4810 shaker joining the flap ends with a tiny rigid
and thin arm system driven directly by the shaker. The flat-plate was
mounted between two thin acrylic end-plates sharpened to a knife-
edge, which served as support to the wind tunnel walls. The plate span-
to-thickness ratio is the same of the numerical simulation, s/e ~ 73,
which guarantees a two-dimensional flow at low Reynolds numbers
(Hernandez and Sanchez, 2002; Hernandez and Vial, 2008). When the
flap is driven by the shaker, its trailing edge can vibrate under harmonic
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Fig. 3. Steady state properties when flap is horizontal at rest at Reynolds number Re = 4.3 x 10* (a) Skin friction coefficient at mid span Cfx) for grid 5. (b) Axial

velocity u(y) at different downstream locations x/L = 1.3, 2.0, 2.6, 3.3, 4 (o, [], >

5. Position is x/L = 0.785 (x/e=40).

, *,0). (c) Coarser grids o grid 1; « grid 2; [> grid 3; (d) Finer grids

[0 grid 4; <] grid



R.H. Herndndez and L. Tapia

forcing according to Eq. 4. A flat (3 dB) frequency response of the flap
was obtained for (0 < fo < 50) Hz but limited to a small amplitude
(0.1e < Ap/e < 0.6¢).

Wake flow velocity was measured with a single probe hotwire an-
emometer. Wake’s velocity profiles were recorded in the near wake at
different downstream locations x/e at mid span (z = 0) with a hot film
probe (TSI 1201-20). Both probe displacements and forcing parameters
were computer controlled through a DT322 Data translation A/D card.
The A/D card sampling frequency can go up 250 kHz on a single
channel. The minimum sampling frequency for both forced and un-
forced steady state wake flow velocity signals was 256 Hz. For forcing
frequencies f, < 50 Hz, the sampling frequency was 1024 Hz.

Numerical simulations and experiments were performed with and
without forcing at different Reynolds numbers. The velocity profiles
along the y axis, U(y), defined by Eq. 5, were measured downstream
and were analyzed and compared with experimental results in similar
conditions as indicated in Fig. 1.

3. Results

In this section we are going to analyse the resulting steady aero-
dynamics of the wake looking at the velocity profiles recorded down-
stream the trailing edge of the flap which is here kept horizontal at rest.
Under this configuration, the flat-plate and flap produce a simple steady
wake flow which is used to calibrate and validate our numerical si-
mulations. The steady wake is considered the base flow where we will
introduce velocity perturbations through a small amplitude flap motion
or vibration.

3.1. Steady wake flow

At relatively low Reynolds numbers the wake flow is steady and
linearly stable as there is no evidence of the onset of vortex shedding.
The steady wake can be observed in Fig. 4 where we display tri-di-
mensional contours of spanwise vorticity, w,, at Re = 4.3 X 10° and the
streamwise velocity profiles, u(y), at successive downstream locations
starting at the flap’s trailing edge. The cross stream velocity component,
v(y) was found to be very small, less than 3% the free stream velocity, as
the flat-plate is thin enough allowing to place the system below the
critical Reynolds number thus without evidence of vortex shedding.

The characteristic properties of the steady wake must be determined
before to proceed with the forcing strategy. The steady state wake flow
must be stable, within a range of low Reynolds numbers, if we want to
consider it as the starting base flow to introduce the external

(a)
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perturbations.

In the experimental situation, at a given downstream measuring
station x, (for instance at mid span z = 0), the wake flow velocity
measured with a single hotwire provides an instantaneous measure-
ment of local velocity. In the present experimental conditions the near
wake is almost entirely two dimensional along the span, thus the local
measure will only reflect the presence of two velocity components (u, v,
0) if the single wire sensor is oriented perpendicular to mean flow with
the hotwire axis aligned with the z axis (along flap span). Thus, the
effective cooling velocity, i.e. the modulus of the resultant velocity, is
what the wire is really sensing, which can be accurately represented by
Eq. 5 defined earlier in the text (Comte-Bellot, 1976; Freymouth, 1977).

The two dimensional wake properties were checked out for both the
free (and forced wake) from hot wire measurements of the velocity
profile at different sampling positions along the span. The near wake
flow (x/e < 100) is two-dimensional along 75% of the span, i.e., the
velocity profiles differ about 1.5% when compared to the mid-span
velocity profile.

Due to the limitations of the hot wire measurements to provide
individual velocity components, the velocity profiles from the numer-
ical simulation must therefore be rendered in that form in order to be
compared. The measuring station is important because the velocity
profile evolves downstream increasing the central velocity while the
wake expands in the y direction (cf. Fig. 4). A comparison test between
the experimental and numerical velocity profiles has been performed at
downstream positions in the near wake, i.e., relatively close to the flap
trailing edge. In Fig. 5 we observe an overall good agreement between
time averaged velocity profiles in the experiment and the numerical
simulation, producing a standard deviation between steady state pro-
files, less than 8%. Major differences are found in the central low ve-
locity zone (y *= e) as expected. In experimental cases, the ratio be-
tween the minimum velocity and the free stream velocity are close to
0.46, while for simulations, this ratio is slightly higher, reaching a value
of 0.51.

The chord/span ratio of the flat-plate is enough to keep the two
dimensional flow conditions in both cases. However, as the numerical
simulation has no end-plates, the wake structure may be different and
possibly influenced by the end effects.

We performed different numerical runs with the finest grid of
Table 2 at different Reynolds numbers. Keeping the flap horizontal at
rest we have also recorded time series of wake flow velocity at several
downstream locations similar to the experimental ones. The systematic
increase of the Reynolds number produce a laminar wake flow (without
vortex shedding) where the jump between upstream velocity U.. and

(b)

10

-1 w : : w
0 0 0.2 0.4 0.6 0.8 1 1.2
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Fig. 4. Wake flow under steady forcing (f, = 10 Hz) at Re = 4.3 X 10° from the numerical simulation. (a) Contours of spanwise vorticity |w,|. (b) Unforced steady
state wake. Streamwise velocity profiles u(y) downstream for (0 < x < L) at intervals x/e = 9.5. The blunt nose profile correspond to the trailing edge position.
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Fig. 5. Wake velocity profiles at x/e = 30 unforced case with the flap horizontally at rest (f, = 0) at different Reynolds numbers: o, 2.8 X 10% *, 4.3 x 103 o,
5.6 x 10% [, 7.9 x 10% A, 9.3 x 10° (a) Experiment (b) Numerical simulation (time t = 6 s).

the dead wake velocity (y ~ 0) grows with Re as expected
(Schlichting, 1968).

The thickness of the flat plate e and the upstream velocity U.. are
used as the reference quantities to look for a near wake scaling between
the steady state velocity profiles of Fig. 5. A comparison between sev-
eral experimental and numerical velocity profiles is displayed in Fig. 6.
We observe good agreement with some differences near the central
zone (y * e) where the lowest flow velocity is found. This small dif-
ference decreases as we increase the Reynolds number. For instance,
from Re = 4.3 X 10° to Re = 9.3 x 10 the difference between simula-
tion and experiment drops from 6.3% down to 2.5%. Note that, as we
mention before, at the highest Re number tested, the ratio between the
minimum speed and the free stream velocity is 0.46 for the experiment,
while for simulations is 0.51. These small differences can be attributed
to the end-plates used in the experiments to fix the transverse z span of
the plate, avoiding the onset of tip vortices typically found in free-end
wings (Ringuette et al., 2007; Shyy et al., 2009).

In Fig. 6 we also note how the wake thickness A decreases with the
Reynolds number, as the trailing edge boundary layer thickness does
with Re. Wake thickness A(Re) has been estimated at a given down-
stream location (x/e = 30) on the basis of a 1% cutoff between wake
velocity and free stream velocity, in order to make a comparison of the
resulting scaling. In the literature (see for instance (Schlichting, 1968))
wake thickness is often related to chord-based Reynolds number
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making a link with the effects on the upstream boundary layer. In this
case we propose a similar procedure usually found on bluff bodies
which is based on the boundary layer thickness § measured at the
trailing edge of the flap. Defining A approximately as the distance along
the y axis between two symmetric points, we compute
I(U @) — Uu) /Uy < 1% with U(y) the time averaged velocity profile. In
Fig. 7 (a) we observe the scaling for A(Re)/§ is almost flat when nor-
malised with the boundary layer thickness. In addition, a good collapse
of the different velocity profiles is obtained in Fig. 7 (b). Even though
the Reynolds range is small, this exercise provides an overall compar-
ison test between the experiments with the numerical simulation.

When the flap is horizontally at rest, the system y symmetry does
not allow the production of streamwise vorticity disturbances that may
evolve downstream as tip vortices. This may explain why we did not
observe tip vortices in the wake flow even with this finite thickness flat-
plate at low Reynolds numbers. This situation will change when the flap
starts to pitch breaking this flow symmetry.

As the experimental and numerical results show a relatively good
agreement, we are pretty confident on the steady wake flow properties
and the next step is to investigate the unsteady wake controlled by flap
motion. In that case we expect to see the effect of the flap acceleration
during the up/down stroke motion on the creation of streamwise vor-
ticity and therefore provide control of the tip vortex production at low
Reynolds numbers.
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Fig. 6. Steady state unforced (f, = 0) velocity profiles with the flap in fixed horizontal position x/e = 30 at different Reynolds numbers (o: Experiment; «: Simulation).

(a) Re = 4.3 x 103, (b) Re = 9.3 x 10°.
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Fig. 7. (a) Relationship between wake thickness A and Reynolds number Re at x/e = 30 (o: Experiment, <]: Simulation). (b) Normalized velocity profiles U(y)/U.. at
x/e = 40, with the flap in fixed horizontal position at 2.5 x 10® < Re < 10* (Numerical simulation).

3.2. Forced wake

In this section we focus on the onset of vortex shedding phenomena
taking place at particular forcing frequencies dependent on the
Reynolds number of the flow (Williamson and Govardhan, 2004). The
response of the wake was studied under the periodic forcing of the flap
with an externally applied signal (See Eq. 4). Within the range of
Reynolds numbers, at a given upstream velocity, the Strouhal number is
comprised between (0.04 < S, < 2) which means the forcing frequency
is limited between (2 < f, < 50) Hz and the forcing amplitude used
was kept constant A, = 0.2e.

Once the flap starts to oscillate, the steady wake undergoes a tran-
sition from a steady state into a periodic wake flow as shown in Fig. 8.
At lower frequencies both wake velocity and vorticity are modulated
downstream where the characteristic spatial flow scale is a wavelength
A and the imposed time scale is the forcing period T = f~ 1. At constant
Reynolds number, the higher the frequency f, the shorter the wave-
length A of the wake flow showing the existence of a wake dispersion
relationship between frequency f, and wavelength A of the form
A = Uygfy. It is interesting to note the effect of the frequency in the
transition from a purely oscillating wake (Fig. 8b) into vortex shedding
characteristic wake seen in the rest of the slides of Fig. 8. It may be
necessary a given level of acceleration of the flap in order to trigger the

(a)

shedding of individual vortices.

Another interesting effect is that the wake displays a maximum
thickness and then shrinks as f, continue to increase. A similar wake
thickness is observed when we compare the steady state unforced case
of Fig. 8 (a) with the high frequency forced case S; = 1.6 (f, = 40 Hz) in
Fig. 8 (f). This effect will explain in part, the similarity between mean
velocity profiles at both extreme forcing situations (cf. Fig. 11).

A typical flow visualisation of the forced wake flow is shown in
Fig. 9 to indicate the similarity with the numerical results of Fig. 8.
Even though the Reynolds number is small, the wake development
displays the same characteristic features discussed above. The picture
was taken at mid span using a smoke tracer introduced upstream and
illuminated with a laser light sheet.

The presence of particular frequencies in the wake is provided by
the power spectral density (PSD) obtained with the Fourier transform of
the v(t) signal, recorded at a given location in the flow. We made use of
the standard Fast Fourier Transform (FFT) algorithm (Press et al.,
2007). Fig. 10 show typical time history series of cross stream velocity v
(t) from the numerical simulation, taken in two different wake locations
as well as the corresponding PSD estimation for both the free and forced
situation at S; = 1 and Re = 4.3 x 10°. In the forced case we can identify
the fundamental mode (f, = 25 Hz) as well as two higher harmonics,
while in the free steady wake we can not see any characteristic

(b)

@‘j‘@‘

Fig. 8. Instantaneous spanwise vorticity fields at the mid-span plane, 0 < |w,| < 20057}, (z = 0) at different forcing frequencies and Reynolds number Re = 4.3 x 103
(a) Strouhal number S; = 0. (b) S;, =04 (¢) S;,=0.7(d) S; =08 () S, =1 (f) S; = 1.6.
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Fig. 9. Typical flow visualization of the wake flow from the flat-plate (1) at
s; = 0.6 and Re = 60. Flow is from left to right. The characteristic wavelength A
and the borders of the plexiglass end plates (2) are indicated on the figure.

frequency.

Alternatively, we can see in more detail what would be the effect of
the forcing frequency on the wake response in terms of flow velocity
profiles with the aid of both time averaged or mean velocity profiles, U
(), as well as velocity fluctuations across the wake under the form of
root-mean-square velocity profiles, U,,s(y). In order to obtain the ve-
locity profiles, the hotwire probe recorded, at discrete y positions and
controlled by a stepper motor, time velocity series long enough to re-
cord hundred of forcing cycles. These series were time-averaged pro-
ducing the characteristic U(y) profiles plotted in Fig. 11 for different
frequencies fo. We observe in both cases that wake sensitiveness ap-
pears only for a limited range of frequencies, since for very low fre-
quencies and frequencies above 40 Hz (S; = 1.6), the time averaged
profile U(y) becomes very similar to the profile of the free wake without
forcing (plotted in continuous line).

In both cases there are two resonant frequencies, hereafter denoted
by f, associated to a narrow wake and f, associated to wider wake
(fn < fw) producing a very different wake topology. At f,, the wake
width shrinks as the alignment of the vortex structures occurs near the
centerline of the wake, in agreement with the observations of
(Koochesfahani, 1989; Andersen et al., 2017). If we increase the forcing
frequency reaching f,, the wake increases its center velocity (the velo-
city profile becomes flatter) and, at the same time, the spatial thickness
of the velocity profile increases remarkably as the vortices are shed at
the maximum stroke during the forcing cycle (Hernidndez and
Vial, 2008). For the experimental case this frequency gives a Strouhal
number S; = f, b/U, = 1, while for simulations it is slightly lower,
S, = 0.8, at the same Reynolds number, a difference attributed (prob-
ably) to the onset of tip vortices in the idealised numerical situation
without end-plates.

Fig. 12 show the normalised velocity fluctuations as a function of
forcing frequency under the form of rms velocity fluctuation profiles U
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()rms at Re = 4.3 x 10° defined as,
1 pT 2
— | = ’ 2
U 0)rms = (T Jowon dr)

Where u'(y, t) = (U(y, t) — U(y)) represent instantaneous velocity
fluctuations and U(y) represents the time averaged velocity profile over
almost t = 30 s. We identify two symmetrical maxima with respect to
the y axis, for each frequency. They represent the location where the
modulated wake vorticity reaches maximum fluctuations produced ei-
ther from wake undulations (at low frequencies) or vortex shedding (at
higher frequencies) as it is shown in Fig. 8. Lateral wake expansion
takes place when their position move away from the plate for a given
frequency. Nevertheless, the maximum wake expansion observed is
modest (y/e ~ =+ 4 at f; = f,,) as compared with the one-thickness (y/
e ~ = 1) or narrow wake observed at low frequencies at f; = f,. A
good agreement is observed between the experimental and the nu-
merical results regarding both relative amplitude and location on the y
axis.

The downstream velocity fluctuations profiles of Fig. 12 are con-
nected to the sweep cycle of the velocity profile at the trailing edge of
the flap. In Fig. 13 we observe the symmetric initial expansion of the
axial velocity profile during one forcing cycle. The small amplitude
motion of the rear solid edge of the flap (zero velocity) is indicated with
a double arrow. When the cycle is completed the velocity profile exe-
cutes a symmetric swept producing the observed wake expansion early
discussed here. A notorious difference of the averaged downstream
velocity profiles is found when compared with the equivalent profile in
the unforced situation in Fig. 4.

Beyond the evident changes of the wake properties, we may think in
this perturbations as a mechanism to control the wake thickness
through a single parameter, the forcing frequency; A rapid change of f,
may allow us to switch from an intense and narrow wake at f,, to an
expanded and less intense wake at f,, and vice versa, providing con-
trolled capabilities on the flap surface, vortex shedding and wake
thickness which by the way is perhaps closely related to fields like heat
transfer enhancement (Gallegos and Sharma, 2017), and localised sur-
face perturbations on airfoils (Gharib and Williams-Stuber, 1989).

The role of the forcing frequency on the wake controlled expansion
can be summarised looking into the behaviour of an integral quantity as
the kinetic energy of the wake. We can invoke the kinetic energy as-
sociated to flow fluctuations splitting the fluid velocity as a mean ve-
locity profile U(y) and fluctuations u'(y, t) allows to write
Uy, t)=U(Qy)+ u'(, t). An approximation of the kinetic energy is
E = %(Uz(y) +2UW M, t) + u*(®, t). If this equation is time-

(c)
10° :
f =25 Hz
10° |
o
<<
2107 Whits
:D il n'wmm
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10 10° 10’ 10° 10°
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Fig. 10. Forced wake time velocity series at S; = 1, Ay = 0.2¢ and Re = 4.3 X 10%. Time history of velocity component v(t) from the numerical simulation at two

downstream locations. (a) Sampling point (x,y) =
(x, ) =

(40e, 0) and (b) Sampling point (x,y) = (40e, 4¢) and (c) Power spectral density of the forced wake at
(40e, 4¢). The lower curve corresponds to the power spectral density when the forcing in turned off.
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Fig. 11. Time-averaged velocity profiles U(y) at Reynolds number Re = 4.3 x 103 for different forcing frequencies. (a) Experimental results: (*) S, = 0.08; (*) S, = 0.4;
(2)S=07;( S =1(<PS =13;(>) S = 1.6, free wake in continuous blue line. (b) Numerical results: (*) S, = 0.08; (*) S, = 0.4; (c) S, = 0.65; ( [ S, = 1; (<D
S; = 1.3; (>) S; = 1.6. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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Fig. 12. Velocity fluctuation profiles U(y);,s/U.. at Reynolds number Re = 4.3 x 10°. (a) Experiment: (*) S; = 0.08; (0) S, =0.7; ( [ Si=1; (< S, =1.3; >)
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Fig. 13. Comparison of the velocity profile at the trailing edge of the flap
during a single forcing cycle S, = 0.4 and Re = 4.3 X 103.

averaged (<) the last term represents the kinetic energy of flow fluc-
tuations <u’?> which will help us to display the effect of forcing fre-
quency across the wake in terms of kinetic energy fluctuations.

In Fig. 14 (a,b) we plot the contours of the energy fluctuations
u'*(y)> as a function of forcing frequency and cross stream coordinate
y. Time averages of 30 s where performed in the experiment and 10 s
during the numerical simulation. The two dimensional plot represents
the frequency response of the flat-plate as a spatial distribution of ki-
netic energy fluctuations. The narrow wake occurs as a red spot of high
energy fluctuations close to y/e ~ 1 and the expanded wake occurs at
higher frequencies with less intense energy fluctuations. As we men-
tioned before the two characteristic forcing frequencies, f,, f,, may be
used as a control parameter to perform wake contractions/expansions
and eventually allowing to modify the shear stress on the flap surfaces
as the overall forces on a streamlined body (a flat plate) are related to
wake thickness (Schlichting, 1968).

The spectral content of the narrow wake fluctuations at frequency f,
is compared to the steady wake when forcing is turned off in Fig. 14 (c)
and (d). Similar to Fig. 10, we considered here the power spectral
density (PSD) of the wake streamwise velocity, u(t). The spectral
components of the wake at S; = 0.7 (f, = 17 Hz) and Re = 4.3 x 10°
clearly display the fundamental frequency fo, and again similar higher
harmonics distribution in both cases. The unforced steady wake is the
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Fig. 14. Contour of isovelocity fluctuations as a function of forcing frequency f, and y coordinate at Reynolds number Re = 4.3 X 103. (a) Experiment with Nyquist
frequency 256 Hz (b) Numerical simulation with Nyquist frequency 512 Hz. Comparison of power spectral density (PSD) of time velocity series downstream at
Re = 4.3 x 10° and x/e = 40. We display both the forced wake PSD at S; = 0.7 (blue) and the free wake without forcing (black) at the same Reynolds number. (a)
Experiment (b) Numerical simulation. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

base solution on which we add the flap forcing, and if we wish to
perform a fine tuning of the wake’s spectral content we have to change
the wake amplification through the Strouhal number. This effect is
remarkably achieved with a very small flap displacement provided that
the frequency be tuned in the right value. As the velocity of the flap
increases linearly with the forcing frequency, as it does the time deri-
vative of Eq. 4, the energy input into the wake may be important as well
as the forces on the flat plate but specially on the moving flap.

If the wake shrinks or expands, the drag over the body will change
accordingly, as the drag is directly related to the far downstream ve-
locity profile thickness invoking the momentum theorem (Godoy-
Diana et al., 2008). We will consider the wall shear stress integrated on
the flap surface to be an estimation of the drag and unveil its re-
lationship with the flap’s upward/downward motion and determine the
influence of the Strouhal number.

This effect can be seen in Fig. 15 (a) where we display the averaged
shear stress in the flow direction on the top flap wall (at mid span)
during a single forcing cycle. The averaged shear stress at mid span is
given by

1 b
() = o f wdx

A single flap forcing cycle is represented on the lower part of Fig. 15
(a). As the flap amplitude is small, the average shear stress represents
mainly the drag on the flap surface and for the range of Strouhal

10

numbers here considered, there is a progressive evolution of the shear
stress cycle with the Strouhal number.

The four curves of Fig. 15 were normalised by z,,o the averaged mid-
span shear stress on the flap without forcing. A similar amplitude span
is observed during one forcing period, with the same initial value. We
distinguish a progressive evolution of the average shear stress cycle,
going from low frequencies f, (S; = 0.4) to higher frequencies f,,
(S; = 0.8). As the relative starting phase of the flap motion is the same
for all cases, the relative drag cycle time scale T; may or not match the
forcing period T. In Fig. 15 b) the relative drag cycle T;/T increases
with the Strouhal number. Neither the narrow nor the wider wake
condition match the forcing cycle, only an intermediate forcing con-
dition allows to complete the forcing cycle in one forcing period,
S; = 0.6. This synchronisation has an effect on the total drag experi-
enced by the entire system which must be computed during a forcing
cycle.

The total frictional force (per unit length) on the flap can be esti-
mated as

b

D=ps ‘/0' T, dX

Then we calculate the mean drag over one forcing period as
1 pT

<m_?ﬁnmm

The mean drag over the flap is displayed in Table 3 presenting an
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Fig. 15. (a) Averaged shear stress <z, over the top wall of the flap during one forcing cycle. (*) S; = 0.4 (f; = 10 Hz); (¢) S; = 0.8 (fy = 20 Hz). The flap cycle is
indicated over the forcing signal during one period for St = 0.4 ((+) curves below). (b) Normalized averaged shear stress <z,,»>/7,0 at the top wall of the flap during one
forcing cycle. We considered 7,0 the wall averaged shear stress when the system is in steady state without forcing. Each curve represent a different Strouhal number
S; = 0.4, 0.6, 0.8, 1.0. Both figures were taken at Reynolds number of Re = 4.3 X 10°.

excess of about 10% with respect the steady state drag of the unforced
case.

This comparison between numerical and experimental results con-
firm a similar wake receptivity o frequency response. The order of
magnitude of the resonant frequencies f,,, f,, is similar but slightly lower
in the numerical case. This difference may be originated from the fact
that the experiment was performed with end-plates, thus suppressing
the onset of streamwise vorticity @, = (c,, w,) near the flap ends during
its motion. If we could remove the end-plates in the experiment, the
flap accelerations would produce additional w, vorticity in the form of
tip vortices. Adding end-plates into the numerical simulation will sup-
press tip vortices, un unwanted effect in the following section.

In what follows, we will show the effect of the unsteady wake on the
transport and mixing of a scalar substance injected upstream in the
system and we unveil the presence of tip vortices using the scalar as a
tracer.

4. Passive scalar transport

In this section we will study the interaction of a passive scalar
substance with the unsteady wake flow of the flat-plate at forcing fre-
quencies f,, and f,,. Carbon monoxide (CO) was considered as a passive
scalar substance to determine both cross stream (y) and streamwise (x)
transport dynamical properties. Carbon Monoxide standard properties
are density p = 1.1233 (kg m~3), kinematic viscosity v = 1.7500 X 107>
(m? s71), and molecular diffusivity I, = 2.88 x 10~° (m? s!). We have
chosen CO as a passive scalar since it is one of the gases with similar
density (and viscosity) with air under same atmospheric conditions. The
Schmidt number of the mixture is defined as S, = v/I,=0.54 which in-
dicates an important diffusive effect during the downstream transport
of the scalar. When diffusivity of solute in the solvent is low and the
kinematic viscosity (v) is high, the Schmidt number is high and the
solute dynamics makes mixing very difficult under laminar flow

Table 3

Drag over the flap as a function of Strouhal number. <D} is the mean drag by
integration of wall shear stress over the entire flap surface during one forcing
cycle. We considered D, the total drag over the unforced horizontal flap when
the system is in steady state. The Reynolds number is Re = 4.3 X 103.

St = f,b/Uss 0.4 0.6 0.8 1.0

<D>/D, 1.098 1.108 1.117 1.114
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conditions. On the contrary, when the Schmidt number is small, Sc < 1,
both substances will tend to mix easily by diffusive mechanisms. In this
configuration the numerical simulations will provide complementary
data to the experimental test on the transport properties of the forced
wake.

4.1. Scalar distributions

In order to understand the ability of the wake to transport a parti-
cular distribution of a scalar substance, we have considered three dif-
ferent initial scalar distributions. The idea is to identify how the wake
mix the scalar downstream and how the forcing may affect the scalar
distribution. First we attain a steady (unforced, f, = 0 Hz) wake flow
regime as the starting flow condition for the scalar injection. After this
condition is reached, at a given time, we activate the scalar injection at
the same time we turn on the flap motion. In the three situations the
forcing frequencies we choose are f, =f,, f,, corresponding to the
maximum values of energy fluctuations found on Fig. 14, and re-
sponsible of the narrow and wide wake states respectively.

4.1.1. Case 1: Half inlet scalar injection

In this first case, we fill up the lower half of the numerical domain
with the scalar, which is continuously injected at the inlet upstream (cf.
Fig. 16). Then we proceed to move the flap at f,, (S; = 0.4) and then at f,,
(S, = 0.8), keeping the Reynolds number at Re = 4.3 X 10°. Fig. 17 give
us an idea of the effect of the forced wake on the passive scalar

Fig. 16. (1) Case 1. Scalar is uniformly injected in the lower half of the inlet
section. (2) Case 2. Scalar is uniformly injected on the top strip at the trailing
edge of the flap (strip distribution width Ax/e = 3) (3) Case 3. Scalar is uni-
formly injected on two strips located symmetrically on top side of the flap (strip
width Az/e = 3.5).
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Fig. 17. Wake visualisation in case 1. Distribution of scalar concentration C = 0.5 (green) at 0.4T with T = 1/f; and Re = 4.3 x 10. (a) Case 1 at S; = 0.4. (b) Case 1 at
S, = 0.8 (flap in blue). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

distribution at forcing frequencies f,, f,,- The air-scalar interface follow
the wake oscillations displaying the same characteristic wavelength A
observed for in the downstream w, vorticity pattern.

In such a situation, we may ask if the oscillating wake can enhance
or act as a barrier for the transport of the scalar from the lower half
region into the upper half region. This is a practical property found on
air curtains created by air-jets intended to isolate dangerous scalars like
smoke and temperature in tunnel fires (Lecaros et al., 2010).

First we studied the evolution of the concentration profiles of the
passive scalar across the transverse coordinate y for both frequencies.
Fig. 18 show the instantaneous, averaged and rms concentration pro-
files at a distance of x/e = 30. In Fig. 18 (a,b) we observe the influence
of the forcing duty cycle in both cases through the onset of inflexion
points in the corresponding profiles as a function of the time (forcing

period T = f;!). This effect indicates an alternating scalar transport
across the wake. The way the scalar concentration change from the
lower side of the wake (C = 1 at y/e < 0) into the upper part (C — 0 at
y/e > 0) is being clearly influenced by the forced response of the wake.
The characteristic cross stream extension of the concentration at the
middle of the wake, i.e., near y/e = 0, is greatly increased when we
place the wake under a resonant condition setting S; = 0.4 and then
S = 0.8 (cf. Fig. 12). The growth of the characteristic thickness A can
also be seen in Fig. 18 d) where the effect results in a wider rms spatial
distribution, which may be considered as a wide interface around
C = 0.5, increasing the scalar transport on the y direction across the
wake. Fig. 18 c) displays the effect of the forcing frequency on the
averaged concentration profiles, where we observe a net cross scalar
flow from the lower side (or contaminated) into the upper side (cleaner)
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Fig. 18. Case 1. Concentration profiles C(y) at x/e = 30 as a function of forcing duty cycle, (: 0.2T; «: 0.4T; [J: 0.6T; [>: 0.8T; <J: 1T) at Reynolds number
Re = 4.3 x 10%. (a) S, = 0.4. (b) S; = 0.8. (c) Mean and (d) rms concentration profiles versus y. (*: S; = 0.4; o: S, = 0.8).
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Fig. 19. Case 1. Instantaneous isoconcentration (C) and isovorticity fields (w,) at mid span xy-plane (z = 0) at Reynolds number Re = 4.3 x 103. (a) Iso-concentration
at S; = 0.4 and simulation time t = 7.4 (s). (b) Iso-vorticity at S; = 0.4, t = 7.4 (s). (c) Iso-concentration at S; = 0.8, t = 6.6 (s). (d) Iso-vorticity at S; = 0.8, t = 6.6 (s).

of the wake.

If we look at the middle region of the wake (y = 0) in Fig. 18 c) the
averaged scalar concentration is the same independent of the forcing
frequency. However, in the middle wake the rms profiles are quite
different both in characteristic thickness A and amplitude as the
Strouhal number increases from S; = 0.4 to S; = 0.8. In order to un-
derstand the downstream evolution of the scalar distribution we plot
the scalar substance in xy planes starting from the flap’s trailing edge.
Fig. 19 shows the isoconcentration contours at S, = 0.4, 0.8. The wa-
velength A associated with the oscillation of the wake vorticity is also
found here on the scalar concentration contours. The higher the oscil-
lation frequency, the lower the associated wavelength. When S; = 0.4
the wavelength A./e ~ 35 (\/b ~ 2), while for S; = 0.8 we have A./e ~ 20
(A/b ~ 1). As we can see, the wavelength A of the oscillating wake can
be varied according to the dispersion relation A = Uy/f;
(Hernandez and Sanchez, 2002). On the other hand, at S, = 0.8 the
wake is widest and oscillates at a wavelength very close to the flap
length A ~ b. This result agrees with previous results (Hernandez and
Vial, 2008; Koochesfahani, 1989), when f, = f,, the Strouhal number
based on the moving flap S; ~ 1. On a practical point of view, that
means we can tune in the wavelength of the flow and determine the
vorticity content at each forcing frequency. Fig. 19 shows isovorticity
contours at S; = 0.4, 0.8 in the mid-span xy-plane at Reynolds number
Re = 4.3 x 10°. We observe a continuous downstream advection of
spanwise vorticity decreasing progressively as moving downstream.
Note the difference in wake thickness across the y direction in both
cases.

In the snapshots of Fig. 19 we observe a spatial similarity between
both the scalar distribution and the vorticity structure of the wake. We
did not find a phase lag between both unsteady fields. The scalar un-
steadiness follows the wake vorticity and makes the air-scalar interface
to evolve downstream in phase (fluctuates coherently) with the wake
vorticity. This effect has been observed for the entire range of Strouhal

(a)

L G-t
40 60 50 Zle

number. If we consider the spatio-temporal modulation of the air-scalar
interface we observe zones of high concentration protruding into the
upper lower concentration zones, resulting in a local increase of the
scalar mass flow into the upper region. This effect is enhanced as fre-
quency increases as it can be seen on Fig. 19 (a,c) and should be re-
sponsible of the net increase of scalar transport in the cross stream
direction, which is considered an unwanted effect in some practical
situations like in scalar confinement technologies (Lecaros et al., 2010).
In the present case the downstream scalar advection by wake vorticity
is a dominant transport mechanism. However, we may use the fre-
quency as a control parameter to fine tuning cross stream scalar fluxes
indirectly by the choice of vorticity structure. This can be inferred in the
plots of Fig. 18 (d), where rms concentration profile across the y co-
ordinate becomes narrower at f, forcing frequency and wider at f,,
frequency. This effect is not clear on the averaged concentration pro-
files.

It seems that the oscillating wake has a (limited) potential capacity
to enhance cross stream scalar transport from the lower (y < 0) to the
upper (y > 0) wake domain, as it was intended to show in this parti-
cular injection case, where frequency f, and wavelength A appear to be
the control parameters interconnected by its dispersion relationship.

4.1.2. Case 2: Trailing edge scalar injection

In this second case the passive scalar substance injection occurs at
the trailing edge of the flap (cf. Fig. 16 b) by setting the concentration
of C =1 on the last 5 (mm) of the flap trailing edge (Ax/e = 0.3) on the
upper flap surface. The idea was to inject the scalar close to the zone of
spanwise vortex shedding, as it is typically used in some passive scalar
tracer in flow visualization methods. The initial flow condition and
forcing frequencies considered here are the same used in the first case
(S, = 0.4, 0.8 and Re = 4.3 x 10%). Fig. 20 displays a three-dimensional
visualization of the distribution of passive scalar substance observed in
the wake at S; = 0.4, 0.8. The injection of the passive scalar substance is

(b)

0 P——
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Fig. 20. Wake visualization in case 2 (flap in blue). Distribution of scalar C = 0.05 at t = 0.4T where T = 1/f; at Re = 4.3 X 10°. (a) S, = 0.4. (b) S, = 0.8. (For
interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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being performed continuosly in the edge of the flap and transported
downstream. To answer the question on how effective are both forced
flow situations (frequencies f,, f,,) in the scalar transport ? we take a
look into Fig. 21 where we show the concentration profiles downstream
at x/e = 30. When S; = 0.4, the profiles have a bell-like distribution,
which moves on the y axis depending on the forcing duty cycle. Max-
imum concentration of the scalar was found between = 2e. While for
S; = 0.8 the maximum concentration tends to be located between
+ 3.5e. The location for the maximum concentration tends to be in-
fluenced by the velocity fluctuations already observed in Fig. 12, where
local maxima of velocity fluctuations occur in similar positions. At
S; = 0.8 the scalar distribution across y axis also reaches its widest y
extension. Time averaged and rms concentration profiles confirm the
effect of wake expansion in Fig. 21 (c,d) as both profiles follow the
wake’s spanwise expansion. Note that the rms concentration profiles
display the similar double-peak shape of the rms velocity fluctuations of
Fig. 12.

The effect of shed vorticity on the scalar distribution downstream is
displayed in Fig. 22. As the mid span flow region is two-dimensional,
the scalar transport is mostly controlled by the production and shedding
of span wise vorticity w,. In Fig. 22 ¢) we observe the instantaneous
vorticity and scalar concentration profiles in the vertical coordinate at
two downstream locations indicated in the contour plots of Fig. 22 a).
Both variables are spatially and temporally correlated as the scalar
concentration maxima follow approximately the position of the max-
imum/minimum of w, vorticity. In the first position (x/e = 20) the
scalar peak occur near the positive vorticity peak, whereas at the

0.15 T T T T T T T

0.1}

CCO

0.05f

S 0.05
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second position (a half-wavelength downstream, x/e = 30) the scalar
peak occur near the negative vorticity peak. This scalar-vorticity syn-
chronisation relies on the ability of the wake to capture and then dis-
tribute the scalar, which makes this scalar injection mechanism parti-
cularly important. In the next case, the scalar injection was made at the
span edges of the flap trying to supply a scalar flux into tip vorticity.

4.1.3. Case 3: Tip vortex scalar injection

In this last case the scalar injection is performed at two symmetric
and slim strips (width Az =6 mm, or Az/e ~ 3.6) along the two
spanwise borders of the flap as indicated in Fig. 16. The objective of this
configuration is to qualitatively understand the shedding of vorticity
and the subsequent creation of tip vortices detaching from the flap’s
span edges in order to determine their capabilities to transport a given
amount of scalar along the wake.

Tip vortices are normally produced at span edges in non symmetric
airfoils, but in the case of a flat-plate the mechanism to produce tip
vortices is by means of the accelerations of the flap, creating mainly w,
vorticity during the upward/downward flap stroke (Bao and Tao, 2013;
Jantzen et al., 2014).

We tested again the two characteristic frequencies f,, f,, and the first
impression is that the scalar is a good tracer of the vorticity distribution.
In fact, as we see in Fig. 23 the scalar is trapped by the tip vortices as
long as they are rolling downstream during the forcing cycle.

The magnitude of the concentration profiles decreases downstream
due to the diffusive effects. In Fig. 24 we observe how the scalar con-
centration decreases downstream at a given forcing frequency

0.1

0.05

0.04

0.01

0
-8

-6

yle

Fig. 21. Case 2. Scalar concentration profiles at different time instants of a single forcing cycle (+ 0.2T; - 0.4T; [J 0.6T; [> 0.8T; <] 1T) at x/e = 30 and
Re = 4.3 x 10%. (a) S, = 0.4 and (b) S; = 0.8. (c) Mean and (d) rms concentration profiles versus y. (=: S; = 0.4; o: S; = 0.8).
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Fig. 22. Case 2. (a) Instantaneous scalar concentration and (b) absolute vorticity |w,| contours at S; = 0.8 and Re = 4.3 x 10° at mid span (z = 0). (c) Dimensionless
vorticity and concentration profiles across the wake at two streamwise locations x/e = 20, 30. Here w, ~ Uy/d and C,, is the maximum value of averaged con-

centration profile at S; = 0.8 (cf. Fig. 21 ¢).

(S; = 0.8). The characteristic thickness of the scalar profile in z does not
change appreciably at successive downstream locations. However, in
the top view of the scalar distribution we notice a slight inwards
bending towards mid span, probably due to the oscillating amplitude of
tip vortices. This effect can be seen in Fig. 24 (a) where we show a top
view of the scalar distribution at mid y when the flap is exactly at the
y=0.

In both cases the scalar transport takes place localized around the
borders of the flap during its downstream transport. However all the
way downstream along z, the scalar intensity drops rapidly as shown in
Fig. 24 (c,d). Wake w, vorticity contained in a (y, ) plane and the
respective scalar concentration distribution seems to fluctuate co-
herently. It is clear that both variables are spatially correlated as their
maxima occur on similar spatial locations, a result also observed in the
previous case (4.1.2). This is associated to the onset and shedding of tip
vortices during the forcing cycle which drives the scalar transport,

40

60 50

zle
xle

modulated spatially and in time by the pitching flap (cf. Fig. 23). As the
tip vortex shedding is taking place from the borders of the flap, z = s/
2 (s is the flat-plate span) the w, vorticity intensity should increase as
the result of the downward/upwards flap stroke near the flap ends. At
the same time, during a single forcing duty cycle, peak vorticity con-
tours of Fig. 25 change sign as the corresponding sign of the flap ac-
celeration does (cf. Eq. 4). The numerical simulation, in contrast to the
experiments, was performed without end-plates which allow to increase
vorticity at the flap ends and therefore increase the tip vortex intensity
when the flap moves. If the forcing frequency increases, the corre-
sponding accelerations of the flap tip increase rapidly and tip vortex
shedding can be produced downstream. In this process, we think that
the flap acceleration during upwards/downward stroke could be a ef-
fective controlling parameter to influence (enhance/suppress) the
scalar transport mediated by such vortex structures.

(b)

Fig. 23. Wake visualization in case 3 (flap in blue). Distribution of scalar C = 0.05 at a given duty cycle fraction t = 0.4T with T = 1/f; at Re = 4.3 X 10°. (a) S, = 0.4.
(b) S; = 0.8. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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Fig. 24. Case 3. (a) Top view (x — z plane at y = 0) of scalar concentration at Re = 4.3 X 10°. (b) Mean concentration profiles (time-averaged) at different

downstream locations at S; = 0.8. *: x/e = 10; o: x/e = 20;

5. Conclusions

We performed experiments and numerical simulations in order to
study the effect of a pitching flap on the wake flow dynamics of a flat-
plate and its effect on scalar transport. The pitching motion of the flap
introduced velocity disturbances into a initially steady wake flow which
become convectively unstable. Continuous flap motion produced an
unsteady wake flow in the form of a spatio-temporal oscillation at the
forcing frequency imposed by the flap. Wake flow numerical simula-
tions have been compared with our experimental results for a fixed flat-
plate with a pitching flap of the same dimensions. Overall, there is a
good agreement between the experiment and the numerical simulation,
with a standard deviation, between wake velocity profiles, falling below
8%.

The numerical results provided a complementary view of the ex-
perimental results, allowing to identify vortex structures present and
responsible of the wake dynamics, particularly useful when the flap is
in motion.

In the forced flow regime, a small amplitude flap pitching triggers
periodic spatio-temporal wake flow oscillations which can be predicted
by a dispersion relation between forcing frequency and wake flow
wavelength. We observed two particular frequencies (named f,, and f,,,),
where the wake flow organises with a different topology. At f,, < f,, the
wake shrinks becoming very narrow and alignment of the vortex
structures occurs mainly near the centerline in agreement with the
literature (Herndndez and Vial, 2008; Koochesfahani, 1989). Keeping
the upstream velocity constant, an increase of the forcing frequency at
fw make the wake to raise its centerline velocity (becomes flatter) and
the spatial thickness of the velocity profile increases.

The mechanics of this particular behaviour is similar both in the
experiment and the numerical simulations, but it was with the aid of the
numerical results that we were able to confirm the wake response to
such frequencies. We have observed an effect in the use of end-plates in
the frequency response of the wake and in the values of the char-
acteristic frequencies f;, f,, which may have the same origin as discussed
in the work of (Williamson, 1989). The numerical simulation, in con-
trast to the experiments, was performed without end-plates and we
think that tip vortices were shed during the forcing cycle and then
modulated by the pitching flap. Tip vortex shedding was originated
from the span edges of the flap where the streamwise vorticity intensity
increases as the result of the flap acceleration during upwards/down-
ward stroke at the flap ends.

At such low Reynolds numbers (Re < 10%) tip vorticity has shown to
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have little effect on the steady state wake flow and a significant effect
when the unsteady wake is responding to either of the two frequencies.

As an extension of this unsteady wake behaviour, we have solved in
the numerical model the advection-diffusion equation to determine the
effects of the forced wake flow on the concentration field of a given
passive scalar substance like carbon monoxide, CO.

We studied the scalar dynamics when it is injected in particular
zones of the test section. The transport and mixing dynamics of the
passive scalar considered three initial scalar distributions: (i) A first
case where we filled up the lower half of the control volume in the
numerical simulation with CO, which was continuously injected at the
inlet upstream. (ii) In a second case, the passive scalar substance in-
jection occurs at the trailing edge border of the flap, and finally (iii) a
third case, where the scalar was injected from two symmetric narrow
strips along the two z borders of the flap. The scalar concentration
follows the vorticity dynamics, being both spatially and time modulated
by the oscillating wake flow. The Schmidt number of the mixture was
Sc = 0.54, i.e, which corresponds to an important diffusive effect, an
unfavourable case for downstream transport.

As the numerical simulation was made to match as close as possible
the experimental setup, the agreement between experiments and nu-
merical results provided some confidence to pursuit the scalar transport
study. While the experiment provided insight on the most important
flow properties of the unsteady wake behaviour, the numerical runs
provided a complementary picture of the flow, allowing to identify the
flow structures responsible of both wake states seen at f,, f,, and their
effect on the scalar dynamics.

The resonant behaviour of the wake manifested itself with a con-
siderable downstream wake expansion where the scalar dynamics was
deeply affected. Important effects on the transport of the scalar were
observed, as the scalar injected form the flap borders is transported
downstream but controlled by the action of tip vortices created during
the forcing cycle.

The scalar transport across the wake flow has many similarities and
share some mechanisms found on air curtains used to confine dan-
gerous gases and temperature inside tunnel fires.
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Fig. 25. Case 3. Cross stream views over a single forcing cycle. Scalar concentration C(y, 2, t) (left) and vorticity distribution w,(y, 2, t) (right) at x/e = 30, S; = 0.8 and
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