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Abstract
The obesity epidemic progresses everywhere across the globe, and implementing frequent nationwide 
surveys to measure the percentage of obese population is costly. Conversely, country-level food sales 
information can be accessed inexpensively through different suppliers on a regular basis. This study applies a 
methodology to predict obesity prevalence at the country-level based on national sales of a small subset of 
food and beverage categories. Three machine learning algorithms for nonlinear regression were implemented 
using purchase and obesity prevalence data from 79 countries: support vector machines, random forests and 
extreme gradient boosting. The proposed method was validated in terms of both the absolute prediction 
error and the proportion of countries for which the obesity prevalence was predicted satisfactorily. We 
found that the most-relevant food category to predict obesity is baked goods and flours, followed by cheese 
and carbonated drinks.
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Introduction

Overweight and obesity are major risk factors for a number of chronic diseases, including diabetes, 
cardiovascular diseases and cancer. The global number of overweight people (including obese) 
rose from 857 million to 2.1 billion between 1980 and 2010,1 and in countries with an overall low 
obesity prevalence, a double burden of obesity and undernutrition might be present.2 Changes in 
the composition of traditional diets towards processed foods, together with a decrease in physical 
activity due to industrialisation3 have been identified as key components to explain the epidemic. 
Across countries, differences in obesity prevalence may be explained by the ‘dynamics of caloric 
ecosystems’: large-scale patterns related to systems of food production, distribution, consumption, 
food culture and traditions.4

Finding the relationship between food sales and obesity form first principles is a major chal-
lenge, lately questioned.5 Traditional regression approaches limit the analysis to a small set of 
predictors and impose assumptions of independence and linearity.6 These assumptions are almost 
certainly violated when modelling the effect of differences in national diets comprising highly cor-
related food categories. Here, instead, we consider a machine learning (ML) approach,7 which, in 
contrast to models derived from first principles, does not require the analyst to define a functional 
form of the model.

In addition to its contemporary popularity in different fields, ML is also receiving increasing 
attention from public health researchers. Examples include studies in alcohol abuse,8,9 mortality 
risk in non-severe pneumonia,10 detection of hospital-acquired infections,11 evaluation of dose-
response in continuous treatment12 and predictions of non-communicable diseases based on socio-
demographic characteristics.13 In the discipline of obesity and nutrition, ML has been relied upon 
to predict the adherence to dietary recommendations from survey data,14 childhood obesity after 
the age of two using electronic health records prior to the second birthday,15 obesogenic environ-
ments for children,16 and the aggregation of metabolomics, lipidomics and other clinical data to 
model drug dose response.17

We believe that incorporating methods developed by the ML community into public health can 
help us to improve predictions and discover rich structures among the available data and therefore 
enhance our understanding of complex problems in public health, as well as to aid the design of new 
policies. In particular, and within the diet and obesity disciplines, the contributions of this work are 
(1) to apply an ensemble of ML methods to predict obesity prevalence exclusively from food sales 
data and (2) to identify the food categories that are most relevant in the prediction of obesity.

Methods

Data sources

The data used in this work came from two sources: (1) food and beverage sales data in 48 catego-
ries for 79 countries from the Euromonitor data set18 and (2) the percentage of obese adult popula-
tion in these countries during 2008 estimated by Ng et  al.1 Table 1 shows the food categories 
included in the analysis.

We predicted obesity prevalence in 2008 using the average food sales data from 2006 to 2008 
(Euromonitor). The reason to average over 3 years of food sales was made to reduce the effect of 
short-term fluctuations in sales as well as to allow for metabolic adaptation to changes in caloric 
intake.19

Euromonitor data are gathered with local industry collaboration and store checks. The absence 
of values for a given category corresponds to the lack of records for that category, possibly due to 
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non-regulated sales or to an undeveloped market for such merchandise. The latter could be sec-
ondary to a lack of investment or to governmental regulation for the banning of specific products, 
such like alcohol in Muslim countries. The sales database used in this study had 3792 entries, of 
which 22 corresponded to absent values (0.58%). The product category and country of these 22 
entries were as follows: alcoholic premixes (Vietnam, Pakistan, Uzbekistan, Azerbaijan, Algeria, 
Georgia, Tunisia and Saudi Arabia); wine (Pakistan and Saudi Arabia); spirits (Saudi Arabia); 
soup (Uzbekistan and Vietnam); ready meals (Kenya, Nigeria and Uzbekistan); sport drinks 
(Uzbekistan); concentrates (Peru, Uzbekistan, Bolivia, Ukraine and Belarus). These 22 entries 
were given value zero.

ML methods

First, an exploratory analysis of the data was performed using principal component analysis (PCA), 
a method for (linear) dimensionality reduction.20,21 Within PCA, the components are ranked in 
terms of how much variability in the data they explain, that is, the first principal component is the 
direction, in the data space, in which most of the variance in the data is explained.

The relationship between obesity prevalence and food purchases at the national-level was 
assessed with a supervised learning approach, where food sales were the features (inputs) and the 
obesity prevalences were labels (outputs). This regression problem, given the number of predictors 
and entries, can be analysed using tree-based methods and support vector machines (SVMs). Other 
methods, such as deep learning, require a much larger sample size.22

Among tree-based methods, we find decision trees, random forest (RF) and gradient boosting 
machines. In our work, RF and extreme gradient boosting (XGB) were compared. RF is a well-
established method that aggregates decision trees in parallel using a random selection of predic-
tors.23 However, XGB works by training trees in a sequential way: each boosted tree is built after 
we learn from previous trees.24

However, kernel-based methods, such as SVM, operate by assessing similarity between a test 
input and data points in the training set through a similarity function known as kernel. The hyper-
parameters of SVM are the penalty of error, kernel width and kernel type.

With respect to overfitting, it is known that the risk of overfitting increases with the capacity of 
models to adjust to specific training sets.25 Our results were obtained finding the optimal model 

Table 1.  Food categories available in the Euromonitor database.

Food group Categories

Soft drinks Bottled water, carbonates, concentrates, juice, sport and energy drinks.
Hot drinks Coffee, tea and other hot drinks.
Alcoholic drinks Beer, premixes, spirits and wine.
Packaged food Baby food, baked goods, breakfast cereals, ice cream/frozen desserts, butter/

margarine, edible oils, processed fruits/vegetables, processed meat/seafood, 
ready meals, rice/pasta, sauces/dressings, soup, spreads, savoury snacks and 
sweet snacks.

Confectionery Chocolate, gum and sugar.
Dairy Cheese, drinking milk, yoghurt and sour milk, and other dairy.
Fresh food Eggs, meat, fish/seafood, nuts, pulses, starchy roots, sugar/sweeteners, fruits 

and vegetables.
Ingredients Cocoa powder, fats/oils, flours, milk and emulsifiers.
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parameters using grid-search minimisation of the mean square error (MSE), using 10-fold cross-
validation. In other words, the parameters in the models were found using 10 different training sets, 
thus ensuring robustness to overfitting. In addition, our results also provide performance indices 
(root mean square error (RMSE)) over out-of-sample data; these figures validate the correct fit of 
the model.

Figure 1 shows an example of a regression tree built choosing randomly from the available 
predictors with a maximum depth of two. In this case, the category flour is chosen and compared 
against a threshold of 17.8 kg per capita to identify groups of low versus high obesity. Then, each 
branch is further divided using the categories of sugar and cheese (with thresholds of 2.4 and 
1.98 kg per capita, respectively). For this tree, the four terminal nodes (or leaves) have the follow-
ing average prevalence for obesity: 0.065, 0.172, 0.174 and 0.236. For instance, a country that has 
a flour and cheese per capita intake greater than 17.8 and 1.98 kg, respectively, is predicted to have 
an obesity prevalence of 0.236.

Free parameters of RF, XGB and SVM can be found in the Supplemental Appendix and the 
Python script developed for this work.

Results

Exploratory analysis

Sales within food and beverage group categories are summarised in Table 2, showing minimum, 
maximum and median for each food group. To address if sales distributions were normal, the 
Shapiro–Wilk test was applied, and asterisks indicate that the null hypothesis for normal distribu-
tion can be rejected. Summary statistics for each of the 52 food and beverages categories can be 
found in Table A1 in Supplemental Appendix.

Relations between predictors were analysed using Spearman correlation test. With a threshold 
of 0.9, three pairs of highly correlated food categories were found: flours as ingredient and baked 
goods (0.98), milk as ingredient and drinking milk products (0.97), and emulsifiers with chocolate 
confectionery (0.90). These correlated food categories were replaced each one by the average 
value of the pair, ending in this way with 45 predictors.

The food purchase data were first explored using PCA, a dimensionality-reduction method that 
explains the variability of the observations. Figure 2(a) shows the cumulative proportion of vari-
ance explained as a function of the number of principal components. We found that the first 10 
components explained 81 per cent of the data variation and that 50 per cent of the variance is 
explained using just the first two components. Focusing on these first two components, Figure 2(b) 

Figure 1.  Example of regression tree with maximum depth of two, and that can use all the 48 categories 
to make the splits.

https://journals.sagepub.com/doi/suppl/10.1177/1460458219845959
https://journals.sagepub.com/doi/suppl/10.1177/1460458219845959
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Table 2.  Summary statistics for the food and beverage groups described in Table 1.

Food group (units) per capita per year Minimum; maximum; median sales (Shapiro–Wilk test*)

Soft drinks (L) 3.59; 354.05; 117.80
Hot drinks (kg) 0.29; 10.76; 3.02*
Alcoholic drinks (L) 0.08; 185.90; 67.51*
Packaged food (kg) 7.40; 243.13; 130.99
Confectionery (kg) 0.16; 14.68; 3.57*
Dairy (kg) 0.63; 198.49; 57.00*
Fresh food (kg) 21.88; 400.44; 260.28
Ingredients (kg) 6.30; 256.43; 123.81*

*p value < 0.05 (rejection of normal distribution hypothesis).

Figure 2.  Principal component analysis of the food sales data: (a) screen plot for the proportion of 
variance explained as a function of the components; (b) first two principal components where each symbol 
corresponds to a country, colour-coded according to their obesity prevalence using a colourmap: Asia 
(disc), Africa (diamond), the Americas (triangle), Europe (x) and Oceania (+); (c) Asia and Europe only; 
and (d) Asia and America compared.
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shows countries colour-coded according to their obesity prevalence and with different symbols for 
different continents.

To visually explore the relation between diet components and geographical location, Figure 
2(c) and (d) compares pairs of continents. Figure 2(c) displays the first two principal compo-
nents for Asia and Europe, showing Asia with discs close together in the left side of the plot, 
as opposed to the ‘x’ representing Europe. These results show that obesity prevalence in Asia 
is smaller than in Europe, and that country prevalence is similar among countries within the 
same continent, especially in Europe. Conversely, Figure 2(d) displays results for Asia and 
America, showing similar first components for both continents, and therefore similar diet, 
except for the United States and Canada, which are represented by triangles on the far right 
side of the plot.

Predicting obesity from food: performance comparison

All the aforementioned regression methods were implemented using leave-one-out cross-validation 
(LOOCV) to predict one country’s obesity prevalence from the other 78 countries in the data set. 
Table 3 shows the RMSE for the three methods tested, finding that RF shows the best performance, 
closely followed by XGB.

Feature selection: variable importance list

Multiple trees’ average improves the predictive power of a single decision tree at the expense of 
interpretation loss. Nevertheless, the variable importance list (VIL) can give insights into the 
regression process by ranking food categories in terms of how much the RMSE changes when each 
category is removed.23 A variable with a large importance means a significant increase in the error 
when such category is not used as a predictor.

From the algorithms tested here, RF and XGB offer the option of obtaining a VIL directly from 
the model. From the way these methods work, the ranking of variable importance is not necessarily 
the same: in RF, each tree is decorrelated and the learning process is done in parallel,26 while in 
XGB, the boosting procedure implies that correlated variables are used only once in a given tree.24 
XGB is a more recent algorithm and there is ongoing discussion about the robustness of its VIL. 
Figure 3 shows the VIL obtained using RF, which was averaged over 250 runs.

We found that baked goods/flours was the best predictor of obesity prevalence, followed by 
cheese and later by carbonated drinks with less than half the importance of the best predictor. This 
VIL suggests that relative importance rapidly decreases as we move down the list. To assess 
whether we can limit our consideration to a smaller set of variables, we repeated the calculations 
using RF with only the top 5, 10, 15 and 20 categories from this list.

Prediction error using a subset of variables

Table 4 compares the RMSE when RF uses all the categories, and when the top 5, 10, 15, and 20 
categories are used instead. The parameters used to make these predictions were the ones obtained 
by grid-search (see the Supplemental Appendix), but with the maximum number of features manu-
ally constrained to these 5, 10, 15 and 20 categories, respectively. The prediction error slightly 
reduces when fewer variables were considered, which suggests that the consumption of some food 
categories may be associated with low obesity rates in certain countries, while in others, it is a 
predictor of high obesity prevalence.

https://journals.sagepub.com/doi/suppl/10.1177/1460458219845959
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Comparison between predicted and real values for obesity prevalence

To assess the predictive power of the model proposed in this study, we examined the distribution 
of the absolute prevalence prediction errors (APPEs), that is, the absolute difference between the 
predicted prevalence and true prevalence value. Since the maximum value of country obesity prev-
alence was 35 per cent for the countries analysed (equivalent to 0.35), we analysed the distribution 
of APPE by factors of 0.035, equivalent to 10 per cent error each.

Figure 4 shows the APPEs by number of countries analysed. The y-axis corresponds to APPEs, 
denoting 10, 20, 30 and 40 per cent errors of prediction. Of the total sample of countries, near 
60 per cent of countries’ obesity prevalence was predicted with 10 per cent error or less, and 87 per 

Table 3.  Root mean square error (RMSE) of the regression methods tested using leave-one-out cross-
validation.

Method RMSE leave-one-out cross-validation

Support vector machines 0.063
Random forest 0.057
Extreme gradient boosting 0.058

Figure 3.  Averaged variable importance list for the first top 20 categories using RF.

Table 4.  RMSE (%) for RF using all the categories (46) and the top 5, 10, 15 and 20 categories extracted 
from their VIL.

All Top 5 Top 10 Top 15 Top 20

Random forest 0.057 0.055 0.054 0.054 0.055



Dunstan et al.	 659

cent of countries’ obesity prevalence with up to 20 per cent error. Countries with largest prediction 
errors were the United States, Uzbekistan, Georgia, Slovenia, Venezuela and Argentina.

Discussion

We have proposed and applied a methodology to predict country-level obesity prevalence using 
food and beverage sales information. Our simulations confirm that RF, using only five categories, 
could predict obesity prevalence with an absolute error below 10 per cent (with respect to the entire 
prevalence range) for about 60 per cent of the countries considered, and below 20 per cent for 
87 per cent of countries.

Recall that the relevance of the input variables to predict obesity is referred to as VIL, and this 
list allowed us to implement variants of the proposed methodology, but only using the 5, 10, 15 and 
20 most-relevant food categories. These restricted methods provide estimates that are close to the 
unrestricted predictor (using all categories), but with a performance that is not necessarily mono-
tonically increasing with the number of categories considered. This provided us with the following 
insight: first, nationwide obesity can be predicted only from a few food categories, and, second, the 
role of some categories (with a low VIL rank) might be contradictory, meaning that they increase 
obesity in some countries, but decrease obesity in others, and therefore, they lower the perfor-
mance of the algorithm when included.

The top three categories in predicting country-level obesity were baked goods/flours, 
cheese and carbonated drinks. This list is in agreement with research that has identified pro-
cessed foods as key drivers of the obesity epidemic.27–29 Simple carbohydrates, for example, 
have been linked to the development of adiposity due to their high glycaemic load30 and low 
fiber content.31 Cheese, however, is high in calories, fat and salt, and in most countries, a 
highly processed product. The third place is occupied by carbonated drinks, consumption of 

Figure 4.  Absolute prevalence prediction error (APPE) using RF with the top five categories from the 
VIL. The countries are ordered according to their APPE, and the labels in the vertical axis indicate if the 
APPE is below 10, 20, 30 and 40 per cent of the of the full prevalence range [0, 0.35]. Notice that the 
obesity prevalence in 47 countries was predicted with less than 10 per cent error.



660	 Health Informatics Journal 26(1)

which has been associated with increased obesity risk in diverse populations, and clearly, it 
is not part of traditional diets.32–35

We were not able to determine whether the change in national diet composition is a true cause 
of higher obesity prevalence or a surrogate marker of the concomitant rise in sedentary behaviour. 
However, previous research has hypothesised that the obesity epidemic is predominantly driven by 
the foods that are consumed and not by changes in caloric expenditure.36,37

This study used ML methods and its results need to be interpreted considering both their 
strengths and limitations. While it is possible to establish the relative ranking of different national 
diet components for the overall predicting accuracy, this does not support the idea of independent 
risk factors; for instance, a society that reduces its consumption of cheese will see a reduction in 
obesity rates per se. Our goal was to identify food sales that could provide us with information 
about the synergic roles of categories. We used aggregate data to characterise both the exposure 
(composition of country-level food sales) and the outcome (country-level obesity prevalence). This 
also is a strength and a limitation. Our analysis cannot be used to claim that an individual living in 
a country with a given national diet is at elevated risk of high obesity prevalence. However, the 
application of ML to sales data has allowed us to estimate country-level obesity from five foods’ 
sales categories, a method that is less costly than national surveys.38

Here, we considered food sales per capita instead of food consumption. In this regard, food 
waste is an important issue and has been reported to differ by food category, with diary and fresh 
foods being discarded in greater amounts than processed foods are,39 and positively correlated with 
per capita gross domestic production.40 It is important to note that sales data analysed here include 
food consumed by children, which are not considered in the obesity prevalence (calculated for 
adults older than 20 years). Finally, the data are obtained from industry data that aggregate 79 
countries, where most low-income countries were excluded. In other words, the results presented 
here were obtained using mostly sales data from high- and upper-middle-income countries, and 
therefore, the conclusions drawn cannot be generalised to all countries.

Another limitation of this study is the use of available sales data registered by local industry and 
store checks based on the regulated market. These data do not allow for the estimation of the role 
of non-official sales in the prevalence of obesity. While the measurement of non-official sales may 
be costly, both in economic and time means, and nationwide health surveys may not be frequent 
due to time and economic constraints, the use of secondary data for obesity prevalence prediction 
comes in as a convenient alternative.

Regarding the 22 absent values in our data set (0.58% of the data), they belong to the broader 
category of alcoholic beverages and ultra-processed foods,41 vastly known for their contribution to 
malnutrition in the form of overweight and obesity.42–44 Absent values in the Euromonitor data set 
mean that there is no commercialisation of such products by the local industry and stores (pre-
mixed alcohol, soup, ready meals, concentrates, wine and spirits). The measurement of non-official 
commercialisation of foods and beverages is out of the scope of this work, for what we aimed to 
set a standard and reproducible method for obesity prediction based on country-level sales data, 
which in turn comes from regulated market sales.

Future research work could make use of the data collected by the Food and Agriculture 
Department for the United Nations, which has food sales data for countries not covered by 
Euromonitor database.45 In addition, an extension of this work could use rates of changes in pur-
chases instead of absolute values.
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