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ABSTRACT In this paper, we propose intelligent reflecting surfaces (IRS) assisted secure wireless commu-
nications with multi-input and multi-output antennas (IRS-MIMOME). The considered scenario is an access
point (AP) equipped with multiple antennas communicates with a multi-antenna enabled legitimate user in
the downlink at the present of an eavesdropper configured with multiple antennas. Particularly, the joint
optimization of the transmit covariancematrix at the AP and the reflecting coefficients at the IRS tomaximize
the secrecy rate for the IRS-MIMOME system is investigated, with two different assumptions on the phase
shifting capabilities at the IRS, i.e., the IRS has the continuous reflecting coefficients and the IRS has the
discrete reflecting coefficients. For the former case, due to the non-convexity of the formulated problem,
an alternating optimization (AO)-based algorithm is proposed, i.e., for given the reflecting coefficients
at the IRS, the successive convex approximation (SCA)-based algorithm is used to solve the transmit
covariancematrix optimization, while given the transmit covariancematrix at theAP, alternative optimization
is used again in individually optimizing of each reflecting coefficient at the IRS with other fixed reflecting
coefficients. For the individual reflecting coefficient optimization, the closed-form or an interval of the
optimal solution is provided. Then, the proposed algorithm is extended to the discrete reflecting coefficient
model at the IRS. Finally, some numerical simulations have been done to demonstrate that the proposed
algorithm outperforms other benchmark schemes.

INDEX TERMS Alternating optimization (AO), intelligent reflecting surface (IRS), multiple-input
multiple-output (MIMO), secrecy rate, successive convex approximation (SCA).

I. INTRODUCTION
Due to the broadcast nature of the wireless media, wireless
communications are vulnerable to eavesdropping. In order
to provide the wireless communications with sound and
solid security, physical layer security based technologies,
such as the artificial noise (AN), cooperative jamming (CJ)
and friendly jamming, have been studied for the recent
years [1], [2]. However, these techniques only focus on the
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signal processing at the transceiver to adaptive the changes of
the wireless environments, but cannot eliminate the negative
effects caused by the uncontrollable electromagnetic wave
propagation environments [3], [4]. Meanwhile, recently,
a new technology following the development of the Micro-
Electro-Mechanical Systems (MEMS) named as intelligent
reflecting surfaces (IRS) has been proposed, which can recon-
figure and achieve a smart wireless propagation environment
via software-controlled reflection. In addition, it has great
potential in reducing the cost and the complexity and as well
as energy consumption of the future 5G technologies such as
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massive MIMOwith excessive antennas [3]–[6], and also can
support the development of the sustainable and greenwireless
networks in the coming years.

One the one hand, for the IRS assisted wireless com-
munications, in [7], the problem of jointly optimizing the
access point (AP) active beamforming and IRS passive beam-
forming with AP transmission power constraint to maxi-
mize the received signal power for one pair of transceivers
was discussed. Based on the semidefinite relaxation and the
alternate optimization, both the centralized algorithm and
distributed algorithm were proposed therein. The work [8]
extended the previous work to the multi-users scenario but
with the individual signal-to-noise ratio (SNR) constraints,
where the joint optimization of the AP active beamforming
and IRS passive beamforming was discussed to minimize the
total AP transmission power, and two suboptimal algorithms
with different performance-complexity tradeoff were pre-
sented. Huang et al. considered the IRS-based multiple-input
single-output (MISO) downlink multi-user communications
for an outdoor environment, where [9] studied optimizing the
base station (BS) transmission power and IRS phase shift
with BS transmission power constraint and user signal-to-
interference-and-noise-ratio (SINR) constraint to maximize
sum system rate. Since the formulated resource allocation
problem is non-convex, Majorization-Minimization (MM)
and alternating optimization (AO) was jointly used, and the
convergence of this algorithm was analyzed. Different from
the continuous phase shift assumption of the IRS reflecting
elements in existing studies, [10] considered that each IRS
reflecting element can only achieve discrete phase shift and
the joint optimization of the multi-antenna AP beamforming
and IRS discrete phase shift was discussed under the same
scenario as [7]. Then the performance loss caused by the IRS
discrete phase shift was quantitatively analyzed via compar-
ing with the IRS continuous phase shift. It is surprised that,
the results have shown that as the number of IRS reflecting
elements approaches infinity, the system can obtain the same
square power gain as IRS with continuous phase shift, even
based on 1-bit discrete phase shift. Furthermore, [11] and [12]
discussed the joint AP power allocation and IRS phase-shift
optimization to maximize system energy and spectrum effi-
ciency, where the user has a minimum transmission rate con-
straint and the AP has a total transmit power constraint. Due
to the presented problem is non-convex, the gradient descent
based AP power allocation algorithm and fractional program-
ming (FP) based IRS phase shift algorithm were proposed
therein. For the IRS assisted wireless communication system,
Han et al. [13] analyzed and obtained a compact approxima-
tion of system ergodic capacity and then, based on statisti-
cal channel information and approximate traversal capacity,
the optimal IRS phase shift was proved. The authors also
derived the required quantized bits of the IRS discrete phase
shift system to obtain an acceptable ergodic capacity degrada-
tion. In [14], a new IRS hardware architecture was presented
and then, based on compressed sensing and deep learning,
two reflection beamforming methods were proposed with

different algorithm complexity and channel estimation train-
ing overhead. Similar to [14], Huang et al. [15] proposed a
deep learning based algorithm to maximize the received sig-
nal strength for IRS-assisted indoor wireless communication
environment. Some recently studies about the IRS assisted
wireless communications could be found in [16]–[19], and
they were focused on the IRS assisted millimeter band
or non-orthogonal multiple access (NOMA) based wireless
communications.

On the other hand, for the IRS assisted secure wireless
communications, in [20], the authors studied the problem
in jointly optimizing the beamforming at the transmitter
and the IRS phase shifts to maximize the system secrecy
rate, based on the block coordinate descent (BCD) and the
MM techniques, two suboptimal algorithms were proposed
to solve the resulted non-convex optimization problem for
small- and large-scale IRS, respectively. In [21], Chen and
Liang studied the minimum-secrecy-rate maximizing prob-
lem for a downlink MISO broadcast system, based on the AO
and the path-following (PF) algorithm, an iterative algorithm
was proposed for the joint optimization problem. In addition,
the authors also extended the proposed approach to the case
with discrete reflecting coefficients at the IRS. To maximize
the MISO system secrecy rate subject to the source transmit
power constraint and the unit modulus constraints imposed on
the phase shifts at the IRS, [22] proposed an AO algorithm for
the scenario that the eavesdropper is configured with single
antenna, then the study was extended to the scenario where
the eavesdropper is equipped with multiple antennas. Ref-
erence [23] investigated the secure transmission framework
with an IRS to minimize the system energy consumption in
cases of rank-one and full-rank AP-IRS links. In particular,
since the beamforming vector and phase shift design are inde-
pendent in the rank-one channel model, thus a closed-form
expression of beamforming vector was derived. However,
since beamforming and phase shift depend on each other in
the full-rank model, then an eigenvalue-based algorithm for
conventional wiretap channel was used to obtain beamform-
ing vector. Different from [20]–[24] considered the scenario
that the eavesdropping channel is stronger than the legitimate
channel and they are also highly correlated in space, then to
maximize the secrecy rate of the legitimate communication
link, an algorithm based on the AO and semidefinite relax-
ation was proposed. Moreover, in [25] and [26], for the IRS
assisted MISO secure communications with AN transmis-
sion at the transmitter, an alternate optimization algorithm to
jointly optimize active beamforming, AN interference vector
and reflection beamforming with the goal of maximizing
system secrecy rate was presented. The difference between
these two papers is that, [25] focused on the scenario with a
single legitimate user and multiple eavesdroppers, while [26]
considered the scenario with multiple legitimate users but
single eavesdropper.

Although lots of research works have been done for the
IRS assisted secure communications, they all have assumed
that the legitimate receiver is equipped with only one
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antenna [20]–[26]. However, in order to further improve the
communication performance of the mobile users in the next
generation wireless local networks (WLANs) such as the
IEEE 802.11ax, or the fifth generation (5G) mobile com-
munication networks, multi-antenna enabled mobile device
designs have been widely adopted in the current mobile ter-
minals, such as the Phones, laptops and the tablets. Therefore,
it is necessary to study the IRS assisted secure communi-
cations with multiple-transmit and multiple-receive anten-
nas enabled networks. In this paper, IRS assisted secure
communications with multiple-transmit and multiple-receive
antennas are studied, where, an AP equipped with multiple
antennas has the secure communications demands with a
multiple-antennas enabled legitimate user in the downlink
at the present of an eavesdropper configured with multi-
ple antennas, referring to it as the IRS assisted multi-input,
multi-output, multi-eavesdropper (IRS-MIMOME) system.
Particularly, we discuss the joint optimization of the transmit
covariance matrix at the AP and the reflecting coefficients at
the IRS to maximize the secrecy rate for the IRS-MIMOME
system, with two different assumptions on the phase shift-
ing capabilities at the IRS, i.e., the IRS has the continuous
reflecting coefficients and the IRS has the discrete reflecting
coefficients. For the former case, due to the non-convexity
of the formulated problem, an AO based algorithm is pro-
posed, i.e., for given the reflecting coefficients at the IRS,
the successive convex approximation (SCA)-based algorithm
is used to solve the transmit covariance matrix optimiza-
tion, while given the transmit covariance matrix at the AP,
alternative optimization is used again in the individually
optimizing of each reflecting coefficient at the IRS with
fixing the other reflecting coefficients. For the individual
reflecting coefficient optimization, the closed-form or an
interval of the optimal solution is provided. Then, the overall
algorithm was extended to the discrete reflecting coefficient
model at the IRS. Finally, some numerical simulations have
been done to demonstrate the performance of the proposed
algorithms.

The rest parts of this paper are organized as follows.
In Section II, the system model and the considered optimiza-
tion problem are presented. In Section III, we discuss and
solve the formulated optimization problem, and an AO based
algorithm is proposed. The simulation results are presented
in Section IV and then we conclude this paper.
Notation: We use uppercase boldface letters for matrices

and lowercase boldface letters for vectors. (•)T , (•)∗, and
(•)H denote the transpose, conjugate, and conjugate trans-
pose, respectively. Tr(•) and E{•} stand for the trace of a
matrix and the statistical expectation for random variables,
respectively. A < 0 and A � 0 indicate that A are positive
semidefinite and positive definite matrix. I and (•)−1 denote
the identity matrix with appropriate size and the inverse of
a matrix, respectively. | • |, arg(•) and <{•} stand for the
absolute value, the argument and the real part of a complex
number, respectively, whereas det(A) denotes the determinant
ofA. The notation diag(•) represents a diagonal matrix where

the diagonal elements are from a vector, and [•]+ represents
max(0, •).

II. SYSTEM MODEL AND THE PROBLEM
In this section, firstly, we present the systemmodel of the IRS
assisted secure communications with multiple antennas at
both the legitimate transceiver and the eavesdropper, referring
to it as the IRS-MIMOME system. Then, we illustrate the IRS
reflecting model and signal model for our considered system.
Finally, we formulate the discussed optimization problem.

A. SYSTEM MODEL
Consider the IRS assisted MIMOME system, as shown
in Fig. 1, where an AP equipped with NT antennas serves
a legitimate user at the present of an eavesdropper. Both
the legitimate user and the eavesdropper are equipped with
multi-antenna and the number of the antennas at these two
users are NR and NE , respectively. In addition, an IRS com-
posed of M passive elements is installed on a surrounding
wall to assist the secure communications between the AP
and the legitimate user. The IRS has a smart controller, who
has the capability of dynamically adjusting the phase shift
of each reflecting element based on the propagation envi-
ronment learned through periodic sensing [7]. In particular,
the IRS controller coordinates the switching between two
working modes, i.e., receiving mode for environment sensing
(e.g., channel state information (CSI) estimation) and reflect-
ing mode for scattering the incident signals from the AP [27].

FIGURE 1. System model.

B. IRS REFLECTING COEFFICIENT MODEL
Following [7], the phase shift matrix of the IRS can be defined
as 2 = diag(θ ) ∈ CM×M , where θ = [θ1, θ2, · · · , θM ]T ∈
CM×1 and θm ∈ 8 for 1 ≤ m ≤ M , and diag(•) denotes a
diagonal matrix whose diagonal elements are given by the
corresponding vector and 8 denotes the set of reflecting
coefficients of the IRS. In this paper, two different sets of
reflecting coefficients are considered as below.

1) CONTINUOUS REFLECTING COEFFICIENTS
That is, the reflecting coefficient with the constant amplitude
and continuous phase shift is characterized as

81 =

{
θn

∣∣∣θn = ejϕn , ϕn ∈ [0, 2π)
}
. (1)
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2) DISCRETE REFLECTING COEFFICIENTS
In this model, the reflecting coefficient has constant ampli-
tude but discrete phase shift and is defined as

82=

{
θn

∣∣∣∣θn=ejϕn , ϕn∈{0, 2πQ ,. . .,
2π (Q− 1)

Q

}}
, (2)

where Q is the number of quantized reflection coefficient
values of the element of the IRS.

Note that, due to the limitations of the hardware, the real-
ization of the continuous reflecting model 81 is difficult or
even impossible [21]. Therefore, the discrete model 82 is
more practical from the perspective of application. However,
the continuous reflecting model is still discussed herein for
the obtained performance can be regarded as the upper bound
of the system. Furthermore, our algorithm for the discrete
model is based on the algorithm of the continuous model.

C. SIGNAL MODEL
For our considered system, as [7] and [8], the signals that are
reflected by the IRSmulti-times are ignored due to significant
path loss. Moreover, to characterize the performance limit of
the considered IRS-assisted secure communication system,
the quasi-static flat-fading channel model is adopted herein
and all the CSI are perfectly known at the AP1 [28], [29].
Therefore, combined with IRS reflecting coefficient model,
the signals received at the legitimate user and the eavesdrop-
per can be expressed as

yR = HTRx+HSR2HTSx+ nR = GTR(2)x+ nR, (3)

yE = HTEx+HSE2HTSx+ nE = GTE (2)x+ nE , (4)

where HTR ∈ CNR×NT and HTE ∈ CNE×NT represent the
complex baseband channels from AP to the legitimate user
and the eavesdropper, respectively,HSR ∈ CNR×M andHSE ∈

CNE×M denote the complex baseband channels from the IRS
to the legitimate user and the eavesdropper, respectively,
and HTS ∈ CM×NT defines the complex baseband channel
from AP to the IRS. GTR (2) = HTR + HSR2HTS and
GTE (2) = HTE + HSE2HTS are used to characterize the
equivalent channel from AP to the legitimate user and the
eavesdropper, respectively. nR ∼ CN

(
0, σ 2

RINR
)
and nE ∼

CN
(
0, σ 2

EINE
)
denote the independent circularly symmetric

complex Gaussian (CSCG) noise vectors at the legitimate
user and the eavesdropper, respectively. In which, σ 2

R and σ 2
E

denote the average noise power at the legitimate user and the
eavesdropper, respectively. INR and INE represent the identity
matrix with NR ×NR and NE ×NE dimensions, respectively.
For the above established IRS-MIMOME system, follow-

ing [30], [31] and [32], we know that its achievable secrecy

1Due to the fact that the transceivers are equipped with multiple antennas
and the number of the element on the IRS is large, therefore, to accurately
estimate the channels is impossible, then it will induce system performance
loss if naively treating the estimated channels as perfect ones. However, our
work is still meaningful as it can be seen as the benchmark for the imperfect
CSI case. In addition, how to extend our work to the scenario with imperfect
CSI is an interesting problem and it is our future work.

rate is

Rsec = [RR − RE ]+, (5)

where [x]+ = max (0, x). And RR and RE represent the
achievable transmission rates from AP to the legitimate user
and from AP to the eavesdropper, respectively, and they are
defined as follows,

RR = log2 det

(
INR +

1

σ 2
R

GTR(2)QsGH
TR(2)

)
, (6)

RE = log2 det

(
INE +

1

σ 2
E

GTE (2)QsGH
TE (2)

)
, (7)

where Qs = E
{
xxH

}
∈ CNT×NT is the transmit signal

covariance matrix at the AP and Qs < 0. Hence, the achiev-
able secrecy rate for the legitimate user is characterized by

Rsec =

[
log2 det

(
INR +

1

σ 2
R

GTR(2)QsGH
TR(2)

)

− log2 det

(
INE +

1

σ 2
E

GTE (2)QsGH
TE (2)

)]+
. (8)

Note that dropping the operator [•]+ has no impact on the
optimization of the secrecy rate, thus this operator is removed
in the sequel analysis.

D. PROBLEM FORMULATION
As mentioned earlier, in this paper, we discuss the joint
optimization of the transmit covariance matrix at the AP and
the reflection coefficients at the IRS to maximize the system
secrecy rate subjected to the transmit power constraint at the
AP and the reflection coefficient constraint at the IRS. Thus
we have the following optimization problem OP1,

max
Qs,2

Rsec = log2 det

(
INR +

1

σ 2
R

GTR(2)QsGH
TR(2)

)

− log2 det

(
INE +

1

σ 2
E

GTE (2)QsGH
TE (2)

)
s.t. C1 : Tr(Qs) ≤ Pmax

C2 : Qs < 0

C3 : θm ∈ 8i, m = 1, . . . ,M , i = 1, 2. (9)

In which, C1 characterizes the total transmit power constraint
at the AP, C2 defines the positive semi-definite constraint
on transmit covariance matrix, and C3 represents the IRS
reflecting coefficient model. It is obvious that OP1 is a
non-convex nonlinear programming with non-convex objec-
tive function and the uni-modular constraint on each reflec-
tion coefficient θm, which makes it difficult to be solved.
Therefore, in the sequel, we pursue the suboptimal approach
to handle OP1.
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III. ALTERNATING OPTIMIZATION BASED JOINT
OPTIMIZATION ALGORITHM
In this section, a suboptimal algorithm is proposed to solve
OP1. As aforementioned that, our formulated problemOP1 is
a non-convex nonlinear programming. However, our analysis
indicates that, given the reflecting coefficients at the IRS and
by leveraging the SCA [33], a convex approach can be used
to solve the transmit covariance matrix optimization at the
AP, while for given the transmit covariance matrix at the AP,
we can use the alternative optimization to find the suboptimal
solution for the reflecting coefficients at the IRS. Based on
that, we present an alternative suboptimal algorithm for OP1.
In addition, we also discuss the extension of the algorithm to
the case with discrete reflecting coefficients at the IRS at the
end of this section.

A. OPTIMIZATION OF THE TRANSMIT
COVARIANCE MATRIX
In this subsection, we discuss the transmit covariance matrix
optimization at the AP for given the reflecting coefficients at
the IRS. Hence, we have the following problem OP2,

max
Qs

Rsec (Qs) = RR (Qs)− RE (Qs)

= log2 det

(
INR +

1

σ 2
R

GTRQsGH
TR

)

− log2 det

(
INE +

1

σ 2
E

GTEQsGH
TE

)
,

s.t. C1 : Tr(Qs) ≤ Pmax,

C2 : Qs < 0. (10)

Herein, given the reflection coefficient matrix 2 at the
IRS, GTR(2) and GTE (2) are simplistically denoted as
GTR and GTE , respectively. One may note that, now, the for-
mulated problem OP2 is the secrecy rate maximization prob-
lem for the MIMOME system which has been discussed
in [33], [34] and [35], and various algorithms have been pro-
posed therein. In this paper, following [33], the SCA-based
suboptimal algorithm is used to handle OP2. And the
key point is to obtain a tight concave lower bound of
Rsec (Qs), which can be achieved by retaining the concave
part RR (Qs) in (10) and linearizing the concave function
RE (Qs) [36], [37]. That is, at Q̃s, we have the concave
approximation of Rsec (Qs) as follows,

Rsec (Qs) = log2 det

(
INR +

1

σ 2
R

GTRQsGH
TR

)

− log2 det

(
INE +

1

σ 2
E

GTEQsGH
TE

)

' log2 det

(
INR +

1

σ 2
R

GTRQsGH
TR

)

− log2 det

(
INE +

1

σ 2
E

GTEQ̃sGH
TE

)

−Tr

[
1
ln2

1

σ 2
E

W−1
E,Q̃s

GTEQsGH
TE

]

+Tr

[
1
ln2

1

σ 2
E

W−1
E,Q̃s

GTEQ̃sGH
TE

]
1
= R̃sec

(
Qs

∣∣∣Q̃s

)
, (11)

where WE,Q̃s
= INE +

1
σ 2E
GTEQ̃sGH

TE . Based on the above

approximation and given Q̃s, the problem OP2 can be trans-
formed into the following formulation,

max
Qs

R̃sec
(
Qs

∣∣∣Q̃s

)
s.t. C1 : Tr(Qs) ≤ Pmax

C2 : Qs < 0. (12)

Then this problem is convex and can be easily solved using
standard interior-point methods [33], and the Lagrange dual
problem of (12) is provided at Appendix A. To sum up,
we have the SCA based suboptimal algorithm for OP2 which
is summarized as the Algorithm 1 as below.

Algorithm 1 Optimize Transmit Covariance Matrix

S1: Initialize: Q̃s < 0 and λ = λ0 > 0;
S2: Repeat
S3: Repeat

a) Solve the problem in (33) with given Q̃s and
λ,

Obtain the optimal transmit covariance Q̂s;
b) Update λ based on the subgradient method;

S4: Until the required accuracy;
S5: Update Q̃s = Q̂s, and reset λ = λ0;
S6: Until the required accuracy;
S7: Output Q̂s.

To meet the transmission power constraint at the AP and
the positive semi-definite constraint of the transmit covari-
ance matrix Qs at the beginning of the algorithm, we set
Q̃s = (Pmax/NT ) INT .

B. OPTIMIZE THE IRS REFLECTING COEFFICIENTS
In this subsection, given the transmit covariance matrixQs at
the AP, the optimization the reflecting coefficient matrix 2
at IRS with the continuous model is discussed. Particularly,
we have the following problem OP3.

max
2

Rsec (2) = log2 det

(
INR +

1

σ 2
R

GTR (2)QsGH
TR (2)

)

− log2 det

(
INE +

1

σ 2
E

GTE (2)QsGH
TE (2)

)
s.t. θm ∈ 81, m = 1, 2, . . . ,M (13)

It is obvious that OP3 is a non-convex programming with
both non-convex constraints and non-concave objective func-
tion, which makes it is difficult to be solved. However,
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we prove that, given {θi}Mi=1,i6=m, the formulated optimization
problemwith respect to θm can be solvedwith the closed-form
optimal solution or to have an interval about the optimal
solution. Therefore, the alternative optimization approach is
used here again to solve OP3, i.e., we alternatively solve
OP3 in variable θm with given θi, i = 1, . . . ,M , i 6= m
until the procedure is converged. The details are illustrated
as follows.
1) Objective function transformation: In order to use the

alternative optimization approach to solve OP3, we should
first make an objective function transformation for OP3. Note
that, the relationship of the objective function with {θm}Mm=1
is rather implicit. Thus, we rewrite the objective function as
an explicit function over θm,∀m. That is [38],

Rsec (2)

= log2 det

(
INR +

1

σ 2
R

HTRH
H
TR

+
1

σ 2
R

M∑
i=1

hSR,ih
H
TS,ihTS,ih

H
SR,i

+
1

σ 2
R

M∑
i=1

M∑
j=1,j6=i

θiθ
∗
j hSR,ih

H
TS,ihTS,jh

H
SR,j

+
1

σ 2
R

M∑
i=1

(
HTRθ

∗
i hTS,ih

H
SR,i + θihSR,ih

H
TS,iH

H
TR

))

− log2 det

(
INE +

1

σ 2
E

HTEH
H
TE

+
1

σ 2
E

M∑
i=1

hSE,ih
H
TS,ihTS,ih

H
SE,i

+
1

σ 2
E

M∑
i=1

M∑
j=1,j6=i

θiθ
∗
j hSE,ih

H
TS,ihTS,jh

H
SE,j

+
1

σ 2
E

M∑
i=1

(
HTEθ

∗
i hTS,ih

H
SE,i + θihSE,ih

H
TS,iH

H
TE

))
(14)

Herein, let Qs = UQ6QUH
Q as the eigenvalue decom-

position (EVD) of Qs < 0, UQ ∈ CNT×NT and 6Q ∈

CNT×NT are unitary matrix and diagonal matrix, respectively,
and all the diagonal elements in 6Q are non-negative real
numbers. Also, in (14), we defineHSR = [hSR,1, . . . ,hSR,M ],
HSE = [hSE,1, . . . ,hSE,M ], HTS = HTSUQ6

1/2
Q =

[hTS,1, . . . ,hTR,M ]
H
, HTR = HTRUQ6

1/2
Q ∈ CNR×NT ,

HTE = HTEUQ6
1/2
Q ∈ CNE×NT , and hSR,m ∈ CNR×1,

hSE,m ∈ CNE×1, hTS,m ∈ CNT×1,m = 1, 2, . . .M . Now, Rsec
is represented in an explicit form of the reflection coefficients
{θm}

M
m=1. Therefore, given Qs and {θi}Mi=1,i6=m, Rsec can be

rewritten as a function of θm as,

Rsec (θm) = log2 det
(
AR,m + θmBR,m + θ∗mB

H
R,m

)
− log2 det

×

(
AE,m + θmBE,m + θ∗mB

H
E,m

)
, ∀m, (15)

where,

AR,m = INR +
1

σ 2
R

ĤRĤH
R +

1

σ 2
R

H̃RH̃H
R , ∀m,

BR,m =
1

σ 2
R

H̃RĤH
R , ∀m,

AE,m = INE +
1

σ 2
E

ĤEĤH
E +

1

σ 2
E

H̃EH̃H
E , ∀m,

BE,m =
1

σ 2
E

H̃EĤH
E , ∀m. (16)

We denote ĤR = HTR +
M∑

i=1,i6=m
θihSR,ih

H
TS,i, ĤE =

HTE +
M∑

i=1,i6=m
θihSE,ih

H
TS,i, H̃R = hSR,mh

H
TS,m and H̃E =

hSE,mh
H
TS,m. Since bothAR,m andAE,m are the sum of identity

matrix and the two positive semi-definite matrixes, thus we
have AR,m � 0, AE,m � 0, rank

(
AR,m

)
= NR and rank(

AE,m
)
= NE . Moreover, for BR,m and BE,m we have

rank
(
BR,m

)
≤ rank

(
hSR,mh

H
TS,m

)
≤ 1 and rank

(
BE,m

)
≤

rank
(
hSE,mh

H
TS,m

)
≤ 1, respectively. Therefore, Rsec (θm)

can be rewritten as

Rsec (θm) = log2 det
(
INR + θmJR + θ

∗
mJ

H
R

)
− log2 det

(
INE + θmJE + θ

∗
mJ

H
E

)
+ log2 det

(
AR,m

)
− log2 det

(
AE,m

)
= Rsec (θm)+ log2 det

(
AR,m

)
− log2 det

(
AE,m

)
(17)

Herein, JR = A−1R,mBR,m and JE = A−1E,mBE,m. Hence,
the maximization of Rsec is equivalent to maximize the Rsec,
namely,

Rsec (θm) = log2 det
(
INR + θmJR + θ

∗
mJ

H
R

)
− log2 det

(
INE + θmJE + θ

∗
mJ

H
E

)
= RR(θm)− RE (θm)

s.t. |θm| = 1 (18)

Herein, RR(θm) = log2 det(INR + θmJR + θ∗mJ
H
R ) and

RE (θm) = log2 det(INE + θmJE + θ
∗
mJ

H
E ). In addition, due

to both AR,m and AE,m are full-rank, we have rank (JR) =
rank

(
BR,m

)
≤ 1 and rank (JE ) = rank

(
BE,m

)
≤ 1.

2) Deriving the tractable expressions for RR(θm) and
RE (θm) [38]: Following the above, herein, according to
the value of rank (JR) (or rank (JE )), i.e., rank (JR) = 1
(rank (JE ) = 1) or rank (JR) = 0 (rank (JE ) = 0),
we separately derive the tractable expressions of RR(θm) and
RE (θm) which are then used to analyze the corresponding
optimal solution of θm.
Case rank (JR) = 1: At first, we present a lemma as

below.
Lemma 1 ( [38]): JR is diagonalizable if and only if

Tr (JR) 6= 0.
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Based on the Lemma 1, then we can derive the expression
of RR (θm) under Tr (JR) = 0 and Tr (JR) 6= 0, separately.
If Tr (JR) = 0, namely, JR is non-diagonalizable, JR =

uR,mvHR,m with uR,m, vR,m ∈ CNR×1 and vHR,muR,m =

uHR,mvR,m = Tr (JR) = 0 due to rank (JR) = 1. Hence,
the expression of RR (θm) can be transformed into

RR (θm) = log2 det
(
INR − A−1R,mvR,mu

H
R,mAR,muR,mvHR,m

)
= log2 det

(
INR − A−1R,mJ

H
RAR,mJR

)
= log2 det

(
INR − A−1R,mB

H
R,mJR

)
,

in which, the last equation is hold with A−1R,m =
(
A−1R,m

)H
for

AR,m � 0.
If Tr (JR) 6= 0, the EVD of JR can be expressed as

JR = UR,m6R,mU−1R,m, where, UR,m ∈ CNR×NR and 6R,m =

diag
{
λR,m, 0, . . . , 0

}
with λR,m denoting the sole non-zero

eigenvalue of JR. Set VR,m = UH
R,mAR,mUR,m and it is a

Hermitian matrix with VR,m = VH
R,m. Let vR,m ∈ CNR×1

and vTR,m ∈ C1×NR denote the first column of V−1R,m and the
first row of VR,m. Note that it follows that vTR,mvR,m = 1;
moreover, let vR,m1 and vR,m1 denote the first element in vR,m
and vTR,m, respectively, we have vR,m1vR,m1 ∈ R since both
VR,m and V−1R,m are Hermitian matrices. Hence, RR (θm) can
be further simplified as [38],

RR (θm) = log2
(
1+

∣∣λR,m∣∣2 (1− vR,m1vR,m1)
+ 2<

{
θmλR,m

} )
(19)

Case rank (JE ) = 1: Similarly, if Tr (JE ) = 0, we have

RE (θm) = log2 det
(
INE − A−1E,mB

H
E,mJE

)
(20)

And if Tr (JE ) 6= 0, the EVD of JE can be expressed as
JE = UE,m6E,mU−1E,m, where, UE,m ∈ CNE×NE and 6E,m =

diag
{
λE,m, 0, . . . , 0

}
with λE,m denoting the sole non-zero

eigenvalue of JE . Set VE,m = UH
E,mAE,mUE,m, let vE,m ∈

CNE×1 and vTE,m ∈ C1×NE denote the first column of V−1E,m
and the first row of VE,m and let vE,m1 and vE,m1 denote the
first element in vE,m and vTE,m, respectively. Hence, RE (θm)
can be further simplified as,

RE (θm) = log2
(
1+

∣∣λE,m∣∣2 (1− vE,m1vE,m1)
+ 2<

{
θmλE,m

} )
(21)

Case rank(JR) = 0 or rank(JE ) = 0: In fact, if rank(JR)
= 0, we always have JR = 0 and JR = uR,mvHR,m with
uR,m = vR,m = 0, which is equivalent to the case Tr (JR) = 0
under rank (JR) = 1. Similarly, the case rank (JE ) = 0 is
equivalent to the case Tr (JE ) = 0 under rank (JE ) = 1.
Therefore, no matter whether rank(JR) = 1 or rank(JR) = 0
(rank(JE ) = 1 or rank(JE ) = 0), a tractable expression
of RR(θm) (RE (θm)) only depends on the value of Tr(JR)
(Tr(JE )), i.e., Tr(JR) = 0 or Tr(JR) 6= 0 (Tr(JE ) = 0 or
Tr(JE ) 6= 0).

3) Solving problem (18): Based on the deriving of the
tractable expressions for RR(θm) and RE (θm), we know that
problem (18) should be discussed and solved by considering
four different conditions, i.e., Tr(JR) = 0 and Tr(JE ) = 0,
Tr(JR) 6= 0 and Tr(JE ) = 0, Tr(JR) = 0 and Tr(JE ) 6= 0,
and Tr(JR) 6= 0 and Tr(JE ) 6= 0, as follows.
Case Tr (JR) = Tr (JE ) = 0: Namely, both JR and JE are

non-diagonalizable. In this case, Rsec (θm) is defined as

Rsec (θm) = log2 det
(
INR − A−1R,mB

H
R,mJR

)
− log2 det

(
INE − A−1E,mB

H
E,mJE

)
. (22)

That is,Rsec (θm) is independent of θm. Hence, we can directly
obtain the optimal solution for (18) and it is characterized by
the following proposition. Since the proof is simply thus it is
omitted here for simplification.
Proposition 2: If Tr (JR) = Tr (JE ) = 0, any θm with
|θm| = 1 is the optimal solution for (18) and the correspond-
ing optimal value is

R̂sec (θm) = log2 det
(
AR,m − BHR,mJR

)
− log2 det

(
AE,m − BHE,mJE

)
. (23)

Case Tr (JR) 6= 0 and Tr (JE ) = 0: Namely, JR is
diagonalizable and JE is non-diagonalizable. In this case,
Rsec (θm) is denoted as

Rsec (θm) = log2
(
1+

∣∣λR,m∣∣2 (1− vR,m1vR,m1)
+ 2<

{
θmλR,m

} )
− log2 det

(
INE − A−1E,mB

H
E,mJE

)
. (24)

Now, for problem (18), maximizing Rsec(θm) is equivalent to
maximize <

{
θmλE,m

}
in (24) and the corresponding optimal

solution can be characterized by the following Proposition 3.
Proposition 3: If Tr (JR) 6= 0 and Tr (JE ) = 0, the optimal

solution to (18) is

θ̂m = e−j arg(λR,m),

and the corresponding optimal value is

R̂sec (θm) = log2
(
1+

∣∣λR,m∣∣2 (1− vR,m1vR,m1)
+ 2

∣∣λR,m∣∣ )+ log2 det
(
AR,m

)
− log2 det

(
AE,m − BHE,mJE

)
.

Proof: The proof is provided in Appendix B. �
Case Tr (JR) = 0 and Tr (JE ) 6= 0: Namely, JR is

non-diagonalizable and JE is diagonalizable, then Rsec (θm)
becomes

Rsec (θm) = log2 det
(
INR − A−1R,mB

H
R,mJR

)
− log2

(
1+

∣∣λE,m∣∣2 (1− vE,m1vE,m1)
+ 2<

{
θmλE,m

} )
. (25)
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Now, for problem (18), maximizing Rsec(θm) is equivalent to
minimize <

{
θmλE,m

}
in (25) and the corresponding optimal

solution can be characterized by the following Proposition 4.
Proposition 4: If Tr (JR) = 0 and Tr (JE ) 6= 0, the optimal

solution for (18) is

θ̂m = ej(π−arg(λE,m)),

and the corresponding optimal value is

R̂sec (θm) = log2 det
(
AR,m − BHR,mJR

)
− log2

(
1+

∣∣λE,m∣∣2 (1− vE,m1vE,m1)
− 2

∣∣λE,m∣∣ )− log2 det
(
AE,m

)
.

Proof: The proof is provided in Appendix C. �
Case Tr (JR) 6= 0 and Tr (JE ) 6= 0: Namely, both JR and

JE are diagonalizable. Before presenting the optimal solution
conclusion for this case, we firstly introduce a lemma as
below.
Lemma 5: For function f (x) = (a+b cos x)/[c+d cos(x+

ω)] with a > b > 0, c > d > 0, ω ∈ [0, 2π), and the variable
x ∈ [0, 2π), we have,

(i) Ifω ∈ [0, π), for ∀x ∈ [0, 2π ), ∃x̂ ∈ [0, π−ω] satisfies
f (x̂) ≥ f (x), i.e., for ∀x ∈ [0, 2π ), there always exists a
optimal solution x̂ ∈ [0, π − ω] maximizes f (x);

(ii) If ω ∈ [π, 2π), for ∀x ∈ [0, 2π ), ∃x̂ ∈ [3π − ω, 2π ]
satisfies f

(
x̂
)
≥ f (x), i.e., for ∀x ∈ [0, 2π ), there always

exists a optimal solution2 x̂ ∈ [3π − ω, 2π ] maximizes f (x).
Proof: The proof is provided in Appendix D. �
Based on the Lemma 5, let αR = 1 + |λR,m|2(1 −

vR,m1vR,m1), βR = 2|λR,m|, αE = 1+|λE,m|2(1−vE,m1vE,m1),
βE = 2|λE,m|, ϕm = arg(θm), ϕλR,m = arg(λR,m), ϕλE,m =
arg(λE,m), then Rsec (θm) is rewritten as

Rsec (θm) = log2
(
1+

∣∣λR,m∣∣2 (1− vR,m1vR,m1)
+ 2<

{
θmλR,m

} )
− log2

(
1+

∣∣λE,m∣∣2
×
(
1− vE,m1vE,m1

)
+ 2<

{
θmλE,m

} )
= log2

(
αR + βR cos

(
ϕm + ϕλR,m

)
αE + βE cos

(
ϕm + ϕλE,m

))
1
= log2(f (ϕm)). (26)

Now, for problem (18), maximizing Rsec(θm) is equiva-
lent to maximize f (ϕm). Moreover, in (26), we have 1 +∣∣λR,m∣∣2 (1− vR,m1vR,m1) + 2<

{
θmλR,m

}
> 0 and 1 +∣∣λE,m∣∣2 (1− vE,m1vE,m1) + 2<

{
θmλE,m

}
> 0 for ∀θm,

namely, αR > βR > 0 and αE > βE > 0. Hence,
the corresponding optimal solution can be characterized by
the Proposition 6 as below and the proof is omitted for it can
be easily proved from the Lemma 5.

2Herein, the variable x can take the value of 2π in the optimal inter-
val, however, the definition domain of the f (x) is a right-open interval,
i.e., x ∈ [0, 2π ). In fact, it is not conflict with each other as f (2π ) = f (0).

Proposition 6: If Tr (JR) 6= 0 and Tr (JE ) 6= 0, the optimal
solution for (18) is over the interval defined as below,

(i) If mod
(
ϕλE,m − ϕλR,m , 2π

)
∈ [0, π), the optimal

phase ϕ̂m ∈
[
−ϕλR,m , π − ϕλE,m

]
;

(ii) If mod
(
ϕλE,m − ϕλR,m , 2π

)
∈ [π, 2π), the optimal

phase ϕ̂m ∈
[
3π -ϕλE,m , 2π − ϕλR,m

]
. In which, mod(x, y)

represents the remainder of variable x over y. �
Based on the Proposition 6, we can then perform the linear

search to obtain the optimal solution for problem (18) under
the condition Tr (JR) 6= 0 and Tr (JE ) 6= 0.

To summarize the above analysis, for problem (18), its
optimal solution can be characterized as below

θ̂m =



1, Tr (JR) = 0, Tr (JE ) = 0

e−j arg(λR,m), Tr (JR) 6= 0, Tr (JE ) = 0

ej(π−arg(λE,m)), Tr (JR) = 0, Tr (JE ) 6= 0

θm, Tr (JR) 6= 0, Tr (JE ) 6= 0

(27)

where θm is obtained by linear search. Therefore, we formu-
late the algorithm for OP3 as below, i.e., the Algorithm 2.

Algorithm 2 Optimize IRS Reflection Coefficients

S1: Initialize: Randomly generate
{
θ0m
}M
m=1 , ε > 0, n = 0;

S2: Obtain θ̂nm,m = 1, 2, . . . ,M by turns according
to (27);

S3: If
M∑
m=1

∣∣∣θ̂nm − θnm∣∣∣ > ε, set
{
θn+1m = θ̂nm

}M
m=1

, n = n+1,

go back to S2; else set
{
θ̂m = θ

n
m

}M
m=1

;

S4: Output
{
θ̂m

}M
m=1

;

In Algorithm 2,
{
θ̂nm

}M
m=1

denotes the solution obtained
in the nth iteration. The core idea of the algorithm is that,
we alternatively optimize θm for given θi, i = 1, . . . ,M ,
i 6= m. In addition, the optimization of θm is following
the rule of (27). Furthermore, since the original problem is
bounded and the progress of the alternative optimization is
monotonically non-decreasing, thus the above algorithm is
surely convergent.

C. OVERALL ALGORITHM
In this subsection, the overall algorithm for OP1 is provided.
Asmentioned, the algorithm is based on alternating optimiza-
tion, which optimize the objective function with respect to
different subsets of optimization variables in each iteration
while the other subsets are fixed. Therefore, it is summa-

rized as the Algorithm 3 as follows. where Q̂n
s and

{
θ̂nm

}M
m=1

denote the stationary points obtained by the Algorithm 1
and Algorithm 2 in the nth iteration of the Algorithm 3,
respectively. The procedures of the algorithm are as fol-
lows: firstly, we randomly generate a set of

{
θ0m
}M
m=1 with∣∣θ0m∣∣ = 1,∀m and the phases of θ0m are following the uniform
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Algorithm 3 Alternating Optimization Based Algorithm

S1: Initialize: Randomly generate
{
θ0m
}M
m=1 , Q̃

0
s < 0,

ε > 0, n = 0;
S2: Obtain Q̂n

s with given
{
θnm
}M
m=1 and Q̃

n
s byAlgorithm 1;

S3: Obtain
{
θ̂nm

}M
m=1

with Q̂n
s by Algorithm 2;

S4: If
M∑
m=1

∣∣∣θ̂nm − θnm∣∣∣ > ε, set
{
θn+1m = θ̂nm

}M
m=1

,

Q̃n+1
s = Q̂n

s ,

n = n + 1, go back to S2; else set
{
θ̂m = θ

n
m

}M
m=1

and

Q̂s = Q̂n
s ;

S5: Output
{
θ̂m

}M
m=1

and Q̂s.

distribution over [0, 2π). Secondly, for given the reflect-
ing coefficients at the IRS and based on the Algorithm 1,
we optimize the transmit covariancematrix at the AP. Thirdly,
with the optimized transmit covariance matrix at the AP
and based on the Algorithm 2, we optimize the reflecting
coefficients at the IRS. Finally, the above two steps are itera-
tively performed until it is converged. Apparently, duo to the
monotonic non-decreasing properties of the Algorithm 1 and
the Algorithm 2, and also the objective function in OP1 is
bounded, then the overall algorithm is surly converged.

Furthermore, we analyze the computational complexity of
the proposed algorithm in the worst case. The complexity
of the Algorithm 1 mainly depends on the convex approxi-
mation and the process of solving the convex problem (12),
for which has the complexity of O

(
I1
(
N 3
E + N

6
T

))
[39].

In which, I1 denotes the iteration number of Algorithm 1. The
computational complexity of the Algorithm 2 comes from the
computing of matrix inversion and one-dimensional search,
which can be indicated as O

(
I2M

(
N 3
R + N

3
E − log2ε

))
.

Herein, ε ∈ (0, 1) and I2 represent the accuracy of binary
search and the iteration number of Algorithm 2, respec-
tively. Therefore, the complexity of the overall algorithm
is O

(
I3
(
I1
(
N 3
E + N

6
T

)
+ I2M

(
N 3
R + N

3
E − log2ε

)))
, and I3

represents the iteration number of Algorithm 3.

D. EXTENDED TO DISCRETE MODEL
In the previous discussion, we assume that the phase of IRS
reflecting element is continuously adjustable, which is too
ideal to achieve in practical. And existing studies showed
that [3], [21], the IRS only can adjust the phase with lim-
ited accuracy due to the hardware limitations. To ensure the
practicability of the proposed algorithm in more practical
application scenarios, the IRS discrete reflecting coefficient
model is discussed briefly. In particular, replacing the81 with
82 in OP1, which formulates the problem OP4 as below.

max
2

Rsec (2)

= log2 det

(
INR +

1

σ 2
R

GTR (2)QsGH
TR (2)

)

− log2 det

(
INE +

1

σ 2
E

GTE (2)QsGH
TE (2)

)
s.t. θm ∈ 82, m = 1, 2, . . . ,M (28)

Note that, OP4 belongs to the mixed integer nonlinear
programming (MINLP), which is an NP-hard problem and
difficult to handle. Hence, the heuristic projection method is
used here to solve this problem [21]. That is, we denote the
solution of IRS reflecting coefficients for OP1 and OP4 are
vs =

[
θs,1, θs,2, . . . , θs,M

]
and vd =

[
θd,1, θd,2, . . . , θd,M

]
,

respectively. Then vd is provided by

θd,m = θq̂, q̂ = argmin
0≤q<Q

∣∣∣θs,m − ejϕq ∣∣∣ , m = 1, 2, . . . ,M

(29)

Therefore, we obtain the suboptimal algorithm for the dis-
crete model, i.e., solving the OP4. In fact, the algorithm for
OP4 is the same as that for OP1, i.e., the Algorithm 3, except
that right now, after the Algorithm 3 is convergent, we have to
perform the projection operation via following (29) to obtain
the achievable discrete IRS reflecting coefficients.
Remark: Note that, the reflection amplitude and phase

shifts are uncorrelated in the considered IRS reflecting coef-
ficient model 81 and 82. In practice, however, they may
be coupled and not be simply expressed as 81 and 82,
as shown in the most recent works e.g., [19]. And the
AO-based algorithm proposed in the paper can be extended
to this case with some modification. Specifically, given the
IRS reflection coefficients, the SCA-based method proposed
in the Algorithm 1 is used to optimize the transmit covariance
matrix. Then, given the transmit covariance matrix, the AO is
adopted again to optimize IRS reflection coefficients by turn.
Finally, the above two steps are iteratively performed until it
is converged. For the optimization of a single IRS reflection
coefficient, the approximate solution can be obtained numer-
ically via a one-dimensional search over [−π, π) but not a
closed-form solution or an optimal interval, which is different
from the Algorithm 3.

IV. SIMULATION ANALYSIS
In this section, the performance of the proposed algorithms
are evaluated by numerical simulation. Considering two
scenarios, they are, the strength of legitimate channel is
superior or inferior to the eavesdropping channel. In the
former case, the AP, legitimate user, eavesdropper and the
IRS are located at (0, 0), (45, 0), (55, 0) and (50, 5) in
meter (m) in a two-dimensional plane, respectively. And the
latter exchanges the coordinates of the legitimate user with
the eavesdropper. The other system parameters used in the
simulations are following [40] and [41], that is, we set the
antenna number of all nodes as 4, namely, NT = NR =
NE = 4. The noise power at both the legitimate receiver
and the eavesdropper is set as σ 2

R = σ
2
E = −40dBm and the

maximum total transmitted power is set as Pmax = 30dBm.
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Without loss of generality, all the channels are modeled as [8]

H =
√
β/κ + 1

(√
κHLoS

+HNLoS
)
,

where κ is the Rician factor, while HLOS and HNLOS rep-
resent the deterministic line-of-sight (LoS) and Rayleigh
fading/non-LoS (NLoS) components, respectively. β rep-
resents the path loss, and is given by β = β0 −

10αlog10 (d/d0 ). Herein, β0 denotes the path loss at the
reference distance d0 = 1m, α and d represent the path
loss exponent and the distance between the corresponding
nodes, e.g., between AP and the IRS, or between AP and the
legitimate user. Similar to [25], we assume that the channels
from IRS to legitimate user and the eavesdropper have LoS
component and experience Rayleigh fading, simultaneously,
however, the channels from AP to legitimate user, eaves-
dropper and IRS, only experience Rayleigh fading. Hence,
the Rician factors are set as κSR = κSE = 1 and κTR = κTE =
κTS = 0. In addition, path loss exponents of all channels are
set as αTR = αTE = αTS = αSR = αSE = 2.
Furthermore, in order to better understand the positive

effects of the IRS in improving the secure communica-
tion performance for the MIMOME system and the perfor-
mance gain of the proposed algorithms, some benchmark
schemes are introduced in the simulation based performance
comparison and analysis. Thus, following four algorithms
are evaluated in the simulations, i.e., no-IRS, random-IRS,
AO-based-IRSwith b = 1(or 3, 5) bits and the AO-based-IRS
continues with p = 1 (or 10, 20, 40).
no-IRS: That is, no IRS is used in the system and the

secrecy rate is obtained by directly optimizing (9) under the
conditions GTR(2) = HTR and GTE (2) = HTE .
random-IRS: That is, the reflecting coefficients of the

IRS are randomly generated via following the rules that
|θm| = 1,m = 1, ..,M and θm follows an independent
uniform distribution over [0, 2π ).
AO-based-IRS continues with p = 1 (or 10, 20, 40):

It is our proposed alternative optimization based algorithm,
i.e., the Algorithm 3 with one or multiple initial points. Andp
p (=1 or 10, 20, 40) denotes the number of initial points used
for this algorithm.
AO-based-IRS with b = 1 (or 3, 5) bits: It is based

on the Algorithm 3 with one initial point, except that right
now, the reflecting coefficients can only take finitely discrete
value and b denotes the number of quantization bits, which
determines the number of quantized reflection coefficient
values of the IRS elements, i.e., Q = 2b.

At first, under the condition that the legitimate user channel
(from AP to the legitimate user) is superior to the eavesdrop-
per channel (from AP to the eavesdropper), the achievable
secrecy rate of different algorithms are evaluated by varying
the available transmission power constraint at the AP, i.e., the
Pmax ∈ [0.2, 2]W and M = 20, and the result is shown
in Fig. 2. One can note that, with the increase of the available
transmission power at the AP, the achievable secrecy rates
for all these algorithms are increased. This phenomenon is

FIGURE 2. Average secrecy rate VS Pmax (superior).

reasonable and it is consistent with the traditional MIMOME
system [33]–[35]. In addition, from Fig. 2, it is surprising
that, our proposed AO-based algorithm is not sensitive with
the selection of the initial points, as the performance dif-
ference among the algorithm ‘AO-based-IRS continues with
p = 1 (or 10 20 40)’ is negligible. However, it is noted that
these AO-based algorithms, i.e., ‘AO-based-IRS continues
with p = 1 (or 10, 20, 40)’ get larger secrecy rate over
the other benchmark schemes, i.e., ‘no-IRS’, ‘random-IRS’
and ‘AO-based-IRS with b = 1 (or 3, 5)bits’. Hence, in the
following, for the algorithm performance evaluation, we only
consider the case p = 1 for simplicity. Also for Fig. 2,
we note that, for the AO-based algorithm with IRS but under
different quantization bits about the reflecting coefficients,
i.e., ‘AO-based-IRS with b = 1 bits’, ‘AO-based-IRS
with b = 3 bits’ and ‘AO-based-IRS with b = 5 bits’
obtain less secrecy rate compared with the condition with
continues-adjustable phases, and the algorithm ‘no-IRS’ and
‘random-IRS’ obtain the worst performance and they are
pretty close. Moreover, on the one hand, with the increas-
ing of the available transmission power at the AP, the per-
formance gap between the algorithms ‘AO-based-IRS with
b = x bits’ and the algorithm ‘AO-based-IRS continues with
p = 1’ becomes larger, on the other hand, through increasing
the quantization bits of the reflecting coefficients at the IRS,
the performance gap between the algorithms ‘AO-based-IRS
with b = x bits’ and the algorithm ‘AO-based-IRS con-
tinues with p = 1’ could be significantly reduced. It is
indicated that taking b = 3 bits is sufficient for the system to
obtain an acceptable secrecy rate with ignorable performance
loss, i.e., less than 0.02bits/s/Hz even at Pmax = 2W , via
comparing with the algorithm ‘AO-based-IRS continues with
p = 1’. Therefore, in the following, for the algorithms
‘AO-based-IRS with b = x bits’, we only consider the case
b = 3 bits.
Then, with the same simulation parameters but under

the condition that the legitimate channel is inferior to the
eavesdropper channel, the achievable secrecy rate of different
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FIGURE 3. Average secrecy rate VS Pmax (inferior).

algorithms are evaluated again through changing the available
transmission power constraint at the AP and the result is
shown in Fig. 3. We can observe that, as expected, all the
algorithms’ obtained average secrecy rate is significantly
reduced, however, the tendencies of the secrecy rate perfor-
mance obtained by these algorithms are the same as that the
legitimate channel is superior to the eavesdropper channel
shown in Fig. 2, i.e., the algorithm ‘AO-based-IRS continues
with p = 1’ obtains the largest secrecy rate, then it is
the algorithm ‘AO-based-IRS with b = 3 bits’, and still
the algorithm ‘no-IRS’ and ‘random-IRS’ have the similar
performance with the least secrecy rate.

FIGURE 4. Average secrecy rate VS number of IRS elements.

In Fig. 4, we further analyze how the system achievable
secrecy rate performance is affected by the number of IRS
elements in the system, i.e., fromM = 10 to 50. Herein, still
based on the condition that the legitimate channel is superior
to the eavesdropper channel and the other simulation param-
eters are the same as that used in the Fig. 2. One can note that,
for both the algorithm ‘AO-based-IRS with b = 3 bits’ and

the algorithm ‘AO-based-IRS continues with p = 1’, their
achievable secrecy rates are linear increment with the number
of the IRS elements in the system. This increment comes
from the factor more IRS elements in the system, more signal
paths and energy could be reflected by the IRS to enhance
the signal quality at the legitimate user but to reduce the
signal quality at the eavesdropper. In addition, as expected,
the performance of the algorithm ‘no-IRS’ and ‘random-
IRS’ are not affected by the number of the IRS elements in
the system.

FIGURE 5. Average secrecy rate VS number of legitimate receiving
antennas.

Next, in Fig. 5, the system achievable secrecy rate per-
formance of the proposed algorithms are evaluated through
changing the number of the legitimate receiving antennas,
i.e., from NR = 3 to 10, with given NT = 10 and NE = 6.
As expected, with the increase of the number of the legiti-
mate receiving antennas, the secrecy rate of all the algorithm
are increased. This phenomenon comes from the following
fact: the increase of the number of the legitimate receiv-
ing antennas can bring greater spatial diversity gain to the
legitimate user, moreover, the rate of the legitimate user is
increasing, as a result, the secrecy rate is increasing simul-
taneously. In addition, the performance of the algorithms
‘AO-based-IRS continues with p = 1’ and ‘AO-based-IRS
with b = 3 bits’ is quite close, as well as the performance
of the algorithms ‘no-IRS’ and ‘random-IRS’, which further
verifies the above conclusion.

To measure the performance loss of the proposed heuristic
solution with the stationary solution, a benchmark schem is
introduced, namely, ‘AO-based-IRS with exhaustive search’
which takes exhaustive search to obtain the optimal IRS
reflection coefficients for given transmit covariance matrix.
In Fig. 6, the system achievable secrecy rate performance
of algorithms ‘AO-based-IRS continues with p=1’ and
‘AO-based-IRS with exhaustive search’ are evaluated by
varying the available transmission power constraint at the
AP, i.e., the Pmax ∈ [0.2, 2]W and M = 10. One can
note that, as expected, with the increase of the available
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FIGURE 6. Average secrecy rate VS Pmax (superior).

transmission power at the AP, the achievable secrecy rates
for both algorithms are increased. In addition, from Fig. 6,
we note that ‘AO-based-IRS with exhaustive search’ gets bet-
ter average secrecy rate performance over the ‘AO-based-IRS
continues with p=1’, and the performance gap between
these two algorithms becomes larger with the increasing
of the available transmission power at the AP. However,
it is gratifying that the proposed algorithm is good enough
to assume less than 0.2bits/s/Hz performance loss even
at Pmax = 2W .

FIGURE 7. Average secrecy rate VS number of the iterations.

Finally, the convergence behavior of the proposed algo-
rithm is evaluated and the result is shown in Fig. 7. Herein,
the simulation parameters used in Fig. 7 are the same as
that adopted in Fig. 2. However, for simplicity, we only
consider the situation of p = 1, i.e., we testify the algorithm
‘AO-based-IRS continues with p = 1’. From which, we note
that, the proposed algorithm can converge quickly, i.e., no
more than 10 outer iterations can surely promise the conver-
gence of the AO algorithm, and this phenomenon validates
our analysis in Section III.

V. CONCLUSION
In this paper, the joint optimization of the transmit covariance
matrix at the AP and the reflecting coefficients at the IRS to
maximize the secrecy rate for the IRS-MIMOME system has
been proposed and solved, with two different assumptions
on the phase shifting capabilities at the IRS, i.e., the IRS
has the continuous reflecting coefficients and the IRS has
the discrete reflecting coefficients. For the former, due to
the non-convexity of the formulated problem, an AO based
algorithm has been proposed, i.e., for given the reflecting
coefficients at the IRS, the SCA-based algorithm has been
used to solve the transmit covariance matrix optimization,
while given the transmit covariance matrix at the AP, alter-
native optimization has been used again in individually opti-
mizing of each reflecting coefficient (i.e., θm) at the IRS
with the fixed of the other reflecting coefficients (i.e., θi, i =
1, . . . ,M , i 6= m). For the individual reflecting coefficient
optimization, the closed-form or an interval of the optimal
solution has been provided. Then, the overall algorithm has
been extended to the discrete reflecting coefficient model at
the IRS. Finally, from the numerical simulation evaluation,
we have demonstrated that the proposed AO-based algorithm
outperforms the other benchmark schemes. It has been also
indicated that, for the IRS-MIMOME system, for practical
IRS system with the discrete reflecting coefficient, taking
Q = 8 is sufficient for the system to experience less than
0.02bits/s/Hz performance loss even at Pmax = 2W and with
more than 20 IRS elements.

It is important to note that, in this paper, only one legitimate
user and one eavesdropper are considered in the system,
therefore, the more practical scenario with multiple legiti-
mate users and multiple eavesdroppers would be concerned.
In addition, in the system, the AP may use the AN to fur-
ther improve the secrecy rate performance for the legitimate
users. It is interesting and worth further studying the trans-
mission strategies for these systems. Furthermore, due to
large reflection elements for the IRS and multiple antennas
at the transceivers, therefore, the perfect CSI assumption is
impractical and it is more practical to investigate the case with
imperfect CSI in the future.

APPENDIX A
THE LAGRANGE DUAL PROBLEM OF (12)
Here, we provide the Lagrange dual problem of (12). That
is, the KarushĺCKuhnĺCTucker (KKT) conditions [39] for the
above convex approximation problem are, namely,

1
ln2

1

σ 2
R

GH
TRW

−1
R GTR −

1
ln2

1

σ 2
E

GH
TEW

−1
E,Q̃s

GTE

−λINT + ZT = 0
λ [Tr (Qs)− Pmax] = 0 .

(30)

Herein, WR = INR +
1
σ 2R
GTRQsGH

TR. λ ≥ 0 and Z < 0
are the dual variables associated with the transmission
power constraint and the positive semi-definite constraint
on the Qs, respectively. Correspondingly, the Lagrangian
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function of (12) can be written as

L (Qs, λ,Z)=−R̃sec+λ [Tr (Qs)−Pmax]−Tr [ZQs] (31)

Since problem (12) is convex and satisfies the Slater’s condi-
tion, the duality gap is zero between (12) and its dual problem.
Thus, the optimal solution of (12) can be determined via
solving the following Lagrange dual problem

min
λ≥0

g (λ) . (32)

Herein,

g (λ) = max
Qs<0

{
R̃sec − λ [Tr (Qs)− Pmax]

}
. (33)

APPENDIX B
PROOF OF PROPOSITION 3
Proof: Since Tr (JR) 6= 0 and Tr (JE ) = 0, then the objec-

tive function in (18) is transformed to (24) and the problem
is equivalent to maximize <

{
θmλE,m

}
in (24). In addition,

<
{
θmλR,m

}
≤
∣∣θmλR,m∣∣ = |θm| ∣∣λR,m∣∣ = ∣∣λR,m∣∣, and the

inequality holds with equality if and only if θ̂m = e−j arg(λR,m),
thus we have the optimal solution conclusion for (18). Fur-
thermore, the corresponding optimal value can be obtained
by substituting θ̂m = e−j arg(λR,m) into (17). That is, we have
the proposition. �

APPENDIX C
PROOF OF PROPOSITION 4
Proof: Since Tr (JR) = 0 and Tr (JE ) 6= 0, then the

objective function in (18) is transformed to (25) and the
problem is equivalent to minimize <

{
θmλE,m

}
in (25). Since

<
{
θmλE,m

}
≥ −

∣∣θmλE,m∣∣ = − |θm| ∣∣λE,m∣∣ = − ∣∣λE,m∣∣,
where the inequality holds with equality if and only if θ̂m =
ej(π−arg(λE,m)), thus we have the optimal solution conclusion
for (18). Furthermore, the corresponding optimal value can
be obtained by substituting θ̂m = ej(π−arg(λE,m)) into (17).
Therefore, we have this proposition. �

APPENDIX D
PROOF OF LEMMA 5
Proof: Herein, for the Lemma 5, we only present the proof

of the conclusion (i) and the conclusion (ii) could be proved
in the same manner thus it is omitted here for simplification.
At first, we have

f (x) =
a+ b cos x

c+ d cos(x + ω)
, x ∈ [0, 2π ) (34)

Since a > b > 0, c > d > 0 and ω ∈ [0, π), we know
that f1(x) = a+ b cos x takes extremum at x = 0, π, 2π and
f2(x) = c + d cos(x + ω) takes extremum at x = π − ω,

2π − ω over x ∈ [0, 2π ). Following that, we can divided
the definition domain of the function f (x) into four regions,
i.e., D1 = [0, π − ω], D2 = (π − ω, π), D3 = [π, 2π − ω)
and D4 = [2π − ω, 2π ). Then we prove that, for function
f (x), x ∈ [0, 2π ), it can take the maximization only at x ∈
[0, π − ω) if ω ∈ [0, π), that is, for ∀x ∈ Di, i = 2, 3, 4,
∃x̂ ∈ D1 satisfies f (x̂) > f (x). The proof is as follows.

Case ∀x ∈ D2: Let x̂1 = π − ω ∈ D1, then for ω ∈ [0, π)
we always have cos x < cos x̂1 and cos(x+ω) > cos(x̂1+ω),
due to a > b > 0 and c > d > 0, then from the definition of
f (x) we know that f (x) < f (x̂1).
Case ∀x ∈ D3

⋃
D4: Let x̂2 = 2

textpi− x ∈ [0, π], then for ω ∈ [0, π) we always have
cos x = cos x̂2 and cos(x + ω) > cos(x̂2 + ω) due to
cos x = cos x̂2 and sin x < sin x̂2; also since a > b > 0
and c > d > 0, then we have f (x) < f (x̂2) from the
definition of f (x).
To sum up the case ∀x ∈ D2 and case ∀x ∈ D3

⋃
D4,

we have the conclusion that the optimal solution x̂ ∈ D1.
Therefore, the conclusion (i) of the Lemma 5 is proved and
in the same manner, we can also prove the conclusion (ii) of
the Lemma 5. Finally, we have the Lemma 5. �
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