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DESIGN AND EVALUATION OF DISTRIBUTED CONTROLLERS FOR OPTIMAL
DISPATCH AND CONGESTION MANAGEMENT OF MICROGRIDS

El uso de micro-redes es una alternativa para la integración de unidades de generación dis-
tribuida (GD), incluidas las fuentes de energía renovables. Por lo que el diseño de sistemas
de control que garanticen el funcionamiento confiable, seguro y económico de las micro-redes
en modo aislado o conectado a la red son necesarios. En este contexto las tareas de control
de una micro-red se pueden dividir en 3 niveles: 1) Control Primario que incluye el control de
corriente, voltaje y frecuencia de los GDs, 2) Control Secundario, nivel encargado de restau-
rar frecuencia y voltaje a valores nominales, y 3) Control Terciario encargado del despacho
óptimo de la micro-red, coordinación de la microrred con la red principal.

Estos tres niveles de control en un enfoque tradicional operan en diferentes escalas de
tiempo, el control primario opera en el orden de los milisegundos, el control secundario en
segundos, y el control terciario en minutos y horas. Respecto a los controladores secundario
y terciario su arquitectura tradicional de control tiene un enfoque centralizado. Sin embargo,
el enfoque centralizado es menos práctico frente a la operación plug-and-play de las unidades
de generación distribuida, esto debido a que el algoritmo de control requiere ser modificado.
Además, la constante variación de la generación y la demanda puede llevar a sobrecarga o
congestión de las líneas, afectando la vida útil de las líneas de distribución y los transfor-
madores en la micro-red, las congestiones provocan la activación de las protecciones eléctricas
lo que podría conducir a tener demanda no suministrada. Otro desafío del control de micro-
redes está relacionado a las topologías de la red de comunicación, que implica pérdidas de
datos o retardos.

Con el objetivo de resolver las problemáticas descritas anteriormente, en esta tesis se
propone novedosas estrategias de control distribuido usando algoritmos de consenso para la
restauración de frecuencia, gestión de congestiones y el despacho óptimo de la micro-red.
Estas estrategias mejoran el desempeño de la micro-red en cuanto a confiabilidad, robustez
frente a fallas de comunicación, flexibilidad respecto a la operación plug-and-play de las
unidades de generación.

Las estrategias de control propuestas resuelven las condiciones de Karush-Kuhn-Tucker
(KKT) de una formulación lineal de flujo de potencia óptima basada en mediciones del sistema
real, sin requerir un modelo matemático. La operación óptima de la micro-red se obtiene en la
misma escala de tiempo que el control secundario, logrando el despacho óptimo para cambios
rápidos de frecuencia. El problema de congestión se resuelve en los controladores basándose
en el redespacho de las unidades de generación utilizando estrategias de control distribuido
y consenso, sin requerir la incorporación de tecnología nueva y costosa o la resolución de
problemas complejos de optimización. Resultados experimentales y por simulación validan
la implementación de las propuestas.
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Abstract

The microgrid is an alternative for the integration of distributed generation (DG), including
renewable energy sources. Therefore, the control should ensure higher reliability, security and
minimum operating cost in isolated or grid-connected mode of operation of the microgrid.
In this context, the microgrid control tasks can be divided into 3 distinct levels: 1) Primary
Control; which includes output current, voltage, and frequency control of DG units, 2) Sec-
ondary Control, at which level the frequency and voltage are restored to nominal values, and
3) Tertiary Control, at which level the optimal dispatch of the microgrid and coordination of
the microgrid with the main grid are achieved.

Each control level traditionally operates on a different time scale. The primary control is
performed within a shorter time scale (milliseconds), the secondary control in seconds, while
the optimal dispatch requires several minutes or hours depending on the complexity of the
optimization problem to be solved. Regarding the secondary and tertiary controllers, the
centralized approach is the traditional control architecture used. However, the centralized
approach is less practical because the DG units present a plug-and-play mode operation,
which makes the electrical topology microgrid time-varying. Thus, the central controller
needs to be modified. Also, in microgrids line overloading or congestion can occur. The
congestion can significantly affect the lifetime of the distribution lines and transformers in the
microgrid. Furthermore, the activation of thermal protections can lead to unsupplied demand.
Another challenge of microgrid control is related to the topologies of the communication
network, which implies loss of data or delays.

In order to solve the issues previously described, in this thesis a novel distributed con-
trol strategy is proposed, which is based on a consensus algorithm for frequency restoration,
congestion management, and optimal operation of the microgrid. The strategy improves the
performance of the microgrid regarding robustness and reliability in the event of communi-
cation failure and during plug-and-play operation. The strategy also provides the capacity
to cope with rapid changes in demand.

The proposed control strategy solves Karush-Kuhn-Tucker (KKT) conditions of a linear
optimal power flow formulation based on real system measurements, without requiring a
mathematical power flow model. The distributed controller enables the optimal operation of
the microgrid in the time-scale of the frequency restoration control. The congestion problem
is solved based on re-dispatch of the generating units using distributed control strategies
that do not require adding new and/or expensive technology or solving complex optimization
problems. Experimental and simulation results validate the implementation of the proposals.
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Chapter 1

Introduction

1.1 Research Motivation
Nowadays, the electricity demand has increased around the world, where the distributed
energy resources (DERs) allow this increment to be supported. In this context, governments
and societies are promoting the use of DERs based on renewable energy (RE) that can help
to decrease global warming and climate change. At the same time, tariff policies are being
introduced so that electricity demand is satisfied [1].

With the increased of the electricity demand and the penetration of Distributed Generation
(DG) units based on renewable energy resources and distributed energy storage (DES) units,
microgrids have emerged as systems that allow the integration of these units. A microgrid is
described as a cluster of DG units, DES units, and distributed loads, coordinated to supply
electricity in order to fulfill economic, technical, and environmental requirements [2–4].

Microgrids can operate in a grid-connected mode using a Point of Common Coupling
(PCC) or in an isolated mode [5, 6]. In microgrids, the DGs span from typical fossil-fuelled
engines to renewable energy (RE) sources such as wind turbines (WT) and photovoltaic
power (PV) [1, 5, 7].

Microgrids not only integrate the distributed generation units and take advantage of the
renewable resources, but also allow electricity to be supplied to isolated communities where
the electricity network is difficult to access. In these scenarios, microgrids can operate in
isolated mode [8]. In order to achieve these tasks, the control and optimal management of
the microgrid become highly important.

Currently, effort is going into designing control systems that ensure reliable, secure, and
economical operation of microgrids in either grid-connected or isolated microgrid mode [5].
In this context, this thesis proposes two distributed control schemes for optimal dispatch
of isolated microgrids considering congestion management. The proposed controllers are
based on a decomposition of the optimal dispatch problem of a microgrid and rely on local
voltage and frequency measurements, as well as global congestion alerts triggered by current
measurements in distribution lines.

1



1.2 Problem Statement
The implementation of microgrids is an alternative for overcoming the challenges of inte
grating distributed generator units, including renewable energy sources. Currently, efforts are
being made to design control systems that ensure reliable, secure, and economical operation
of microgrids in either grid-connected or isolated microgrid mode [5]. There are several
issues to research in microgrid control. In this thesis the problems to solve are related to the
following challenges:

• The control of isolated microgrids is more challenging than those that are grid-connected
due to a more critical demand-supply balance and limited controllable assets for solving
voltage and overload problems [5]. Line overload or congestion can significantly affect
the lifetime of the distribution lines and transformers in the microgrid. Furthermore, the
consequent activation of thermal protections could lead to unsupplied demand [9].

• Another challenge is that the topology of the smart grid is unknown not only because of
the variety of configurations of the power grid and communication network topologies, but
also because “plug-and-play” technologies will make the topology time-varying [10].

• Although centralized approaches have been effective up to now for conventional power
systems, they may confront several implementation challenges when applied to a microgrid
with penetration of renewable energies. The frequency of the microgrid may change rapidly
and frequently due to the unexpected demand-supply imbalance, and the limited inertia
present in the microgrid. There is an increasing need to develop fast, flexible, reliable,
and cost-effective distributed solutions to meet the requirements of real-time applications
in microgrids. Because of the intermittency of renewable resources, more frequent control
updates are required [11].

1.3 Hypotheses
The hypotheses associated with this thesis are:

1. New distributed control techniques for frequency restoration, optimal dispatch, and con-
gestion management of microgrids can improve microgrid performance both in terms of
robustness in the event of communication failures, and reliability during plug-and-play
operation compared to traditional centralized controllers.

2. The distributed optimal dispatch can be equivalent to that obtained with the linear opti-
mal power flow of the microgrid.

3. Congestion management in the distribution power lines of microgrids can be achieved
using distributed control strategies without knowledge of the network topology. These
strategies can avoid the activation of thermal protection relays (overcurrent relays) as
well as load disconnection.

4. Frequency restoration, optimal dispatch, and congestion management can be solved in the
same time-frame.

2



1.4 Objectives

1.4.1 General Objective

The main goal of this research is to design and evaluate distributed control strategies for
frequency restoration, optimal dispatch, and congestion management in an effort to achieve
efficient, reliable and minimal cost operation.

1.4.2 Specific Objectives

1. To design a distributed control strategy for frequency restoration, optimal dispatch of
isolated microgrids in order to improve microgrid performance in terms of robustness in
the event of communication failures, and reliability during plug-and-play operation.

2. To demonstrate the optimality of the proposed control strategies.

3. To design a distributed control strategy to management the distribution power lines con-
gestion of microgrids without knowledge of the network topology. These strategies can
avoid the activation of thermal protection relays (overcurrent relays) as well as load dis-
connection.

4. To design a distributed control strategy for frequency restoration, optimal dispatch, and
congestion management of an isolated microgrid in same time-frame.

5. To evaluate the performance of proposed control strategies, in normal operation and when
the congestions occurs in the lines using simulation an experimental setup.

1.5 Contributions
The contributions of this research are the following:

• A novel distributed control strategy for frequency restoration, congestion management, and
optimal operation of the microgrid are derived. The strategy improves the performance of
the microgrid regarding robustness and reliability in the event of communication failure
and during plug-and-play operation.

• The proposed control strategy solves Karush-Kuhn-Tucker (KKT) conditions of a linear
optimal power flow formulation based on real system measurements and without requiring
a mathematical power flow model. The distributed controller is able to restore the optimal
operation of the microgrid in the time-scale of the frequency restoration control. Moreover,
the equivalence of the controller steady-state and KKT conditions of a linear optimal power
flow formulation is demonstrated.

• The congestion problem is solved based on re-dispatch of the generating units using dis-
tributed control strategies that do not require adding new and/or expensive technology or
solving complex optimization problems.
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1.7 Thesis Outline
The rest of this thesis is structured as follows:

• Chapter 2 presents the state of the art of the main topics related to control of microgrids,
hierarchical control system, control architecture, and distributed control of microgrids. Fi-
nally, studies related to the Distributed Control in microgrids and congestion management
are derived.

• Chapter 3 develops a new distributed controller for optimal dispatch based on a con-
sensus algorithm. Experimental results are shown and validate the good performance of
the controller in the presence of sudden changes in the load, unit disconnection, and a
communication link failure.

• Chapter 4 presents the design of a new distributed control strategy for optimal dispatch,
frequency restoration and congestion management. Also, distribution congestion control
optimality mathematical demonstration is shown. Simulation and experimental results are
shown and validate good performance of the controller in the presence of sudden changes
in the load, unit disconnection, and communication link failure.

• Chapter 5 describes the main conclusions of this PhD Project and presents an outlook
on future research regarding these topics.
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Chapter 2

Literature Review

This chapter presents the state-of-the-art of the main topics related to distributed controllers.
First, the levels of microgrid control are studied. Next, the advantages and disadvantages of
the control architectures are analyzed. Then, the most reported distributed control of mi-
crogrid are discussed, specifically the secondary and tertiary distributed control are studied.
Finally, studies related to the congestion management are discussed.

2.1 Introduction
A microgrid has been defined as a cluster of Distributed Generation (DG) units, Energy
Storage Systems (ESSs), and distributed loads, operated in coordination to reliably sup-
ply electricity [5, 12]. A main driver for the deployment of microgrids is to allow seamless
integration of DG units.

A microgrid is capable of operating in grid-connected or stand-alone modes; and of han-
dling the transitions between these two modes. In the grid-connected mode, a power deficit
can be supplied by the main grid and excess power generated in the microgrid can be traded
with the main grid. In the islanded mode of operation, a balance betweenthe demand of local
loads and the real and reactive power within the microgrid must be achieved [5, 12,13].

Microgrids can use alternate current (AC) or direct current energy (DC) or hybrid topology
in which power sources and loads of both AC and DC nature can be integrated [14].

The AC microgrid is composed of AC-generators (e.g. wind turbine) with power convert-
ers, and AC-loads. An AC microgrid also includes DC-generators (e.g. PV, Energy Storage)
and DC-loads, which can be connected to the AC microgrid using additional power electron-
ics interfaces; however, a microgrid connected with additional interfaces may increase the
power losses [15].

On the other hand, DC microgrids eliminate the power losses. This topology is becoming
increasingly popular.DC microgrid integrates DC-load and DC-sources. These units are
connected to the microgrid using power converters when required. Also, in a DC-microgrid it
is possible to connect AC-loads and AC-sources using additional power electronics interfaces.
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Recently, DC and AC dominated hybrid microgrids have gained popularity as they can
maximize advantages of both AC and DC microgrids while providing improved compatibility
characteristics [14]. Figure 2.1, shows a hybrid microgrid. This system requires proper
power coordination control for bidirectional interlinking converters (BICs), which provide
the required interconnect between the AC and DC subgrids [14].

Figure 2.1: Hybrid Microgrid

The microgrid control tasks can be divided into three distinctive levels: 1) output current,
voltage, and frequency control of DG units (Primary Control), 2) frequency and voltage
restoration and (Secondary Control), and 3) optimal dispatch of the microgrid, coordination
of the microgrid with the main grid (Tertiary Control) [16,17]. Since most DG units require
a DC-to-AC power electronic interface, the design of control schemes in the three levels that
are applicable to inverter-interfaced units is required.

The secondary and tertiary levels are researched in this thesis. Frequency and voltage
restoration in a microgrid are traditionally solved using a centralized or decentralized ar-
chitecture approach. However, the distributed schemes can be used in this control level.
Recently, there has been a rise in attention to distributed control and its applications in
microgrids due to the need for higher reliability and security [18].

The optimal operation of a microgrid is typically obtained by solving an economic dis-
patch problem under a centralized approach. However, due to the advantages of distributed
control approaches, recent works have proposed the use of distributed economic dispatch
algorithms based on distributed control techniques. The multi-agent system (MAS) is a pop-
ular distributed control method, where a consensus algorithm is used for the coordination of
agents [19].

The Energy Management System (EMS) solves an economic dispatch problem in order to
achieve the optimal operation of the microgrid. In this context the EMS solves a optimization
problem. This task can take from several minutes to hours to resolve.
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The control of isolated microgrids is more challenging than in grid-connected mode due to
a more critical demand-supply balance, and limited controllable assets to solve voltage and
overloading problems [5]. Line overload, or congestion, can significantly affect the lifetime
of the distribution lines and transformers in the microgrid. Congestion can also cause the
activation of thermal protections, which can lead to unsupplied demand [9].

In bulk power systems, the congestion of transmission corridors is typically managed by
re-dispatching generation units; however, more advanced control can also be achieved by
phase shifters, line switching, FACTS/HVDC controllers, and even load curtailment [20]. In
distribution networks, the problem of congestion management has been mostly approached
using demand flexibility [9,21–23], or smart transformers [24] in which the proposed solutions
require adding new expensive technology to existing systems or using distributed optimization
techniques. In fact, congestion is a problem that can be produced in microgrids and which
has not been thoroughly studied.

The scope of this chapter is to present an overview of the technical solutions regarding
the implementation of control functionalities, specifically regard to frequency and voltage
restoration and economic dispatch of an isolated microgrid.

2.2 Control of Microgrids
Microgrids have control capability, so they appear to the upstream network as a controlled,
coordinated unit; their control and management capability distinguishes microgrids from
distribution systems [17].

The microgrid generally assumes three critical functions: a) the control of the DGs, b)
the energy management, and c) microgrid protection [25].

Also, in [5] the following desirable features of the control system are defined: a) output
voltages and currents control of the various DG units, b) power balance, c) demand side
management (DSM), d) economic dispatch and e) transition between modes of operation.

In this thesis, the control of the DG units and the energy management function are studied.
These critical functions are separated in layers, where different tasks are solved in different
time scales. In microgrids the traditionally hierarchical control is a control architecture used
to control and to manage a microgrid.

2.2.1 Hierarchical Control System in Microgrid

The hierarchical control system shown in Figure 2.2 is typically utilised to control and manage
an AC microgrid [12, 16, 26, 27]. This architecture is also applicable to a DC microgrid
(eliminating frequency control) or a hybrid microgrid. In this structure, the control system
is separated in three control layers: primary, secondary and tertiary control. Each control
layer operates on a different time scale. Moreover, the lower layer control depends on the
higher layer control.

The primary control is performed within a shorter time scale (0.2-1s) as compared to the
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secondary control (2-10s), whereas the optimal dispatch requires several minutes depending
on the complexity of the optimization problem to be solved [28].

In the hierarchical architecture, traditionally the secondary control (frequency and voltage
restoration) and optimal dispatch are implemented using a centralized control approach.

Figure 2.2: Control layers typically utilised for hierarchical control of microgrids

Primary Control

This layer is typically implemented using the following sub-layers: a) local or inner con-
trol loop which is usually implemented to regulate the currents and voltages of the power
converters [29–31], b) droop control scheme, which emulates the behavior of a synchronous
machine.

The local control has the fastest response. In microgrids based on voltage source invert-
ers (VSIs), the controllers have voltage and current control loops with virtual impedance
loops [16]. The first layer sends the set-points to local control, where the droop strategy is
implemented to reach frequency and voltage stabilization, power balance, and proportional
sharing of the load among DG units [32].

Equations (2.1) and (2.2) represent the droop control, where the frequency ωi and the
voltage Ei are obtained by the droop curve; ω∗ is the nominal frequency; E∗i is the nominal
voltage; Pi is the active power injected by the inverter i; Qi is the reactive power injected by
the inverter i; P ∗i is the required active power i; Q∗i is the required reactive power i; mi is the
P-W droop coefficient; and ni is the Q-E droop coefficient [32,33].

ωi =ω∗ −mi(Pi − P ∗i ) (2.1)

Ei =E∗ − ni(Qi −Q∗i ) (2.2)
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Secondary Control

The secondary control compensates the voltage and frequency deviation from their nominal
values caused by the first layer. The equations (2.1) and (2.2) are modified. The terms Ωi

and ei represent the control action for voltage and frequency compensation respectively (see
(2.3) and (2.4) )

ωi =ω∗ −mi(Pi − P ∗i ) + Ωi (2.3)

Ei =E∗ − ni(Qi −Q∗i ) + ei (2.4)

Tertiary control

The third layer achieves the optimal operation of the isolated microgrid, and it manages the
power flow between the microgrid and the main grid in grid-connect mode. The tertiary
control loop, which is typically the Energy Management System (EMS), is implemented with
the purpose of achieving optimal operation in the microgrid.

The EMS is typically solved with a centralized control approach.Figure 2.3 shows the
centralized control for tertiary and secondary control and the decentralized control approach
for primary control [5] (See Figure 2.3).

The model predictive control (MPC) is the technique most used for the centralized ap-
proach. In general, the goal of the EMS is to manage the DERs economically to meet certain
power quality standards. With the MPC approach, an optimisation problem is solved at
each time step to determine a plan of action over a future time horizon. However, only
the command for the next time-step is implemented [34–38]. This technique requires longer
calculation times as compared with non-optimal controls, particularly when using nonlinear
predictors. Therefore, when prediction models are not suitable for capturing the behaviour
of the system or cannot be implemented in real-time, an alternative approach is to use a
control with real-time decision-making [39].

2.3 Control Architectures
Centralized, decentralized or distributed control architectures can be used to control and
manage a microgrid. In this section the features of these architectures are analyzed. The
decentralized architecture is used in the primary layer control, and it is based on droop
control. The centralized and distributed architectures are described with regards to secondary
and tertiary control.

2.3.1 Centralized Control

This architecture requires a central controller, which can communicate with all the DGs
in the microgrid. The central controller requires the capacity to process all the informa-
tion transmitted from the other elements in the microgrid. A centralized controller is not
considered robust against communication link failure, and plug&play operation of the DG
units [5, 12,40–42].
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Figure 2.3: Hierarchical Control Levels for Microgrid Operation [5]

In the traditional hierarchical architecture, the secondary control (frequency and voltage
restoration) and optimal dispatch are implemented using a centralized control approach (see
Figure 2.4)

In this control approach, if the communication system fails, the microgrid will not be able
to perform either economic dispatch or frequency/voltage restoration. The frequency and
voltage are therefore maintained by primary droop controls.

Figure 2.4: Hierarchical control architecture based on centralized control

2.3.2 Decentralized Control

In this case, the control system of each DG unit (agent) is implemented utilising local
measurements only. The control methodologies are usually based on V -Q and f -P droops
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[26,43,44]. In this control technique, the total load is shared between the DG units according
to their power capabilities through a physical link [44].

The main problem of this architecture is that only local metering is considered. However,
the decision or minimal cost of the microgrid is a global decision in which sharing information
is necessary. For this reason, only centralized and distributed architectures are considered.

2.3.3 Distributed Control

In this case, the centralized controller is not necessary [see Figure 2.6b)] because the control
effort is distributed along the microgrid, with "agents" working autonomously in a cooper-
ative fashion to reach global objectives [41, 45, 46]. Distributed control systems enhance the
scalability, and this method is more immune to single-point failures [42,44].

The distributed control architecture in a microgrid is shown in Figure 2.5. Unlike within
the typical hierarchical architecture based on centralized control (secondary and tertiary), in
the distributed control architecture the secondary control (frequency and voltage regulation)
and optimal dispatch are implemented with a distributed control approach. It is important
to note that the secondary control and optimal operation have a similar time-scale.

The distributed controllers exchange information with their neighbors to achieve global
goals. The controllers make decisions based on local measurements and the information
available from each neighbor. The communication plays a dominant role in the coordination
of various distributed resources to achieve a global operation goal. Any single point failure
in the control system would not cause a cascading failure in the microgrid. It is flexible,
making it easy to add DERs in the system without impacting the normal operation of the
rest of the system. The controller also allows plug-and-play operation of DG units, which is
very attractive for portable and remote microgrids [28].

Figure 2.5: Hierarchical control architecture based on centralized control
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According to [47], the communication system is important in both centralized control and
distributed control. Even though the communication network is critical for both control
approaches, the distributed control is more robust when a communication failure occurs.
Notice that decentralized control lacks communication channels (See Figure 2.6(c)).

Figure 2.6: Hierarchical control architecture based on centralized control

A comparative summary of the characteristics of centralized and distributed control topolo-
gies is presented in Table 2.1. It is based on [18,28,42,48–50].

Table 2.1: Comparison of hierarchical control and distributed control for microgrids.
Features Centralized control Distributed control

General features
Computational cost High Low
Robust to single-point-failures Low High

Communication
Communication complexity Low High
Communication robustness Low High
Bandwidth communication Low-bandwidth High-bandwidth

Operation
Reliability In case of a central control fault, the restoration If a DER controller fails, the

and optimal operation of the microgrid restoration and optimal
are lost. operation are maintained.

Scalability If a new DER unit is added to If a new unit is added to the microgrid,
of the control system the microgrid, the centralised the distributed control does not

control has to be modified. need modification.
Flexibility Low robustness under plug and Plug and play capability.

play operation.
Design and implementation

Design complexity Complex algorithms are required Simple control algorithm e.g. based on
proportional integral control (PI)

Hardware control Powerful computer is required An embedded controller is enough
(economical)

Time-scales Primary control, secondary control Secondary control and optimal
and optimal dispatch have different dispatch have similar time-scale [51]
time-scale.
The centralised optimal dispatch The distributed optimal dispatch
requires long computational does not require solving an
times to solve the optimisation optimisation problem [52].
problem.

Implementation Complex algorithms Easy and simple to design and
implement as it only handles
local information
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In this research, the distributed control approach is used to control and manage an isolated
microgrid based on inverters. The previously mentioned main features regarding microgrid
operation are summarized as follows:

• Robustness: If a fault is produced (e.g. in a controller or communication link) it would
not cause cascading failure in the microgrid. On the other hand, in the centralized
approach the central controller has a security vulnerability, because all control is in a
common point [18,28].

• Flexible control approach: It is simpler to realize changes in the microgrid, for instance
DERs, loads, Battery Energy Storage Systems (BESS) can be added without impacting
the normal operation of the rest of the system [28].

• Plug-and-play operation of DERs: This feature is very attractive for portable and
remote microgrids [28].

The distributed controller is based on a communications network and consensus algorithm.
In the next section, the communication structure and consensus algorithm are studied.

Communication Structure

The communication topology between agents (e.g. DERs) can be represented by a graph
[53–55]. The graph can be expressed as G = (V,E,A), where V = {v1, v2, . . . , n} represent
the agents or nodes; E = {(vi, vj)} /(i, j ∈ V ) denotes the communication links; A = [aij]n×n
is the adjacency matrix whose entry aij stands for a connection weight. The relationship
(vi, vj) ∈ E ⇔ aij > 0 implies that nodes “i” and “j” can communicate with each other;
otherwise, aij = 0. The set of neighbours of the i-th node is given by Ni = {(i, j) ∈ E} where
j are communicated agents. An example of a graph and its adjacency matrix for four agents
is presented in Figure (2.7).

Figure 2.7: Example of a graph of four agents and its adjacency matrix

The adjacency matrix is useful for analyzing the communication topology; its weight
coefficients, aij, can be used to determine the system stability. Furthermore, techniques have
been developed based on the adaptive assignment of weights to improve convergence and
stability of the graph [56]. In order to analyse the graphs, the Laplacian matrix is defined as
L = D − A, with matrix D defined as D = diag {d1, d2, . . . , dn} ∈ Rn×n/ di =

∑n
j=1 aij. The

addition of the elements located in each row of L are equal to zero and, when the graph has
bidirectional flow of information between agents (i.e. G is balanced), the addition of all the
elements located in each column of L is also equal to zero.

A necessary condition for stability is that the A matrix has to have a spanning tree, i.e.
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there is a directed path from one node to any other node in the graph. The convergence speed
of the states is related to the eigenvalues of the Laplacian matrix and depends, at the same
time, on the algorithms (or protocols) used by each agent [54, 55]. The next subsection will
introduce some basic concepts related to the algorithms typically used to achieve convergence
in distributed control systems.

Remark 1 (Communication Requirements)

The communications network through which the DG units exchange information, defined by
the adjacency matrix A (see Figure 2.7), does not necessarily have the same topology as
the electric network of the microgrid. In this work, in order to ensure the optimal dispatch,
power sharing, and congestion management, the communications network must allow bidi-
rectional exchange of information. Also an ideal communication (without delays) is assumed.
Notice that the use of the adjacency matrix can be extended to discrete, asynchronous and
synchronous communication with delays [32,57].

Consensus Algorithm

A communications network is required for the implementation of the proposed distributed
control scheme. The bidirectional network is modelled as an undirected graph G = (N , E , A)
between the DG units N = {1, . . . , N}, where E is the set of communication links and A is
the nonnegative N × N weighted adjacency matrix. The elements of A are aij = aji ≥ 0,
with aij > 0 if and only if {i, j} ∈ E [32, 57].

Let xi ∈ R denote the value of some quantity of interest at bus i; in our specific context,
xi will be an internal controller variable. The variables xi should achieve consensus if xi(t)−
xj(t)→ 0 as t→∞. Consensus can be achieved via the following algorithm [55]:

ẋi = −
∑

j∈N (i)
aij(xi − xj)

which is distributed according to the topology of the communication network.

2.4 Distributed Control of Microgrids

2.4.1 Distributed Secondary Control for AC microgrid

As mentioned above, the primary control causes frequency and voltage deviations, and the
secondary control restores these variables. The primary and secondary controls implemented
in inverters are shown in Figure 2.8 . The secondary control (green lines) moves the droop
curve (red lines) to frequency and voltage restoration. The droop equations (2.1), and (2.2)
are modified by (2.3) and (2.4), where Ωi and ei are the secondary control actions [26,32].

The existing secondary control strategies can be classified into three control approaches:
centralized [12,26,58–60], decentralized [61,62], and distributed control.

Figure 2.9 shows the most common strategies for secondary control. In the centralized
approach, the central controller gathers measurements. These variables are compared with
the references in order to compensate for secondary control, and the control actions (Ωi
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Figure 2.8: Secondary Control Action a) P-w droop and secondary control b) Q-E droop
and secondary control [32]

and ei) are sent through the communications channel to each DG control unit [12]. These
controls are based on PI-type strategy [26, 58] or predictive control [59]. The centralized
secondary control can include additional aspects, such as voltage unbalance compensation
and harmonics [60].

Figure 2.9: Approaches used for secondary control

On the other hand, in isolated microgrids, the distributed secondary control approach is
adopted to increase reliability and security [18]. The distributed controls are usually based
on the PI controller.

In [58] a distributed PI without a consensus approach is presented in which the frequency,
voltage, and reactive power sharing controls are proposed separately. Each distributed PI
controller considers the average frequency, average voltage, and reactive power measured,
respectively, using the shared information. This proposal does not include the consensus
approach. It assumes that the measurements are gathered at the same time. The authors
extend this work in [63] considering three controllers: frequency/active power control, volt-
age restoration control, and reactive power sharing control. Unlike in previous work, the
frequency restoration control does not require frequency measurement; it uses active power
measurements to synchronize frequencies across the microgrid.
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The secondary control can be implemented using two controllers: the first for frequency
restoration and active power sharing, and the second for voltage restoration and reactive
power sharing. In this context a distributed-average-proportion-integral control (DAPI) for
frequency and active power sharing is shown in [32,64,65]. The distributed frequency restora-
tion Ωi in (2.5) is obtained from (2.6):

ωi =ω∗ −miPi + Ωi (2.5)

kiΩ̇i =− (ωi − ω∗)−
∑

j∈N ,j 6=i
aij(Ωi − Ωj) (2.6)

In (2.5), the first term on the right-hand side corresponds to the frequency error, whereas
the second term is introduced to ensure that the frequency power mismatch is shared in a
pre-specified proportion among all the DG units. Term aij represents the element of the
adjacency matrix. In [32] a DAPI voltage restoration and reactive power sharing control
is shown, represented by Equation(2.8), where (ei) is the voltage restoration control; E∗ is
the nominal voltage of the microgrid; Q∗i is the reactive power rating of unit i. βi and ki
are positive gains, and aij is an element of the adjacency matrix of communication between
DG units. This control establishes a trade-off between voltage regulation and reactive power
sharing.

Ei = E∗ − niQi + ei (2.7)

kiėi = −βi (Ei − E∗)− bi
∑

j∈N ,,j 6=i
aij

(
Qi

Q∗i
− Qj

Q∗j

)
(2.8)

Other distributed secondary control strategies use finite-time control PI, such that all
the DG units converge to the reference value in finite time [66, 67]. Recently, in [68, 69], it
has been proposed that the voltage control is carried out with a consensus and distributed
model predictive control approaches. The main problem regarding distributed control is the
difficulty meeting requirements related to high-bandwidth communication. Nevertheless, this
issue is solved using new technologies and a suitable design of the network communication
as analyzed in [59] and [70].

2.4.2 Distributed Tertiary Control

The tertiary control level typically optimises the operation of an isolated microgrid by manag-
ing the power flow between the dispatchable units. If the MG is working in the grid-connected
mode, the power flow between the MG and the main grid is optimised.

The optimal operation cost of a microgrid is achieved by solving an economic dispatch
problem (ED). The ED solves an optimization problem where the goal is to achieve the
minimum operating cost of the microgrid, subject to some operating constraints. It is worth
mentioning that the ED can be implemented using centralized, decentralized [71–75] and
distributed control approaches [52,76–85].

The ED performed using the decentralized control approach, unlike with centralised and
distributed approaches, does not need a communications network. In this context, the droop
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adaptive method is the most common technique used to achieve the minimum operating cost.
In [71–74, 86] a droop control scheme with dynamic modification is discussed. This scheme
maintains all the advantages of the traditional droop technique, with a low generating-cost.
A nonlinear droop is proposed in [71, 72, 74]. Meanwhile, in [73], a lineal droop function is
proposed, which is easier to tune and implement to produce a cost reduction. In [75], some
constraints, such as voltage, and frequency limits, are included in the optimisation problem.
On the other hand, in [71], an adaptive droop has been proposed, with the droop coefficients
being based on the maximum generating cost of each DER unit.

In all of these works, the overall minimum operation cost is not achieved because the power
outputs of the DER units are tuned locally, according to their own generating cost, without
information of the microgrid’s total generating cost. These issues can be solved by using a
distributed approach, where a communications network and cooperative decisions among the
DER units are added. In this context, the distributed optimal dispatch of isolated microgrids
has been studied for AC microgrids, DC microgrids, and hybrid AC/DC microgrids. The
main reported works in this area are discussed in the following subsections.

Distributed Economic Dispatch of AC-microgrids

The conventional centralised dispatch problem can be solved in a distributed manner. In this
sense, it should be highlighted that in contrast with the centralised approach, the distributed
approach implies less cost by considering the communication between distributed generation
units (see Figure 2.10).

Figure 2.10: Implementation of a distributed tertiary control approach for economic dispatch

In terms of implementation, to achieve the distributed economic dispatch in microgrids,
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the literature distinguishes between two main approaches, which depend on how the consensus
variables are obtained. The first uses the Incremental Cost Consensus (ICC) concept in which
the incremental cost (IC) is estimated [87–90], whereas the second employs the Distributed
Gradient method [49, 89, 91, 92], which directly calculates a global incremental cost through
a consensus algorithm. Both approaches are discussed below.

The ICC approach is based on a consensus algorithm of incremental costs (IC). In this
sense, the ICC proposed in [87–90] is defined in (2.9),in this approach λi[k+1] is the estimation
of the IC for each generator; Pi is the active power injected by each DER. βi and αi are the
values of the quadratic cost function associated to the ith generator. PD,i is the power demand
of the system. PD,i[t + 1] is the estimation of the global supply-demand mismatch and ε is
a positive scalar, which represents the convergence coefficient and controls the convergence
speed [10,88].

λi[k + 1] =
n∑

j=1

aijλj[k] + εPD,i[t] (2.9a)

Pi[t+ 1] =
λi[k + 1]− βi

2αi

(2.9b)

P̂D,i[t+ 1] = PD,i[t]− (Pi[t+ 1]− Pi[t]) (2.9c)

PD,i =
∑
i=1

aijP̂D,j[t] (2.9d)

In (2.9a) and (2.9d), terms aij represent the elements of the adjacency matrix (see section
2.1). In (2.9a) the consensus variable corresponds to the incremental cost λ, whereas in
(2.9d), the estimation of the demand P̂D,j is the consensus variable. The incremental cost,
λi, in (2.9a) and (2.9b) is usually obtained by a constrained optimization problem. Under
optimal operating conditions, the incremental cost of all DER units should be equal to the
optimal Lagrange multiplier [87].

The formulation of the optimization problem assumes that the generating units have a
quadratic cost function [see (2.10a)], where Ci(Pi) is the operating cost associated with the
ith DER unit; αi, βi and γi are the coefficients related to the local cost function, as in (2.9).
Pi is the active power injected by the ith DER. The total cost is obtained from (2.10b) (where
n corresponds to the number of generation units in the MG). The power balance constraint
is defined by (2.10c) where PD is the demanded power of the microgrid. Finally, the IC for
the ith DER units is given by (2.10d) [88].

Ci(Pi) = αiP
2
i + βiPi + γi (2.10a)

Ctotal =
n∑

i=1

Ci(Pi) (2.10b)

PD −
n∑

i=1

Pi = 0 (2.10c)

ICi =
∂Ci(Pi)

∂Pi

= λi i = 1, 2, .., n (2.10d)
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In [88], the ICC algorithm is implemented considering two different communication topolo-
gies. In [10,93], the minimization cost is achieved by implementing the ICC algorithm based
on multi-agent systems (MAS) in which, each DER agent regulates the injected power by
using a frequency droop strategy. The implementation of this proposal is shown in Fig. 2.11a.
The convergence analysis considering different values of ε is also presented in [93].

Figure 2.11: a) Control scheme of ICC [10,68] b) Control scheme of distributed gradient
approach [49]

The studies described above implement the ICC algorithm to obtain the optimal operating
cost of the microgrid. Nevertheless, these works do not consider power generation limits. To
include the inequality constraint (Pmin

i ≤ Pi ≤ Pmax
i ), the equation set of (2.11) are included

(see [11, 78, 79, 90]) where Pmin
i and Pmax

i denote the upper and lower limits of the active
power for each generation unit.

∂Ci(Pi)

∂Pi

= λi for Pmin
i ≤ Pi ≤ Pmax

i (2.11a)

∂Ci(Pi)

∂Pi

< λi for Pi = Pmax
i (2.11b)

∂Ci(Pi)

∂Pi

> λi for Pi = Pmin
i (2.11c)

In [11, 90], (2.9a)-(2.9d) are used to implement a distributed optimal dispatch scheme,
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where two controllers are required: an upper controller that corresponds to the ICC and a
lower controller that includes the power limits given by (2.11).

Note that in (2.10), renewable generation units are not included, because these can be
considered with zero operating cost. However, in [94], the operating cost of a conventional
generator and renewable generation units are considered. In order to achieve that, the au-
thors define a pseudo renewable generation cost, where the objective of the power dispatch
for renewable generation units is to minimize the curtailment of renewable energy (a sub-
gradient algorithm is used). In [94] a two-stage method is presented. In the first stage,
a distributed subgradient algorithm (algorithm for minimising a non-differentiable convex
function) is utilised to rapidly recover the frequency. However, frequency measurement er-
rors may prevent the first-stage iteration process from achieving steady-state convergence.
In the second stage, an average consensus algorithm is applied to solve frequency oscillations
caused by measurement errors. Thus, when frequency deviation lies below a certain threshold
ε, the second stage algorithm will be activated.

In [78, 80], the network topology, transmission losses, and ICC consensus are included to
achieve the optimal power flow inside the MG.

Unlike ICC, in the distributed gradient approach (see Fig. 2.11b), λi is not estimated, it
is calculated using (2.10d) as shown in (2.12).

λi = 2αiPi + βi i = 1, 2, 3, ..., n (2.12)

To achieve identical λi in all the DER units, the consensus algorithm shown in (2.13) is
implemented. In this expression λi, is the gradient for the neigbouring DERs i and j. The
value of λi is calculated, not estimated, therefore the power balance can be defined by (2.14).

kci
d(δi)

dt
=
∑
j∈Ni

aij(λi − λj) (2.13)

Pi =
m∑
k=1

dikPLk (2.14)

Here k is the load and PLk is the demand of the kth load; dik = 1 if the load kth is in the
neighborhood of the generator ith, otherwise dik = 0. The implementation of the distributed
gradient approach is shown in Fig. 2.11b.

The distributed gradient λi approach is utilized in [49, 89, 91, 92]. In [49], the frequency
restoration is implemented to optimize the power sharing. The same authors published in [89]
a distributed control scheme where the active power limits are considered. The proposal has
two stages: the first one calculates the optimal unconstrained incremental cost in the same
manner as in [49], whereas the second one checks power generation constraint violations: if
the constraint is activated, power injected from that DER unit is set to its maximum power
limit (see (2.11)). On the other hand, the authors in [91] and [92] consider the same approach,
but analyse the effects of communication delays in the consensus algorithm.
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The authors in [81] analyze the convergence of distributed ED algorithms based on a
simulation approach. On the other hand, in [82] a fully distributed dynamic ED method
with second-order convergence is introduced, which is based on a parallel primal–dual interior-
point algorithm with a matrix-splitting technique. In [83], authors prove the convergence of
the algorithm using multi-parameter matrix perturbation and graph theory, and it is shown
that the convergent values are the optimal solution of the proposed distributed ED control
scheme. On the other hand, it is worth mentioning that the centralized ED is achieved if
the KKT conditions of a linear optimal power flow (OPF) formulation are satisfied. In this
context, in [52], the optimally operation of the proposal is demonstrated by showing that the
KKT conditions are satisfied in the proposed distributed ED scheme.

Distributed Economic Dispatch of DC-microgrids

The ICC approach for AC microgrids discussed in the previous section can be extended to
DC microgrids, where a consensus algorithm is used to achieve equal IC in all the generating
units. The distributed ED of DC microgrids, unlike the distributed ED of AC microgrids,
modifies the voltage droop control scheme. In this context, the ED is solved at the time that
the global average voltage is restored [84,85].

In [84], the ED is achieved by modifying the voltage reference from the droop control for
DC microgrids through a PI controller (Kp(P

∗
G,i − PG,i) + Ki

∫
(P ∗G,i − PG,i), which modifies

the output power of the ith DER (PG,i) to be equal to the optimal output power (P ∗G,i). P ∗G,i

is obtained from the ICC shown in (2.9). However, in this work the power limits for DERs
are not considered. Moreover, this strategy only regulates the local output voltage of each
DER instead of the global voltage of the microgrid, and for this reason, cannot guarantee
optimal operation.

In [85], the global voltage regulation issue is covered, and the distributed consensus tech-
nique is used for ED and voltage control of the microgrid. The voltage reference for the
local control is modified by adding the voltage deviations δEi,1 and δEi,2 to the reference
voltage. The term δEi,1 is added to achieve the ED of the DC microgrid, which is based on
an ICC approach (2.9). The term δEi,2 is obtained from a a PI controller, which removes the
bus voltage deviation through distributed cooperation with the DER neighbours. Finally,
unlike [84], the works reported in [85, 95] include the limits of the active power as depicted
in (2.11).

In [96], a distributed adaptive droop control algorithm is proposed for optimal dispatch
and secondary current regulation, by applying a consensus algorithm. The droop voltage
controller Eref i is obtained by (2.15); where Enom denotes global nominal voltage of the
DC microgid, m is the droop coefficient, iouti is the ith converter output current, iref i is the
current reference obtained from the distributed ED model, and ∆Ei is the voltage correction.
The latter term is added to cancel out the effect of line impedance. The droop controller
receives the current reference iref i from the economical regulator (ER). The ER uses the
consensus algorithm to estimate the system incremental cost IC (λ). The voltage correction
∆Ei is obtained from the secondary current regulator; this is used to distribute the current
imbalance among converters, which is produced by a different line impedance.

Eref i = Enom + ∆Ei −m(iouti − iref i) (2.15)
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Unlike the distributed EDs reported in [84,85] (for DC microgrids) in [96], the centralised
ED problem expressed in (2.10) is used to obtain λ considering power losses, where a penalty
term is added into the cost function (2.10), as shown in (2.16). The amount of transmission
losses is approximated by the square of the output power of each generating unit (diP

2
i ).

Although a penalty term is added for considering the transmission losses in the cost function,
the power-losses are not modeled.

Ci(Pi) = αiP
2
i + βiPi + γi + diP

2
i (2.16)

Reference [97] solves an ED problem applying the distributed λ approach to achieve equal
incremental cost in all the generating units. The proposal also includes a regulation of the
average DER output voltage to take care of the generation–demand. The centralised ED
implemented to obtain λ considers the total power losses (Ploss); however, the (Ploss) are
assumed constant.

Several works include time delay analysis in their proposed consensus algorithms to evalu-
ate their performance in this scenario. As reported in [98] time delays affect the convergence
and performance of consensus algorithms. Thus, in [50, 84, 91, 99], the effects of a constant
communication delay on the ED problem are studied using simulation work, whilst in [98],
time-varying delays are analysed. Finally, in [98], the effects of the communication delay on
the system stability is studied by using a linear matrix inequality.

Distributed Economic Dispatch of Hybrid AC/DC-microgrids

The economic dispatch in hybrid AC/DC microgrids has been addressed using the centralized
approach which solves an optimisation problem. The optimization problem can be solved
under market price uncertainties [100], by considering generation and load uncertainties [101]
or energy storage losses [102].

Although these approaches are viable, it is worth noting that the centralized ED approach
has a lower reliability under communication link faults and single point of failures. In a de-
centralized approach, the minimisation cost can be achieved when the distributed generating
units have the same incremental cost. Notice that in Hybrid AC/DC microgrids, with the
synchronisation of the AC frequency and DC voltage, the ICs in AC microgid and DC mi-
crogrid will be equalised. However, the droop control will inevitably cause deviations of the
AC frequency and DC voltage [77].

In [77], a distributed control architecture is proposed for economic dispatch of hybrid
AC/DC microgrids. The proposal has two levels. In the first level, the ED problem for
an AC sub-microgrid (frequency droop) and ED problem for a DC sub-microgrid (voltage
droop) are solved by using the incremental cost based on droop approach (IC) (2.10). The ILC
does not need any information from the neighbors because the ICs of all AC DER units are
forced to be identical with the synchronisation of the AC frequency (for DC sub-microgrids
a similar approach could be used). In the second level, a distributed control canonical form is
proposed to eliminate the deviation between AC frequency and DC voltage caused by droop
control. However, because the fluctuations in AC frequency and DC voltage are removed,
the sub-grid loading conditions are not visible. In order to extract the loading conditions
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of the sub-grids, the authors propose a relative loading index (RLI). The references of the
interlink converter power flow can be defined in base to this RLI.

The researches shown before achieve the optimal distributed dispatch. However, the fol-
lowing issues were not considered: Congestion management and Voltage control coupled with
reactive power sharing. The studies that included power flow require estimators [78,80], and
need the electrical network topology.

2.5 Congestion Management
Congestion is produced when the power flow from the line exceeds the limits of power of the
sources that supply the electrical demand. Congestion in microgrids is caused by distributed
energy resources, increasing demand, plug&play operation, intermittent energy sources, and
changing microgrid topology. The congestion can induce voltage and overloading problems.
Voltage problems occur when the bus voltage is close to or exceeds the limits of +/− 10%.
Overloading occurs when the loading is close to or exceeds the thermal limit of the power
components [20]. Thermal overloading is produced in lines or transformers. In this work,
congestion in the distribution lines is studied. Thermal overloading affects the lifetime of
the lines and distribution transformers. Furthermore, thermal protection could be activated,
which could lead to unsupplied demand [9]. It should also be noted that the control of
isolated microgrids is more challenging than in connected microgrids because of the power
balance necessary to assure that inadequate improper operation will not lead to a relatively
high circulating current in the distribution lines [16]

The congestion problem is a problem that is beginning to be studied in microgrids. The
congestion problem in transmission lines can be solved by: 1) Installation of new lines, 2)
Dynamic line rating, 3) Use of storage, 4) use of controllable loads, 5) control of electrical
vehicle load, 6) Demand response and 7) Inverter-control of DG units, which is cheaper and
has shorter lead times for installing DG units [103]. Congestion in transmission lines for bulk
power systems has been managed by: 1) A re-dispatch of active power from the sources,
2) Controllable loads, 3) Line switching, 4) Flexible Alternating Current Transmission Sys-
tem/High Voltage Direct Current (FACTS/HVDC) [20].

The voltage control in a distributed system is solved by implementing: 1) New lines, 2)
Dedicated devices (FACTS) which are limited for LV grids, 3) Smart transformer OLTCs,
4) Storage, and 5) Inverter-control of DG units [103]. On the other hand, the thermal
overloading in a distribution system can be mitigated by load control methods [21–23]. This
approach includes direct and indirect methods. The direct method involves using network
control of household appliances or other types of controllable loads. These controllers use
centralized control architecture. Indirect methods are based on motivating end-users to shift
their consumption, and in this way removing the congestion from the lines [9, 22].

Distribution system operators (DSO) can change the total active and reactive power at
buses by installing new local distributed generators and FACTS devices, such as the static
VAR compensator SVC, or by motivating the customers to change Pi and Qi via market
methods, or directly controlling Pi and Qi under pre-agreement with customers. In [103]
the DSO sends appropriate set points to the wind turbines in order to solve the congestion
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problem. The most common solutions used in distribution networks are load control or
demand flexibility, [21–23], and smart transformers [104,105]; these solutions require adding
new expensive technology to existing systems or solving more complex optimization problems.
In this work, in order to avoid having to acquire these new technologies, the re-dispatch of
active power from the DG is implemented to resolve the congestion using inverter control.

The re-dispatch of active power from the DG to remove congestion can be achieved by
modifying the droop control of frequency regulation. For instance a modified frequency droop
control for voltage source inverters, which applies state-dependent weights to the line power
flow values is proposed in [106]. This controller does not require a communications network,
and frequency restoration is not considered. On the other hand, in [107] the use of a dis-
tributed approach for regulation and restoration of frequency and congestion management
is shown. This proposal depends on the topology system, requires voltage magnitudes and
virtual phase angles in each bus, and considers only synchronous generator units. The in-
verters are not considered, and this control is compared with Automatic Generation Control
(AGC) [107].

Unlike previous research, in this thesis the congestion management, frequency and voltage
restoration, and optimal operation of the microgrid are all achieved in the same time scale.
The proposals are for inverters in an isolated microgrid.

2.6 Analysis and Discussion
This section presents a review of current developments in economic dispatch using a dis- trib-
uted control systems approach applied to isolated AC, DC, and hybrid microgrids. For each
type of MGs, the main distributed control schemes proposed in the literature are described
and discussed.

Also, a brief comparison of centralized and distributed controllers for microgrids is shown
in Table 2.1. Based on this comparison table, in this research the distributed control approach
is applied to secondary and tertiary controllers of an isolated microgrid based on inverters.
The following are the main advantages applied to microgrids regarding the distributed control
approach: i) Robustness: If a fault is produced (e.g. in a controller or communication
link) it would not cause cascading failure in the microgrid. On the contrary, the centralized
approach has a security vulnerability of the central controller as a common point of failure, ii)
Flexibility: For the management of the microgrid when the DG units or local loads are added,
the distributed control does not require changes in the controller. Again, on the contrary, in
the centralized approach programming changes are required. Also, the distributed approach
is flexible regarding changes in the electrical topology. iii) It allows plug-and-play operation
of DERs, which is very attractive for remote microgrids.

In the previous studies regarding distributed economic dispatch, the optimal distributed
dispatch has been achieved. However, the congestion issues in the electrical lines in microgrids
were not considered. Also, in these works, the economic dispatch relies on the electrical
network topology. These aspects are considered to identify the requirements design of the
controllers proposed. In the next sections, novel distributed controllers are proposed.
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The following are the control requirements identified: frequency and voltage restoration,
congestion management, optimal dispatch (OD) of isolated microgrids in the same time scale,
where the previous knowledge of electrical network topology is not necessary. The controller
must show good performance against sudden changes in the load, congested lines, plug-and-
play operation of DG units in the microgrid. It must also be able to successfully drive the
system to optimal economic operation.

In order to design the distributed control, two stages are planned. The first stage consists
of the design of a novel distributed control strategy for frequency restoration and optimal
dispatch in isolated microgrids at the same time scale. The second stage consists of the design
of a novel distributed control strategy for frequency restoration and optimal dispatch consid-
ering congestion management in isolated microgrids in the same time scale. The controllers
proposed are studied in chapters 3 and 4 respectively.
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Chapter 3

Distributed Control Strategy for Optimal
Dispatch and Frequency Restoration

In this chapter, a distributed controller to achieve the economic dispatch (ED) and the
frequency restoration of a micro-grid is proposed, which complies with the Karush-Kuhn-
Tucker optimality conditions for a linear optimal power flow formulation. The consensus
over the Lagrange multipliers allows an optimal dispatch without considering an electrical
microgrid model. Next, the proposal is explained in detail.

3.1 Introduction
In this section a distributed controller in order to achieve the ED of a microgrid is proposed,
which complies with the Karush-Kuhn-Tucker (KKT) optimality conditions for a linear opti-
mal power flow formulation. The consensus over the Lagrange multipliers allows an optimal
dispatch without considering an electrical microgrid model, preserving the frequency and
voltage restoration into the secondary control level for isolated microgrids.

As mentioned in the chapter 2, the existing secondary control strategies can be classi-
fied into three control approaches: centralized, decentralized, and distributed control. In
the first approach, the central controller uses measurements from the whole microgrid to
compensate the frequency and voltage deviations, however if the central controller fails the
frequency/voltage restoration are not achieved.

The decentralized and distributed approaches are usually based on PI controllers in order
to restore the frequency and the voltage [12] [58]. Decentralized approach uses just local
measurements to achieve the regulation, whereas distributed approach uses information from
neighbors DG units, requiring a communication network and increasing reliability and se-
curity in isolated microgrids [16] [18]. Nowadays a consensus algorithm is included to the
distributed approach improving the real and reactive power sharing [28], [32].

The optimal operation is usually a tertiary control level task, and it is achieved by solv-
ing an economic dispatch problem. This controller is often formulated under a centralized
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approach, and requires several minutes to solve an optimization problem. However, in micro-
grids, the disturbances can be produced at seconds, then the optimal dispatch is not updated
for this time scale. In order to solve the optimal dispatch at shorter times, it can be analyzed
with decentralized or distributed control approaches.

The adaptive droop controller is a common technique used to achieve minimal operation
cost based on decentralized schemes [74, 86]. In this scheme, the DGs controllers are tuned
according to its generation cost. However, due the DGs do not share information, the global
minimum generation cost is not achieved in the microgrid.

Some techniques used for minimal cost based on distributed control approach are the
following: incremental cost consensus estimated (ICC) [10, 93], and gradient consensus [49],
[108]. The ICC is used in Multi-Agent System (MAS) [10], and it is based on consensus
algorithm and incremental cost (IC). IC and global supply-demand mismatch are estimated
for each generator [109], however, these works do not consider the generating power limits.
In [10,93,110] external controllers are added in order to consider the power generating limits
applying ICC approach, in these cases a pseudo generating cost for DG neighbors is estimated.
Unlike ICC, the distributed gradient approach computes the incremental cost [49, 92]. All
these works include the IC as the consensus variable. The experimental results validate the
adequate performance of the controller against sudden changes in the load and communication
failures, the microgrid performance when a DG unit is disconnected is tested as well.

The contributions of this proposal, shown in this chapter, are as follow: i) the optimal
dispatch and frequency restoration are considered in the same time scale in order to archive
the optimal dispatch when fast disturbances occur, ii) the KKT optimality conditions of
the linear centralized OPF problem are satisfied, iii) the microgrid topology is not required
for achieve the optimal dispatch, iv) the proposed controller was tested in a experimental
microgrid. This section presents a formulation of the network-constrained optimal dispatch
problem in isolated microgrids. The formulation is then used to derive a distributed frequency
that drives the system to a solution of the optimal dispatch problem. The proposed controller
assumes the availability of current measurements to local DG controllers, all of which are
shared through a communications network that allows bidirectional exchange of information.

The design of the proposed distributed controller is based on a centralized optimal eco-
nomic dispatch formulation and the KKT optimal conditions. A consensus algorithm over
the Lagrange multipliers related to real power balance is considered as well. The proposed
approach is described in detail below.

3.1.1 Communication Structure

It was explained in chapter 2, a communication network is required for the implementation
the distributed control scheme. A connected communication topology is necessary, in Figure
3.1 the connected and non-connected communication topology are shown.

The bidirectional network is modelled as an undirected graph G = (N , E , A) between
the DG units N = {1, . . . , N}, where E is the set of communication links and A is the
nonnegative N × N weighted adjacency matrix. The elements of A are aij = aji ≥ 0, with
aij > 0 if and only if {i, j} ∈ E [32, 57]. Let xi ∈ R denote the value of some quantity of
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interest at bus i; in our specific context, xi will be an internal controller variable. It is said
the variables xi achieve consensus if xi(t)− xj(t)→ 0 as t→∞. Consensus can be achieved
via the following algorithm [55]:

ẋi = −
∑

j∈N (i)
aij(xi − xj) (3.1)

which is distributed according to the topology of the communication network.

Figure 3.1: a) Connected communication topology b) Non-connected communication
topology.

Remark 1 (Communication Requirements)

The communications network through which the DG units exchange information, defined by
the adjacency matrix A (see Figure 3.1), does not necessarily have the same topology as
the electric network of the microgrid. In this work, in order to ensure the optimal dispatch,
power sharing, and congestion management, the communications network must allow bidi-
rectional exchange of information. Also an ideal communication (without delays) is assumed.
Notice that the use of the adjacency matrix can be extended to discrete, asynchronous and
synchronous communication with delays [32,57].

3.1.2 Centralized Optimal Dispatch

Prior to the distributed controller proposal design, a centralized optimal economic dispatch
and its KKT optimality conditions are presented, which are used in the design of the controller
proposed.

Let’s consider a balanced three-phase isolated microgrid, with a set of buses J = {1, . . . , J},
a set of DGs N = {1, . . . , N} Each bus is equipped with either a generation unit, a load, or
both.
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Generation units inject real power Pi to the microgrid, which is constrained within mini-
mum and maximum limits.

The optimal dispatch problem considered in this work determines the least-cost dispatch
of controllable DG units in a microgrid. The formulation is based on a single-bus system.

minimize
P

∑
i∈N

Ci(Pi) (3.2a)

subject to PD =
∑

i∈N
Pi (3.2b)

Pmin
i ≤ Pi ≤ Pmax

i ∀ i ∈ N (3.2c)

where N is the sets of DGs, Pi is the real power dispatch of generator i, Ci(Pi) is a convex
cost function, P = {Pi : i ∈ N}, PD is the total microgrid demand.

It is assumed that Slater’s constraint qualification condition holds, implying strong duality,
and that the problem may be studied through its Lagrange dual. The Lagrangian function
of the optimal dispatch problem (3.2a), (3.2b), and (3.2c), is shown in (3.3).

L(Pi,λ, γ`, σ
+
i , σ

−
i ) =

∑
i∈N

Ci(Pi)

+ λ
(
PD −

∑
i∈N

Pi

)
+
∑

i∈N
σ+
i (Pi − Pmax

i )

+
∑

i∈N
σ−i (Pmin

i − Pi)

(3.3)

where the Lagrange multiplier λ is associated with the power balance constraint (3.2b),
{σ+

i , σ
−
i } with the maximum and minimum power outputs of DGs in equation (3.2c), respec-

tively. The KKT optimality conditions of the problem are:
Stationarity condition:

∂L
∂Pi

= ∇Ci(Pi)− λ+ σ+
i − σ−i = 0 i ∈ N (3.4a)

Complementary slackness:

σ+
i (Pi − Pmax

i ) = 0 i ∈ N (3.4b)
σ−i (Pmin

i − Pi) = 0 i ∈ N (3.4c)

Primal feasibility:

(3.2b)(3.2c)

Dual feasibility:

σ+
i , σ

−
i ≥ 0 i ∈ N (3.4d)

From (3.4a), it follows that at the optimal point, it must be true that

λ = ∇Ci(Pi) + σ+
i − σ−i i ∈ N (3.5)
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Based on the optimality conditions of the centralized optimal dispatch problem, a new
distributed control strategy is designed with the objective of providing frequency regulation,
while driving the microgrid to an optimal dispatch that complies with the KKT conditions
(3.4a) - (3.4d).

Previously to show the Distributed Optimal Dispatch Proposed, the distributed-averaging
proportional-integral (DAPI) approach presented in [32] is studied. DAPI controller is mod-
ified in order to achieve the optimal dispatch, as will be shown in Section 3.1.4.

3.1.3 Distributed Frequency and Voltage Restorator Control

The distributed-averaging proportional-integral (DAPI) approach presented in [32] is used
in this work for frequency regulation, it is shown in (3.6) (3.7) where mi is P − ω droop
coefficient, Pi is the real power injection, ω∗ is the nominal frequency and ωi corresponds to
frequency regulated in the ith DG.

The DAPI secondary control action Ωi in is obtained from (3.7), where the terms aij are
the entries of the adjacency matrix; thus, the control action Ωj is shared with generator i
only if aij is nonzero.

ωi =ω∗ −miPi + Ωi (3.6)

kiΩ̇i =− (ωi − ω∗)−
∑

j∈N ,j 6=i
aij(Ωi − Ωj) (3.7)

Also, DAPI voltage-regulation and reactive-power-sharing controllers are implemented based
on [111]. The control law of this controller is represented by equations (3.8) and (3.9), where
ei is the control action for voltage regulation, Ei is the voltage of the ith DG, ni represents
the Q-E droop coefficient, E∗ is the microgrid nominal voltage, Q∗i is the reactive power
rating of unit i, βi and ki are positive gains, and aij is an element of the adjacency matrix of
communication between DGs. In this case ei establishes a trade-off between voltage regulation
and reactive power sharing.

Ei = E∗ − niQi + ei (3.8)

kiėi = −βi (Ei − E∗)− bi
∑

j∈N ,,j 6=i
aij

(
Qi

Q∗i
− Qj

Q∗j

)
(3.9)

3.1.4 Proposed Distributed Optimal Dispatch

The proposed distributed controllers have the following features: i) The secondary control and
the optimal economic dispatch are solved in the same time scale, ii) The distributed control
approach is used, iii) The optimal dispatch is achieved using PI controllers, iv) The real-time
measurements are used in order to obtain the economic optimal dispatch, v) The control
actions for frequency regulation and optimal dispatch are added to the droop controller, vi)
The communication network is connected, bidirectional and ideal (without large time-delays).
vii) The communication topology is different from the electrical network topology.

Secondary control and the optimal economic dispatch need to be solved in the same time
scale. The first stage comprises the design of secondary control for frequency and voltage
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restoration, then in the second stage a new term is added in order to achieve the economic
dispatch.

The distributed controller is based on communication network, and consensus algorithm.
These topics was described previously in chapter 2. However, before studying the algorithm
design the consensus algorithm is shown.

This section presents a distributed secondary control including optimal dispatch, this
proposal is shown in (3.10). These two objectives of control are achieve in the same time
scale.

The proposed controller aims at driving the system to an optimal dispatch that complies
with the KKT conditions of the problem. For this purpose, equation (3.6) is modified as
(3.10a), where the additional term ρi is a control action to drive the units to their optimal
dispatch level.

In particular, control actions ρi changes the dispatch of DGs until all units reach the same
value of λ. The condition of λi = λj = λ in steady-state is enforced by equation (3.10c), it is
achieved because the consensus algorithm is applied, the consensus algorithm was explained
in the Section 2.3.3 . In (3.10c), aij is the element of the adjacency matrix A, and j represents
the neighboring, k1i is a positive gains of the controller. .

λ, corresponds to the (unique) dual variable associated with the demand-supply balance
equation of the microgrid’s optimal dispatch problem, (3.5). Based on equation (3.5), the λi
of each DG that complies with the stationarity condition can be calculated from (3.11).

ωi = ω∗ −mi(Pi) + Ωi + ρi (3.10a)

kiΩ̇i = −(ωi − ω∗)−
∑

j∈N (i)
aij(Ωi − Ωj) (3.10b)

k1i ρ̇i = −
∑

j∈N (i)
aij(λi − λj) (3.10c)

k4i σ̇
+
i = µ2

i max

{
Pi +

1

µ2
i

k5i σ
+
i − Pmax

i , 0

}
− k5i σ+

i (3.10d)

k6i σ̇
−
i = µ3

i max

{
Pmin
i +

1

µ3
i

k7i σ
−
i − Pi, 0

}
− k7i σ−i (3.10e)

λi = ∇Ci(Pi) + σ+
i − σ−i (3.11)

The Lagrange multipliers σ+
i , σ

−
i from the centralized optimal economic dispatch are

represented as control actions in the proposed distributed controllers. In this context, σ+
i and

σ−i are local control actions to keep the active power dispatch of DG units within limits, which
in equilibrium correspond to the dual variables associated with maximum and minimum
active power limits, respectively.

The equations (3.10d) and (3.10e) induce increases in the values of σ+
i and σ−i whenever

unit i goes beyond its maximum or minimum active power dispatch levels, respectively. Also,
control actions σ+

i and σ−i are driven down to zero by the second term of the controller if the
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active power dispatch of unit i is strictly within limits, where k4i , k5i , k6i , k7i , µ2
i and µ3

i are
positive gains of the controllers.

The stationarity centralized KKT condition (3.4a) is satisfied through (3.10c) and (3.11)
in the distributed controller, the complementary slackness constraints (3.4b) and (3.4c) are
satisfied by (3.10d) and (3.10e) respectively. The dual feasibility constraints (3.4d) are sat-
isfied by (3.10d) and (3.10e). Finally the primal feasibility condition defined by (3.2b) is
satisfied by (3.10a), and the primal feasibility condition defined by (3.2c) is satisfied by
(3.10d) and(3.10e).

The design and proper operation of the proposed distributed controller (3.10a) to (3.10e)
and (3.11) relies on the following assumptions:

(i) Each DG in the microgrid is able to communicate Ωi, λi to neighboring DGs through
a connected and bidirectional communication network.

(ii) The communication topology is connected which means that all the nodes have at least
one connection with another node.

Figure 3.2 shows the architecture of the local controller implemented in each DG that enables
the distributed control strategy. The first layer corresponds to voltage and current control,
also a virtual impedance is added for microgrids with resistive lines [112]. The second layer
correspond to primary control droop, where the terms of the equations (3.6) and (3.8) are
calculated using local measurements.

The proposed layer includes the distributed controllers for frequency and voltage restora-
tion and economic dispatch. We added the term Ωi from (3.10b) in order to achieve frequency
restoration, and ρi in order to achieve the economic dispatch of the microgrid, this is obtained
from (3.11), (3.10c), (3.10d) and (3.10e). The proposed controller receives from each neighbor
j the following information: Ωj, λj, Qj and Q∗j , while it sends Ωi, λi, Qi and Q∗i . The exchange
of information between local DG controllers occurs through the communication network.
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Figure 3.2: Distributed control scheme

3.2 Experimental Results
In order to validate the proposed controllers, experimental tests were performed in the Lab-
oratory of Microgrids Control at the University of Chile shown in Figure 3.3. The microgrid
topology is composed of three converters, two local loads and two power lines. The character-
istics of DG units and network parameters are given in Table 3.1 and Table 3.2, respectively.
Ethernet communication network is implemented to share information among DGs, as is
shown at left side of Figure 3.3, and it is able to emulate a communication failure. The
topologies, as well as the adjacency matrix A, with and without failure, are shown in Figure
3.4.

In this work different operating costs of each DG are considered, DG 2 has the lowest
operating cost and DG 3 is the more expensive, the generating cost function (3.12) of each
DG unit is assumed quadratic, the parameters used in this work are shown in Table 3.3.

Ci(Pi) = aiP
2
i + biPi + ci (3.12)
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Three operating scenarios are evaluated. i) Load impacts scenario. ii) Communication links
failures scenario, where a failure of the communication link between DG 1 and DG 3 is
produced (See Figure3.4b). iii) Controller performance when the DG 3 is disconnected of the
microgrid.

1 

Converter 1 Converter 2 

Converter 3 

𝐿12 

𝐿23 

Z1 

Z2 

𝐿0 

Communication 
Controller 1 

Controller 2 

Controller 3 

Loads 

DG 1 

DG 2 

DG 3 

𝐿0 

𝐿0 

Figure 3.3: Microgrid experimental setup

Figure 3.4: Microgrid communication topology a) Original topology b) Topology with
communication links failure
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Table 3.1: DG characteristics
Parameter Symbol DG1-DG3

Max Active Power Pmax
i 2kW

Min Active Power Pmin
i 0kW

P-W Droop Coefficient mi 2.5·10−3 rad
W·s

Q-E Droop Coefficient ni 1.5·10−3 V
var

Frequency Control Gain ki 0.5s
Voltage Control Gain ki 1s
OD Control Gain k1i 0.5s

Max Power Control Gain k2i 0.1s
Min Power Control Gain k4i 0.1s

Return to Zero Gain k3i
u2
i
, k

5
i

u3
i

0.01s

Table 3.2: Microgrid parameters
Parameter Symbol Value

Nominal Frequency ω∗/2π 50 Hz
Nominal Voltage E∗ 150 V
Filter Capacitance C 25µF
Filter Inductance Lf 1.8mH

Coupling Inductance Lo 2.5mH
Sampling Period TSP 1/16E3 S

Load 1 L1 11Ω

Load 2 L2 22Ω

Line Impedance Lij 2.5mH
Cutoff f−Droop filter ωc 1*2π rad/S

Table 3.3: DG Cost parameters
Parameter DG1 DG2 DG3
ai [$/kW 2] 0.444 0.264 0.5
bi [$/kW ] 0.111 0.067 0.125

ci [$] 0 0 0

3.2.1 Dynamic Performance

Figure 3.5 and Figure 3.6 show the experimental results when the load changes. At time-
frame 1, the load 1 and the distributed control for frequency and voltage restoration are
activated ( equations (3.7) and (3.9)). At time-frame 2, the distributed proposed controller
for economic dispatch is also activated ( equations (3.11), (3.10c), (3.10d) and (3.10e)). At
time-frame 3 the load 2 is added, finally at time-frame 4 the load 2 is removed.

As it can be seen in Figure 3.5a the frequency remains in the nominal value, when the
proposed controller is activated (time-frame 2-4) and also when the load changes occurs
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(time-frame 3 and 4). Figure 3.5b shows the voltage at the output of the three converters,
as it can be seen the voltage remains in the nominal value in steady-state.

Figure 3.6 shows the real power generated by each DG unit, at time-frame 1 the real power
is sharing by the units because only the frequency and voltage restorators are activated, also
the power injected to the microgrid is equal in all DG units because their characteristics are
the same. At time-frames 1 and 2 the load does not change, as it can be seen at time-frame
2 the DG units are re-dispatched considering the operating cost of each unit in order to
archive the economic dispatch of the microgrid, the DG 2 generates more real power than the
other units because its operating cost is the lowest, while DG 3 injects less real power than
the other DG units because this is more expensive. The good performance of the proposed
controller is shown with an increment and decrement of load at time-frame 3 and time-frame
4 respectively.
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Figure 3.7 shows the total operating cost of the microgrid at the time-frame under study.
The analysis includes two approaches. The blue line shows the total cost for the proposed
distributed controller. The red line shows the total operating cost obtained from an optimal
centralized dispatch performed off-line for each operating point, this approach might be
on-line solved, however, a high computationally burden is involved. As it can be see the
total cost of our proposal is the same as the total cost obtained by optimal centralized
dispatch approach. Our proposal solves the optimal economic dispatch using PI controllers
and achieves the same results obtained by the centralized approach. It is worth mentioning
that the centralized optimal dispatch was performed off-line for the three operation points
shown in Figure 3.7 with the aim to evaluate the economic performance of our proposal.

70 80 90 100 110 120 130 140 150 160 170

Time[s]

2

3

4

O
p

e
ra

ti
n

g
 C

o
s
t 

[$
]

×10
-4 Operating Cost

Distributed ED

Centralized ED
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3.2.2 Performance Against the Sudden Loss of a DG Unit

In this scenario the DG 3 is disconnected, the results are shown in Figure 3.8 and Figure
3.9. During the time-frame 1 the proposed controllers (frequency and voltage restoration
and economic dispatch) are activated, at time-frame 2 the DG 3 is disconnected, finally at
time-frame 3 the load is increased.

In Figure 3.8a and Figure 3.8b the frequency and voltage are restored respectively to the
nominal value when the disconnection of DG 3 is produced (time-frame 2 and time-frame
3). Figure 3.9 shows the results of the real power injected, at time-frame 2 when the DG 3
is disconnected the real power is re-dispatched considering the operating cost of each DG,
thus the DG 2 supplies more real power than DG 1 because the operating cost of DG 2 unit
is lower. In order to validate the controller performance when a DG unit is disconnected an
incremental load is produced (time-frame 3). As it can be seen the frequency and voltage
are restored to their nominal values, at the same time the operating cost of DG units are
considered.
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3.2.3 Performance Against Communication Link Failures

Figure 3.10 and Figure 3.11 show the performance of the proposed distributed controller when
a communication link failure occurs. At time-frame 1, load 1, and all controller proposed
(frequency and voltage restoration and economic dispatch) are activated, at time-frame 2 the
communication link between DG 1 and DG 2 fails (Figure 3.4b). Finally at time-frame 3 an
incremental of load is produced (load 1 and load 2). As it can be seen the frequency ( Figure
3.10a) and voltage ( Figure 3.10b) remain in the nominal value when the communication link
failure is produced.

In Figure 3.11, the real power does not change when a communication link failure is
produced (time-frame 2), because the controller detects the change in the communication
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network topology through the adjacency matrix, which is included in the consensus algorithm
of the controller. Notice that the communication network topology is connected when the
fail is produced.

60 80 100 120 140 160

Time [s]

49.9

49.95

50

50.05

50.1

F
re

q
u

e
n

c
y
 [

H
z
]

a)   Microgrid Frequency

DG 1

DG 2

DG 3

60 80 100 120 140 160

Time [s]

149.6

149.7

149.8

149.9

150

150.1

150.2

150.3

150.4

V
d
 [
V

]

b)   Microgrid Direct Voltage

DG 1

DG 2

DG 3

1 32 2 31

Communication link failure
Load 1

Load 2
Load 1

Load 2

Communication link failure

Figure 3.10: Distributed control response test by communication link failure a) Frequency
b) Voltage

60 80 100 120 140 160

Time [s]

0

500

1000

1500

2000

R
e

a
l 
P

o
w

e
r 

[W
]

Microgrid Real Power

DG 1

DG 2

DG 3

21 3

Load 1

Load 2Communication link failure

Figure 3.11: Distributed control response test by communication link failure - Real Power

3.3 Analysis and Discussion
The distributed controller proposed achieves the minimum operating cost when restoring fre-
quency and voltage. The controller uses its local measurements and information exchanged
among neighboring DG units through a communication network. In order to address eco-
nomic dispatch, the controller includes the first KKT condition in the formulation, and it
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does not need to know the topology of the microgrid, the minimum and maximum power
limits of the generating units are considered. The experimental results validate the dis-
tributed controller’s good performance against sudden changes in the load, failures in the
communications links, and plug-and-play operation of DG.

The controller proposed in this chapter considers the following technical and economic
tasks: minimum operating cost considering power limits of DG units, frequency, and voltage
restoration in a distributed approach. To achieve these tasks, measurements and information
exchanged among neighboring DG units through a communication network and consensus
algorithm are required. The assumption of this proposal is that a communication network
does not include delays, packet loss, connect network, and high bandwidth. However, the
congestion from the electrical lines in the microgrid is not considered. It is worth mention-
ing that in a distributed approach this task has a challenge. In the next section, a novel
distributed controller that solves the congestion from the electrical lines will be proposed.
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Chapter 4

Distributed Control Strategy for Optimal
Dispatch and Congestion Management

This chapter presents a novel distributed control strategy for frequency control, congestion
management, and optimal dispatch (OD) in isolated microgrids. The proposed strategy drives
the distributed generators (DGs) within the microgrid to a dispatch that complies with the
Karush-Kuhn-Tucker (KKT) conditions of a linear optimal power flow (OPF) formulation.
The controller relies on local power and frequency measurements, information from neigh-
bouring DGs, and line-flow measurements transmitted through a communications network.
Extensive simulations and experimental results show a good performance of the controller
against sudden changes in the load, congested lines and availability of DGs in the microgrid,
being able to successfully drive the system to an optimal economic operation.

4.1 Introduction
The optimal operation of a microgrid is typically obtained by solving an economic dispatch
problem under a centralized approach. However, due to the advantages of distributed control
approaches, recent works have proposed the use of distributed economic dispatch algorithms
based on the decomposition techniques. On the other hand, the congestion in the electrical
lines is a present issue in microgrid, because the DG units presents a plug&play operation,
causing congestion along the lines. This problem can be addressed by control systems that
manage congestion.

The multi-agent system (MAS) is a popular distributed control method, where a consensus
algorithm is used for the coordination of agents. For instance, in [78] a MAS has been
proposed for the optimal resource management in an isolated microgrid. In [94], frequency
regulation and optimal dispatch controls are proposed based on MAS. The incremental cost
consensus is frequently used when transmission losses are considered in optimal management
[11, 78, 80]. In [78] an Energy Management System (EMS) based on an incremental cost
consensus strategy is presented for optimal dispatch DG units and demand response. The
strategy proposed in [80] reaches consensus of lagrangian multipliers using a correction term
that ensures demand-supply balance.
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The optimal distributed control schemes have also been used in bulk power systems. Some
applications are presented in [79,113–115]. In [113] a decentralized optimal frequency control
with controllable loads is described. In [114] a distributed optimal frequency control for a
power system is proposed, achieving automatic congestion control.

The control of isolated microgrids is more challenging than in grid-connected ones due
to a more critical demand-supply balance, and limited controllable assets to solve voltage
and overloading problems [5]. Lines overloading, or congestion, can significantly affect the
lifetime of the distribution lines and transformers in the microgrid, and the activation of
thermal protections could can lead to unsupplied demand [9].

In bulk power systems, the congestion of transmission corridors is typically managed by
re-dispatching generation units; however, more a advanced control can also be achieved by
phase shifters, line switching, FACTS/HVDC controllers, and even load curtailment [20]. In
distribution networks, the problem of congestion management has been mostly approached
using demand flexibility [9,21–23], or smart transformers [104]; where the proposed solutions
require adding new expensive technology to existing systems, or using distributed optimiza-
tion techniques.

Recently, in [24], a consensus-based algorithm for frequency regulation in isolated micro-
grid has been proposed, taking into account the congestion of distribution lines. This work
addresses the problem of congestion using a hierarchical approach where the Distribution
Network Operator (DNO) sends optimal set points of generation, and a lower-level control
changes these set point values for congestion management; therefore, the new set points are
not optimal. To the best of the authors’ knowledge, the problem of combined congestion
management and optimal dispatch in microgrids has not been thoroughly studied in the
existing literature.

In [116], a distributed control approach is proposed for frequency control and congestion
management; however, the optimal economic operation is not considered. On the other
hand, [114] present a distributed controller for cost-minimizing frequency regulation with
consideration of capacity constraints and tie-line congestion in bulk power systems. This
distributed control assumes a base economic dispatch and minimizes the cost of deviation
to solve capacity violations, considering the use of virtual phase estimators to identify limit
violations.

This thesis proposes a distributed inverter-control scheme for optimal dispatch of isolated
microgrids considering congestion. Control rules are based on a decomposition of the optimal
dispatch problem of a microgrid, and relies on local voltage and frequency measurements, as
well as global congestion alerts triggered by current measurements in selected distribution
lines. The contributions of this paper are as follows:

(i) A novel distributed control architecture for frequency control, congestion management,
and optimal operation of the microgrid is proposed.

(ii) The proposed control strategy solves KKT conditions of a linear OPF formulation based
on real system measurements, without requiring a mathematical power flow model.
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(iii) We provide strong evidence via simulations that the controller is able to restore the
optimal operation of the microgrid in the time-scale of the secondary frequency control.
Moreover, the equivalence of the controller steady-state and KKT conditions of a linear
OPF formulation is demonstrated.

This section shows a formulation of the network-constrained optimal dispatch problem
in isolated microgrids. The formulation is then used to derive a distributed frequency and
congestion controller that drives the system to a solution of the optimal dispatch problem.
The proposed controller assumes the availability of current measurements from distribution
lines and local DG controllers, all of which are shared through a communications network
that allows bidirectional exchange of information.

4.2 Centralized Optimal Dispatch
Let’s consider a balanced three-phase isolated microgrid, with a set of buses J = {1, . . . , J},
a set of DGs N = {1, . . . , N} and a set of distribution lines L = {1, . . . , L}. Each bus is
equipped with either a generation unit, a load, or both.

Inductive lines of reactance Xij connect buses i and j. Generation units inject real power
Pi to the microgrid, which is constrained within minimum and maximum limits.

The optimal dispatch problem considered in this work determines the least-cost dispatch
of controllable DG units in a microgrid while maintaining line currents within limits. The
formulation is based on a single-bus system representation without losses; however, line
capacity limits are imposed by additional constraints on DG power injections, as follows:

minimize
P

∑
i∈N

Ci(Pi) (4.1a)

subject to PD =
∑

i∈N
Pi (4.1b)

I`(P) ≤ Imax
` ∀ ` ∈ L (4.1c)

Pmin
i ≤ Pi ≤ Pmax

i ∀ i ∈ N (4.1d)

where N and L are the sets of DGs and distribution lines in the microgrid, respectively, Pi

is the real power dispatch of generator i, Ci(Pi) is a convex cost function, P = {Pi : i ∈ N},
PD is the total microgrid demand, and Imax

` is the current limit of line `.

The function I`(P) represents the magnitude of the current in distribution line ` in terms
of the real power dispatch of DGs. In general, I`(P) is a non-linear function [117], and hence
the optimization problem (4.1) is non-convex.

By considering the following linear approximation of I`(P) at a particular operating point
I0` :

I`(P) ≈ I0` +
∑n

i=1
PiGi` (4.2)

, equation (4.1c) can be replaced by:

I0` +
∑

i∈N
PiGi` ≤ Imax

` ∀ ` ∈ L , (4.3)
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where Gi` corresponds to the participation factor of generator i in the current of distribution
line `. For a particular operating point Gi` includes the sign of the current; thus lower
limits on line currents are not required. It is assumed that participation factors Gi` can be
externally provided by, for example, an online estimator. The Gi` estimation methodology
used in this work is described in detail in subsection II-B.

The non-convex inequality constraints (4.1c) are replaced by (4.3); then, the problem
(4.1) becomes convex. It is assumed that Slater’s constraint qualification condition holds,
implying strong duality, and that the problem may be studied through its Lagrange dual.
The Lagrangian function of the optimal dispatch problem (4.1a), (4.1b), and (4.1d), using
the linear approximation of functions I`(P) (4.3) is:

L(Pi,λ, γ`, σ
+
i , σ

−
i ) =

∑
i∈N

Ci(Pi)

+ λ
(
PD −

∑
i∈N

Pi

)
+
∑

`∈L
γ`

(
I0` +

∑
i∈N

PiGi` − Imax
`

)
+
∑

i∈N
σ+
i (Pi − Pmax

i )

+
∑

i∈N
σ−i (Pmin

i − Pi)

(4.4)

where the Lagrange multiplier λ is associated with the power balance constraint (4.1b), {γ`}
with line capacity limits (4.3), and {σ+

i , σ
−
i } with the maximum and minimum power outputs

of DGs in equation (4.1d), respectively. The KKT optimality conditions of the problem are:
Stationarity condition:

∂L
∂Pi

= ∇Ci(Pi)− λ+
∑

`∈L
γ`Gi` + σ+

i − σ−i = 0 i ∈ N (4.5a)

Complementary slackness:

γ`

(
I0` +

∑
i∈N

PiGi` − Imax
`

)
= 0 ` ∈ L (4.5b)

σ+
i (Pi − Pmax

i ) = 0 i ∈ N (4.5c)
σ−i (Pmin

i − Pi) = 0 i ∈ N (4.5d)

Primal feasibility:

(4.1b), (4.1d) and (4.2)

Dual feasibility:

γ`, σ
+
i , σ

−
i ≥ 0 i ∈ N ` ∈ L (4.5e)

From (4.5a), it follows that at the optimal point, it must be true that

λ = ∇Ci(Pi) +
∑

`∈L
γ`Gi` + σ+

i − σ−i i ∈ N (4.6)

Based on the optimality conditions of the centralized optimal dispatch problem, a new
distributed control strategy is designed with the objective of providing frequency regulation,
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while driving the microgrid to an optimal dispatch that complies with the KKT conditions
(4.5).

Note that the formulation of the optimization problem does not include the coupling be-
tween line-currents and reactive power injections, since it is assumed the DAPI voltage control
described in [32], and implemented in our case studies, controls reactive power injections to
maintain voltages in their nominal values at all nodes. Thus, this work focuses on frequency
control and congestion control by means of optimally dispatching of real power of DG units.

4.3 Online Estimator of Participation Factors
The online estimation methodology considers an event-based update of participation factors
Gi`, summarized as follows:

(i) Instantaneous participation factors G∗i`(t) are continuously calculated as G∗i`(t) =
∆I`(t)/∆Pi(t), ∀`, where ∆Pi(t) = Pi(t)− P ref

i and ∆I`(t) = I`(t)− Iref` . Parameters
P ref
i and Iref` correspond to a previous operating point of the microgrid for which the

current participation factors are deemed valid.

(ii) Variables Pi(t) are monitored for changes beyond a pre-defined threshold with respect
to P ref

i (e.g., 5% changes). Let us call t∗ the time for which such condition is verified.

(iii) Parameters Gi` are updated after a pre-defined deadband period δ, as Gi` = G∗i`(t
∗+δ),

and parameters P ref
i and Iref` are updated as P ref

i = Pi(t
∗ + δ), Iref` = I`(t

∗ + δ).
Parameter δ is necessary to allow the instantaneous participation factors to arrive to
a steady-state value after a disturbance in the system, in order to avoid unnecessary
oscillations in the congestion controller. In particular, we use a value of δ = 0.5s in our
case studies.

4.4 Distributed Control Scheme
Figure 4.1 shows the architecture of local controllers of each DG that enables the distributed
control strategy. Three control layers are distinguished. The first layer corresponds to the
output voltage and current controls, which rely only on local measurements. The second
control layer corresponds to the primary droop, which determines the reference of frequency
(ωi) and voltage (Ei), used in the first control layer. Finally, the third control layer is related
to voltage and frequency regulation, and the proposed congestion control. The voltage reg-
ulation control maintains the voltage at its nominal value, whereas the frequency regulation
and proposed congestion control change the reference of the frequency droop controllers in
order to maintain the frequency at its nominal value, remove the overloading of distribution
lines, and drive the system to an optimal dispatch. In order to achieve the objectives of
the third layer, local DG controllers minimize the terms of the lagrangian function in (4.4)
associated with their local variables for given values of lagrangian multipliers. Then, by
using a distributed averaging strategy, the controllers converge to unique global values of
such multipliers. The exchange of information between local DG controllers occurs through
the communication network shown in Figure 4.1. The required communication network, fre-
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quency regulation control and congestion control strategies are explained in more detail in
the following sections.

Figure 4.1: Distributed control architecture for each DG

4.4.1 Communication Structure

A communication network is required for the implementation of the proposed distributed
control scheme. The bidirectional network is modelled as an undirected graph G = (N , E , A)
between the DG units N = {1, . . . , N}, where E is the set of communication links and A is
the nonnegative N × N weighted adjacency matrix. The elements of A are aij = aji ≥ 0,
with aij > 0 if and only if {i, j} ∈ E [32,57]. Let xi ∈ R denote the value of some quantity of
interest at bus i; in our specific context, xi will be an internal controller variable. It is said
the variables xi achieve consensus if xi(t)− xj(t)→ 0 as t→∞. Consensus can be achieved
via the following algorithm [55]:

ẋi = −
∑

j∈N (i)
aij(xi − xj)

which is distributed according to the topology of the communication network.

Remark 1 (Communication Requirements)

The communications network through which the DG units exchange information, defined by
the adjacency matrix A (see Figure 4.2), does not necessarily have the same topology as
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Figure 4.2: Communication topology and adjacency matrix.

the electric network of the microgrid. In this work, in order to ensure the optimal dispatch,
power sharing, and congestion management, the communications network must allow bidi-
rectional exchange of information. Also an ideal communication (without delays) is assumed.
Notice that the use of the adjacency matrix can be extended to discrete, asynchronous and
synchronous communication with delays [32,57].

4.5 Congestion Control and Optimal Operation
This section presents a novel distributed congestion control to eliminate overloading in distri-
bution lines of microgrids while maintaining optimality of dispatch (4.7). The design is based
on the convex optimization problem (4.1a), (4.1b), (4.1d) and (4.3) presented in Section 4.2.

ωi = ω∗ −mi(Pi) + Ωi + ρi (4.7a)

kiΩ̇i = −(ωi − ω∗)−
∑

j∈N (i)
aij(Ωi − Ωj) (4.7b)

k1i ρ̇i = −
∑

j∈N (i)
aij(λi − λj) (4.7c)

k2i γ̇i` = −
∑

j∈N (i)
aij(γi` − γj`)

+ µ1
i max

{
I` +

1

µ1
i

k3i γi` − Imax
` , 0

}
− k3i γi`

(4.7d)

k4i σ̇
+
i = µ2

i max

{
Pi +

1

µ2
i

k5i σ
+
i − Pmax

i , 0

}
− k5i σ+

i (4.7e)

k6i σ̇
−
i = µ3

i max

{
Pmin
i +

1

µ3
i

k7i σ
−
i − Pi, 0

}
− k7i σ−i (4.7f)

λi = ∇Ci(Pi) +
∑

`∈L
γi`Gi` + σ+

i − σ−i (4.8)
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The proposed controller aims at driving the system to an optimal dispatch that complies
with the KKT conditions of the problem. For this purpose, equation (3.7) is modified as
(4.7a), where the additional term ρi is a secondary control action to drive the units to their
optimal dispatch level considering congestion in the lines, and k1i is a positive gain of the
controller. In particular, control actions ρi will introduce a perturbation to the frequency
droop controller in (4.7a) that changes the dispatch of DGs until all units reach the same
value of λ, which corresponds to the (unique) dual variable associated with the demand-
supply balance equation of the microgrid’s optimal dispatch problem, (1b). The condition of
λi = λj = λ in steady-state is enforced by equation (4.7c).

As in (4.3), Gi` represents the participation factor of unit i in the current of line `, and it
is obtained from an external online estimator.

Based on equation (4.6), the λi of each DG that complies with the stationarity condition
can be calculated from (4.8). Variable γi` is a distributed congestion control action; γi` in
equilibrium corresponds to the dual variable γ` in (4.5b). Finally, σ+

i and σ−i are local control
actions to keep the active power dispatch of DG units within limits, which in equilibrium
correspond to the dual variables associated with maximum and minimum active power limits,
respectively.

The control action γi` is obtained from equation (4.7d), where the first term on the right-
hand-side introduces a perturbation whenever there is a mismatch between the γi`’s observed
by neighbouring DGs. This is necessary in order to obtain unique γ` actions in steady state,
which can then be interpreted as dual variables of line-current limit equations (4.3). The
second and third terms induce an increase in the value of γi` in case of overloading of line `,
and a decrease down to zero when the overloading is (strictly) resolved. This is consistent
with the fact that, if line ` is overloaded, the value of γ` is being underestimated by the
controller; hence, it must be increased. Similarly, if the line-current limit is non-binding,
the value of γ` must decrease down to zero. Finally, k2i , k3i , and µ1

i are positive gains of the
controller. It is assumed throughout the paper that k3i /µ1

i = κ > 0 for all i ∈ N .

Likewise, equations (4.7e) and (4.7f) induce increases in the values of σ+
i and σ−i whenever

unit i goes beyond its maximum or minimum active power dispatch levels, respectively. Also,
control actions σ+

i and σ−i are driven down to zero by the second term of the controller if the
active power dispatch of unit i is strictly within limits, where k4i , k5i , k6i , k7i , µ2

i and µ3
i are

positive gains of the controllers.

The design and proper operation of the proposed distributed controller relies on the fol-
lowing assumptions:

(i) Each DG in the microgrid is able to communicate Ωi, λi, γi`, I` to neighboring DGs
through a connected and bidirectional communication network.

(ii) Each DG has information of γi` for all distribution lines of the microgrid, and each line
subject to congestion has at least one DG with non-zero participation factor associated.

(iii) Current measurements of all distribution lines are available to the local controllers of
all DGs in the microgrid.
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(iv) Participation factors Gi` are calculated with reasonable accuracy by an external online
estimator and are available to each DG.

(v) Reactive power is only used for voltage control, and it is not available for solving
overloading problems.

(vi) There is no conflict between control actions of congestion controllers of the different
lines.

4.6 Distributed Congestion Control Optimality Demostra-
tion

Figure 4.3 shows the closed-loop microgrid system. The network model is defined by (4.9),
where p`(θ) in (4.9a) is the power flow from the line `, Bij is the line susceptance, and Vi and
Vj are the voltages at i and j nodes. In (4.9b) the active power in the DG i is defined, where
PDi is the demand at the node i.

p`(θ) = ViVjBij(θi − θj) ` = {i, j} (4.9a)

Pi(θ) = PDi −
∑

j∈N
ViVjBij(θi − θj) i ∈ N (4.9b)

Using also the proposed distributed control (4.7) and (4.8), the closed-loop microgrid system
is given by the following equations (4.10)

θ̇i = ω∗ − ωi (4.10a)

θ̇i = −mi(Pi) + Ωi + ρi (4.10b)

kiΩ̇i = mi(Pi)− Ωi − ρi −
∑

j∈N (i)
aij(Ωi − Ωj) (4.10c)

k1i ρ̇i = −
∑

j∈N (i)
(∇Ci(Pi) +

∑
`∈L

γi`Gi` + σ+
i − σ−i )

− (∇Cj(Pj) +
∑

`∈L
γj`Gj` + σ+

j − σ−j )
(4.10d)

k2i γ̇i` = −
∑

j∈N (i)
aij(γi` − γj`)

+ µ1
i max

{
I` +

1

µ1
i

k3i γi` − Imax
` , 0

}
− k3i γi`

(4.10e)

k4i σ̇
+
i = µ2

i max

{
Pi +

1

µ2
i

k5i σ
+
i − Pmax

i , 0

}
− k5i σ+

i (4.10f)

k6i σ̇
−
i = µ3

i max

{
Pmin
i +

1

µ3
i

k7i σ
−
i − Pi, 0

}
− k7i σ−i (4.10g)

4.6.1 Distributed Congestion Control Optimality

This subsection discusses the optimality of the stationary points of the proposed distributed
controller.
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Figure 4.3: Close-loop microgrid system.

The optimum solution of the optimization problem described by (4.1a), (4.1b), (4.1d),
and (4.3), must comply with the KKT conditions. Thus, in the following, an equilibrium
point of the closed-loop system (4.10) also verifies the KKT conditions in (4.5a)-(4.5e).

Theorem 1 Distributed Optimal Dispatch. Consider the optimal dispatch problem
(4.1a), (4.1b), (4.1d), and (4.3), and the closed-loop microgrid system (4.10). Assume that
the dispatch problem has a strictly feasible point. Let
(θ∗i ,Ω

∗
i , ρ
∗
i , γ
∗
i`, (σ

+
i )∗, (σ−i )∗) be an equilibrium point of the closed-loop microgrid, and let

P ∗i := PDi −
∑

j∈N (i)
ViVjBij(θ

∗
i − θ∗j ), i ∈ N

λ∗i := ∇Ci(P
∗
i ) +

∑
`∈L

γ∗i`Gi` + (σ+
i )∗ − (σ−i )∗

be the real power injections of each DG unit, and their lagrangian multipliers associated with
the demand-supply balance equation. The following statements hold:

(i) for each ` ∈ {1, . . . , L}, there is a constant γ∗` ≥ 0 such that

γ∗i` = γ∗` for all i ∈ N ;

(ii) there is a constant λ∗ such that

λi = λ∗ for all i ∈ N ;

(iii) (P ∗i , λ
∗, γ∗` , (σ

+
i )∗, (σ−i )∗) is an optimal point of the optimization problem (4.1a), (4.1b),

(4.1d), and (4.3) .

The proof of Theorem 1 is presented in following section.

Proof of Theorem 1

Theorem 1 states that any equilibrium point of the closed loop system under the proposed
controller is also a KKT point. We proceed by showing that any equilibrium of the closed-loop
microgrid yields a solution of the KKT condition.
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Stationarity condition: We begin with (4.7c). Since the communication graph G
is connected, it follows from (4.7c) that λi = λj = λ for some constant λ for all i, j [55].
Equation (4.8) then immediately yields the KKT stationarity condition (4.6).

Primal feasibility of power balance (4.1b):

Equation (4.1b) corresponds to physical constraints of energy balance that is always sat-
isfied in the system. From equation (4.10) of the closed-loop microgrid system, it is directly
deductible (4.10a) that at equilibrium, ωi = ω∗, this equality is satisfied when the power
balance is achieved.

Complementary slackness of DG active power limits:

The equations (4.7e) and (4.7f) in equilibrium yield

0 =µ2
i ·max

{
Pi +

1

µ2
i

k5i σ
+
i − Pmax

i , 0

}
− k5i σ+

i (4.11a)

0 =µ3
i ·max

{
Pmin
i +

1

µ3
i

k7i σ
+
i − Pi, 0

}
− k7i σ−i (4.11b)

for all i ∈ {1, . . . , n}. We will prove that complementarity condition (4.5c) holds in equilib-
rium, using equation (4.11a). In light of (4.11a), the set of buses can be partitioned into two
disjoint sets U, V ⊂ {1, . . . , n} such that

Pi +
1

µ2
i

k5i σ
+
i − Pmax

i ≤ 0 , i ∈ U , (4.12a)

Pi +
1

µ2
i

k5i σ
+
i − Pmax

i > 0 , i ∈ V . (4.12b)

Then equation (4.11a) can be reduced to

0 = −k5i σ+
i , i ∈ U ,

0 = µ2
i (Pi − Pmax

i ) , i ∈ V ,

from which we conclude that σ+
i = 0 for all i ∈ U and Pi = Pmax

i for all i ∈ V . In either
case, we conclude that σ+

i (Pi − Pmax
i ) = 0. For i ∈ U , substitution of σ+

i = 0 into (4.12a)
immediately shows that Pi ≤ Pmax

i and for i ∈ V , substitution of Pi = Pmax
i into (4.12b)

implies that σ+
i > 0. We conclude that the complementary slackness condition (4.5c) holds,

that the upper bound in (4.1d) is primal feasible, and that the multipliers σ+
i are dual feasible.

Analogous arguments using (4.11b) show complementary slackness for σ−i , primal feasibility
of the lower bound in (4.1d), and dual feasibility of σ−i .

Complementarity condition of line current limits: The equation (4.7d) at equilib-
rium yields

0 = −
∑

j∈N (i)
aij(γi` − γj`)

+ µ1
i max

{
I` +

1

µ1
i

k3i γi` − Imax
` , 0

}
− k3i γi`

(4.13)
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for all ` ∈ {1, . . . , L}. We will show that the complementarity condition (4.5b) holds. For
each line `, we partition the set of DGs into two disjoint subsets R, S ⊂ {1, . . . , n}

I` +
1

µ1
i

k3i γi` − Imax
` ≤ 0 , i ∈ R , (4.14a)

I` +
1

µ1
i

k3i γi` − Imax
` > 0 , i ∈ S . (4.14b)

With these definitions, equation (4.13) reduces to∑
j∈N (i)

aij(γi` − γj`) = −k3i γi` , i ∈ R , (4.15a)∑
j∈N (i)

aij(γi` − γj`) = µ1
i (I` − Imax

` ) , i ∈ S . (4.15b)

The rest of the demonstration is separated in 3 cases:

• Case I: S = ∅ (i.e., i ∈ R, ∀i)

• Case II: R = ∅ (i.e., i ∈ S, ∀i)

• Case III: Both R and S are non-empty.

Case I

When S is empty, it follows from (4.15a) that

0 = −
∑

j∈N (i)
aij(γi` − γj`)− k3i γi`

for all i ∈ {1, . . . , n}. Letting γ` = (γ1`, γ2`, . . . , γn`)
T, this equation may be written in matrix

form as Mγ` = 0, where

Mij =

{
−aij if i 6= j∑

j∈N (i) aij + k3i if i = j

Since k3i > 0 for all i ∈ {1, . . . , n}, the symmetric matrix M has strictly positive diagonal
entries and is strictly diagonally dominant; it is therefore positive definite, and we conclude
that γ` = 0. We may therefore take γ∗` = 0 in statement (i) of the Theorem. From (4.14a)
then, we conclude that I` − Imax

` ≤ 0. Therefore, the primal feasibility condition (4.3) is
satisfied, the complementary slackness condition (4.5b) is satisfied, and the multipliers are
dual feasible.

Case II

When the set R is empty, it follows from (4.15b) that∑
j∈N (i)

aij(γi` − γj`) = µ1
i (I` − Imax

` ) ,
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for all i ∈ {1, . . . , n}. Summing all these equations, we obtain∑
i∈N

∑
j∈N (i)

aij(γi` − γj`) =
∑

i∈N (i)
µ1
i (I` − Imax

` ) ∀i, `

Since the communication graph G is undirected, the sum on the left is zero and we find
that

∑n
i=1 µ

1
i (I` − Imax

` ), which implies that I` = Imax
` . Substituting I` = Imax

` into (4.14b),
we find that γi` > 0. Substituting I` = Imax

` into (4.15b), we find that∑
j∈N (i)

aij(γi` − γj`) = 0 .

Since the communication graph G is connected, this equation holds if and only if γi` = γj`
for all i, j ∈ {1, . . . , n}.

We may therefore take γ∗` = γn` > 0 in statement (i) of the theorem. We conclude that the
primal feasibility condition (4.3) is satisfied, the complementary slackness condition (4.5b)
is satisfied, and the multipliers γ∗` are dual feasible. Case III: Now assume both sets S and
R are non-empty. Assume first that the line ` is not congested, meaning that I` − Imax

` ≤ 0.
From (4.14a)–(4.14b) it holds that

(I` − Imax
` ) ≤ − 1

µ1
i

k3i γi` , i ∈ R ,

(I` − Imax
` ) > − 1

µ1
i

k3i γi` , i ∈ S .

Assuming that k3i /µ1
i = κ > 0 for all i ∈ {1, . . . , n}, the above inequalities immediately

imply that
γi` > γj` , i ∈ S , j ∈ R . (4.16)

Equation (4.15b) implies that∑
j∈N (i)

aij(γi` − γj`) ≤ 0 , i ∈ S .

Since aij > 0 for j ∈ N (i), this inequality implies that

for all i ∈ S there exists j ∈ N (i) s.t. γj` ≥ γi` . (4.17)

Now let γS = maxi∈S γi` and let I∗ ⊆ S be the set of indices for which the maximum is
achieved. We claim that there exists an i∗ ∈ I∗ such that i∗ has a neighbour in the set
R. To see that this is true, suppose that there was no such neighbour, which means that
N (i∗) ⊂ S for all i∗ ∈ I∗. Then (4.17) implies that γj` = γS for all j ∈ N (i∗), and therefore
that N (i∗) ⊂ I∗. Since the graph G is connected and R is non-empty, this argument can be
repeated a finite number of times until we find an index i∗ ∈ I∗ with a neighbour in R. For
this index, (4.17) implies that there exists a j ∈ N (i∗)∩R such that γj` ≥ γS. However, this
directly contradicts (4.16).

A similar contradiction argument can be applied in the case when the line is congested,
meaning I` > Imax

` . We conclude that the assumption that the sets S and R are both non-
empty was invalid, and therefore one set must always be empty, and we reduce to Case I or
Case II.
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4.7 Simulation Results
In order to validate the proposed distributed control strategy, its performance is assessed in a
case study using the microgrid configuration shown in Figure 4.4. The microgrid is composed
of five DG units, six distribution lines and four distributed loads. The characteristics of DG
units and network parameters are given in Table 4.1 and Table 4.2, respectively.

The generation cost functions of DG unit are assumed quadratic (Ci = αiP
2
i + ϑiPi + ψi),

with parameters shown in Table 4.3 [118]. The communications network is represented by
dashed lines in Figure 4.4. The control scheme shown in Figure 4.1 is implemented in each
DG unit, together with the proposed distributed control described by equations (4.7) and
(4.8).

The simulation was performed using the software PLECS [119], considering current mea-
surements from each line, and local measurements of frequency, real power injection, output
current, and voltage.

Figure 4.4: Microgrid study case

For voltage regulation purpose, DAPI voltage-regulation and reactive-power-sharing con-
trollers are implemented based on [32]. The droop voltage Ei is defined by (4.18), where
ni represents the Q-E droop coefficient, E∗ is the nominal voltage of the microgrid, Qi is
the reactive power injection, and ei is the control action for voltage regulation, obtained
from equation (4.19); ei establishes a trade-off between voltage regulation and reactive power
sharing, where Q∗i is the reactive power rating of unit i. The consensus approach is used in
order to achieve proportional reactive power sharing, where the normalized reactive power
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injection Qj

Q∗
j
of each DG is transmitted through the communications network shown in Figure

4.2. The terms βi and ki are positive gains, and bij is an element of the adjacency matrix of
the bidirectional communications network.

Ei = E∗ − niQi + ei (4.18)

kiėi = −βi (Ei − E∗)−
∑

j∈N (i)
bij

(
Qi

Q∗i
− Qj

Q∗j

)
(4.19)

Table 4.1: DG characteristics
Parameter Symbol DG1-DG5

Maximum Active Power Pmax
i 2kW

Minimum Active Power Pmin
i 0kW

P-W Droop Coefficient mi 0.0025
Q-E Droop Coefficient ni 0.0015
Frequency Control Gain ki 0.5

Congestion Control Gain 1 k1i 0.5
Congestion Control Gain 2 k2i 0.25
Congestion Control Gain 4 k4i 0.1
Congestion Control Gain 6 k6i 0.1
Congestion Control Gain 7 k3i /µ

1
i = κ 10

Voltage Control Gain ki 1

Table 4.2: Microgrid parameters
Parameter Symbol Value

Nominal Frequency ω∗/2π 50 Hz
Nominal Voltage E∗ 230 Vrms
Filter Capacitance C 25µF
Filter Inductance Lf 1.8mH
Output Impedance Lo 1.8mH
Line Impedance 1 R,L 0.7Ω, 1.9mH
Line Impedance 2 R,L 0.7Ω, 1.9mH
Line Impedance 3 R,L 0.7Ω, 1.9mH
Line Impedance 4 R,L 0.7Ω, 1.9mH
Line Impedance 5 R,L 0.7Ω, 1.9mH
Line Impedance 6 R,L 0.7Ω, 1.9mH

4.7.1 Simulation Setup

Simulations for the dynamic performance of the controllers were carried out using a time-
frame of 55 seconds. At 10 seconds, a 34% incremental step-change is applied to loads 1 and
3, and a 5% incremental step-change is applied to loads 2 and 4, producing the congestion
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Table 4.3: DG Cost parameters
Parameter DG1 DG2 DG3 DG4 DG5
αi [$/kW 2] 0.264 0.444 0.4 0.5 0.25
ϑi [$/kW ] 0.067 0.111 0.1 0.125 0.063
φi [$] 0 0 0 0 0

of line 5. At 25 seconds, another 12% incremental step-change is applied to loads 1 and 3,
and a 39% incremental step-change is applied to loads 2 and 4, yielding an overload of lines
2 and 3 of the microgrid. Finally, at 40 seconds, an 18% decremental step-change is applied
to all loads.

The controller gains were tuned using a heuristic approach, where a first approximation
of the gains was obtained using the root locus method applied to a condition where all the
controllers are active (i.e., all the max operators take the value of the first argument). Then,
several simulations were carried out for different operating points in order to fine-tune the
gains, with satisfactory results. A more precise tuning of the controller could be performed
using meta-heuristic optimization techniques; however, this is not addressed in the present
work.

4.7.2 Simulation Results

In this section, the dynamic performance of the proposed controller (4.7), (4.8) is illustrated
and discussed. It can be observed from Figure 4.5a and Figure 4.5b that the controller is
able to successfully restore frequency and resolve congestion after each load perturbation. In
specific, Figure 4.5a shows how the controller is able to restore the frequency of all DG units
to their nominal value, after a transient of limited excursion.

Likewise, Figure 4.5b illustrates that thanks to the correct performance of the controller
(4.7c)-(4.7f), (4.8), the congestion is quickly eliminated by driving line currents within limits.
Figure 4.5b shows that before the first step-change in load all line currents are below their
maximum limit, whereas Figure 4.5c shows that the load’s real power is shared unevenly
among the 5 DG units, due to their different cost functions. At 10 seconds, the first step-
change occurs and line 5 becomes overloaded; however, the distributed congestion controller
removes the overloading in less than 3 seconds, which is fast enough to avoid the activation
of thermal protections in distribution lines. At 25 seconds, a second step-change in load is
applied, resulting in an overloading of lines 2 and 3. Once again, the congestion control is
able to resolve the congestion within a few seconds, as shown in Figure 4.5b (from 25 to 45
seconds).

The real power injected by each DG is shown in Figure 4.5c. When the congestion control
action is zero (from 0 to 10 seconds and 40 to 55 seconds), the load’s real power is shared
among the DG units according to their operating cost (Table 4.3). However, when a control
action is required to resolve a congestion (from 10 to 40 seconds), the real power injections
of DG units are redistributed in order to remove the line overloading based on their different
cost functions and participation factors.

57



5 10 15 20 25 30 35 40 45 50 55

Time[s]

49.8

49.9

50

50.1

50.2

F
re

q
u

en
cy

 [
H

z]

DG1 DG2 DG3 DG4 DG5                               a)

5 10 15 20 25 30 35 40 45 50 55

Time[s]

0

0.5

1

1.5

C
u

rr
en

t 
[p

.u
.]

      Line1 Line2 Line3 Line4 Line5 Line6  b)

5 10 15 20 25 30 35 40 45 50 55

Time [s]

500

1000

1500

R
ea

l 
P

o
w

er
 [

W
]

DG1 DG2 DG3 DG4 DG5                               c)

Figure 4.5: Distributed congestion control response a) Frequency at each DG, b) Current
from the lines, c) Real power injection for each DG

The frequency restoration is driven by the control actions Ωi in each DG unit, which
are shown in Figure 4.6a. It can be observed that the actions converge to a unique value
for all units that restores nominal frequency. Figures 4.6b, 4.6c, and 4.6d show the control
actions γi` used to remove the congestion in each line, respectively. On the other hand,
Figure 4.6d shows how γi5 are nonzero in the 10 to 25 seconds time-window in order to
resolve the congestion in line 5. Likewise, in Figure 4.6b and Figure 4.6c the 25 to 40 seconds
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time-window, both γi2 and γi3 control actions are required.
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Figure 4.6: a) Control action for frequency regulation, b) Congestion control action for line
2, c) Congestion control action for line 3, d) Congestion control action for line 5

Figure 4.7 shows the λi of each DG unit. It can be observed that, in steady-state the values
of λi converge to a unique value for all units, which then corresponds to the dual variable
associated with the demand-supply balance equation in the centralized optimal dispatch
problem.
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Figure 4.7: Lagrange multiplier λ

In order to analyze the performance of the controller against the sudden loss of a DG unit, a
34% incremental step-change is simulated in loads 1 and 3, and a 5% incremental step-change
in loads 2 and 4 at 10 seconds, and the sudden loss of unit DG2 at 20 seconds, with both
frequency regulation and congestion controllers activated. The simulation results are shown
in Figure 4.8. Figure 4.8a shows that after the disconnection of DG2, frequency is restored
to its nominal value within 2-3 seconds; moreover, Figure 4.8b shows that the congestion in
line 4 produced by the the disconnection of DG2 is eliminated by the congestion controller
(from 20 to 40 seconds). Figure 4.8c shows that at 20 seconds the real power of unit DG2 is
drops to zero, and the remaining units increase their real power injections in order to satisfy
the microgrid’s demand, which remains unchanged, and considering the operating cost.
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Figure 4.8: Distributed congestion control response test by disconnecting DG2 a) Frequency
in each DG, b) Current from the lines, c) Real power injections for each DG

In order to analyze the performance of the controller against communication link fail-
ures we simulate a 34% incremental step-change in loads 1 and 3, and a 5% incremental
step-change in loads 2 and 4 at 10 seconds, followed by the simultaneous failure of the com-
munication links between units DG1 and DG2, and units DG3 and DG5 at 20 seconds,
illustrated in Figure 4.9. Finally, a decremental step-change in loads is applied at 30 seconds
to restore the initial loading of the microgrid. The simulation results are shown in Figure
4.10. It is observed that the proposed controller does not suffer noticeable deterioration in
its performance against the loss of the communication links. Noteworthy, this results assume
that the units have a dynamic adjacency matrix, which is instantly updated upon loss of
communication links.
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Figure 4.9: Microgrid communication topology a) Original topology, b) Topology with com-
munication links failure
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Figure 4.10: Distributed congestion control response test by communication link failure be-
tween ( DG1 and DG2), and (DG3 and DG5) a) Frequency in each DG, b) Current from the
lines, c) Real power injections for each DG
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In order to analyze the performance of the controller against communication delays, we
introduce constant delays τi in the consensus terms of the controller, as shown in equations
(4.20). We simulate a 34% incremental step-change in loads 1 and 3, and a 5% incremental
step-change in loads 2 and 4 at 30 seconds, and the performance of the controller is analyzed
for two cases: a) small time-delays (τi = 0.05s), and b) large time-delays (τi = 1s).

kiΩ̇i = −(ωi − ω∗)−
∑

j∈N (i)
aij(Ωi − Ωj(t− τi)) (4.20a)

k1i ρ̇i = −
∑

j∈N (i)
aij(λi − λj(t− τi)) (4.20b)

k2i γ̇i` = −
∑

j∈N (i)
aij(γi` − γj`(t− τi))

+ µ1
i max

{
I`(t− τi) +

1

µ1
i

k3i γi` − Imax
` , 0

}
− k3i γi`(t− τi)

(4.20c)

Figures 4.11a, 4.11b and 4.11c show the frequency of each DG for the cases of no commu-
nication delays (i.e., τi = 0s), small time-delays (τi = 0.05s), and large time-delays (τi = 1s),
respectively. It is observed that the performance of the controller with small time-delays is
very similar to the case with no delays, where the controller is able to restore frequency in
the microgrid within 2 seconds of the perturbation; however, in the case of large time-delays
the restoration of frequency is achieved in a much larger time, of nearly 15 seconds after the
load perturbation. Figure 4.12 shows response of the distributed congestion control in terms
of line currents, for the same 3 cases of time-delay. It is observed that the only line that faces
congestion is line 5, and the congestion is resolved in all the cases; however, the convergence
rate of the currents in the case of large time-delays shown in Figure 4.12c is noticeably slower
than the other 2 cases.
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Figure 4.11: Frequency response test with communication delay a) Without time-delay, b)
With small time-delays τi = 0.05s , c) With large time-delays τi = 1s
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Figure 4.12: Distributed congestion control response test with communication delay a) With-
out time-delay, b) With small-delays τi = 0.05s , c) With large-delays τi = 1s

Finally, the impact of estimation errors in Gi` factors is analyzed for different levels of
error: i) 25% over-estimation in each Gi`, ii) 25% under-estimation in each Gi`, and iii)
randomly assigned estimation error between -25% and 25% to each factor. The analysis
shows that the largest deviation from optimality is obtained in the case of a 25% over-
estimation of the factors, where the dispatch deviates a 0.079% from the optimal operation
(without estimation errors), which represents a 5.7% of the incremental cost incurred to
resolve congestion. Nevertheless, the congestion is resolved regardless of the estimation errors.

4.7.3 Eigenvalue Analysis

Using the proposed distributed congestion control, a linearized model of the closed-loop
system (4.10) is derived. The operating point used for the linearization is obtained from a
case study where two lines become congested; specifically lines 2 and 3.

Fig. 4.13 shows the eigenvalues obtained for the aforementioned operating point, and also
illustrates the eigenvalue trajectories for increments in the gains ki in (4.7b), k1i in (4.7c),
and k2i in (4.7d)). It is observed that the system is stable for the nominal values of the gains,
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which are presented in Table 4.1. Critical values of the gains ki, k1i and k2i were identified in
order to obtain stable limits for the controller gains.

Figure 4.13: Eigenvalue traces of closed-loop system (4.10) as controller gains are varied.
(Arrows indicate the direction of increasing gain. Black crosses indicate eigenvalues for the
nominal gain of (4.7) in the microgrid study case (Fig. 4.4). The most important eigenvalues
have been considered.)

This work does not include any theoretical stability analysis of the closed-loop system;
nevertheless, formal linearization provides some qualitative insights into the system behavior.

Given the nonlinearity of the closed-loop system introduced by the max functions, the
proposed controller necessitates a Lyapunov-based stability analysis. This could be performed
using the theory of integral quadratic constraints [120,121]; however, such analysis is outside
the scope of this work.

4.8 Experimental Results
In order to validate the proposed controllers, experimental tests were performed in the Labo-
ratory of Microgrids Control at the University of Chile shown in Figure 4.14. The microgrid
topology is composed of three converters, three local loads and three power lines.

The characteristics of DG units and network parameters are given in Table 4.4 and Table
4.5, respectively. Ethernet communication network is implemented to share information
among DGs, as is shown at left side of Figure 4.14, and it is able to emulate a communication
failure. The topologies, as well as the adjacency matrix A, with and without failure, are shown
in Figure 4.15.

66



Table 4.4: DG characteristics
Parameter Symbol DG1-DG3

Max Active Power Pmax
i 2kW

Min Active Power Pmin
i 0kW

P-W Droop Coefficient mi 2.5·10−3 rad
W·s

Q-E Droop Coefficient ni 1.5·10−3 V
var

Frequency Control Gain ki 0.5s
Voltage Control Gain ki 1s
OD Control Gain k1i 0.5s

Max Power Control Gain k4i 0.1s
Min Power Control Gain k6i 0.1s

Return to Zero Gain k3i
u1
i
, k

5
i

u2
i
, k

7
i

u3
i

0.01s

Congestion Control Gain k2i 0.1s

The distributed controller proposed in (4.7) and (4.8) is implemented in each DG unit, as
it can be see in Figure 4.1. The gains of the distributed controller implemented are shown
in Table 4.4. In this work different operating costs of each DG are considered, DG 2 has the
lowest operating cost and DG 3 is the more expensive, the generating cost function (4.21)
of each DG unit is assumed quadratic, the parameters used in this work are shown in Table
4.6 [118].

Ci(Pi) = aiP
2
i + biPi + ci (4.21)

Three operating scenarios are evaluated. i) Performance of the controller against sudden
changes in the load, and congested lines. ii) Controller performance against availability of
DGs in the microgrid, where the DG 3 is disconnected of the microgrid. iii) Communication
links failures scenario, where a failure of the communication link between DG 1 and DG 3 is
produced (See Figure 4.15b).

Figure 4.14: Microgrid experimental setup
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Table 4.5: Microgrid parameterCong
Parameter Symbol Value

Nominal Frequency ω∗/2π 50 Hz
Nominal Voltage E∗ 150 V
Filter Capacitance C 25µF
Filter Inductance Lf 1.8mH

Coupling Inductance Lo 2.5mH
Sampling Period TSP 1/16E2 S

Load 1 L1 22Ω

Load 2 L2 22Ω

Load 3 L2 15Ω

Line Impedance Lij 2.5mH
Cutoff f−Droop filter ωc 1*2π rad/S

Table 4.6: DG Cost parameters
Parameter DG1 DG2 DG3
ai [$/kW 2] 0.444 0.264 0.5
bi [$/kW ] 0.111 0.067 0.125

ci [$] 0 0 0

Figure 4.15: Microgrid communication topology a) Original topology b) Topology with
communication links failure

4.8.1 Dynamic Performance

In this section, the experimental dynamic performance of the proposed controller (4.7) and
(4.8) is illustrated and discussed.

At time-frame 1, the load 1 and the droop control is activated. The droop control is defined
by ωi = ω∗ − mi(Pi). At time-frame 2, the distributed proposed controller for economic
dispatch considering congestion control is activated ( (4.7)a to (4.7)f, and (4.8)). At time-
frame 3 the load 2 is added, where the congestion from the line 1 is produced as it can be
seen in Figure 4.16. At time-frame 4 the load 3 is added, where the lines are not congested.
Finally, at time-frame 5 the load 3 is removed, and the line 1 is congested again. It can be
observed from Figure 4.16 that the controller is able to successfully resolve congestion after
each load perturbation. In the 3 and 5 time-frame, the congestion is quickly eliminated by
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driving line currents within limits.
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Figure 4.16: Current from the lines

It can be observed from Figure 4.17a and Figure 4.17b that the controller is able to
successfully restore frequency and resolve congestion after each load perturbation. In specific,
Figure 4.17a shows how the controller is able to restore the frequency of all DG units to their
nominal value (See Figure 4.17a time-frame 2-5), when the controller is not activated the
frequency does not achieve to the nominal value (See Figure 4.17a time-frame 1). Likewise,
Figure 4.17b illustrates that thanks to the correct performance of the controller (4.7a)-(4.7f),
(4.8), the congestion is quickly eliminated by driving line currents within limits (See Figure
4.17b time-frame 3 and time-frame 5). At time-frame 3, the step-change occurs and line 1
becomes overloaded; however, the distributed congestion controller removes the overloading
in less than 3 seconds, which is fast enough to avoid the activation of thermal protections
in distribution lines. At time-frame 3, a step-change in load is applied, resulting in an
overloading of lines 1. Once again, the congestion control is able to resolve the congestion
within a few seconds, as shown in Figure 4.17b in time-frame 3 and time-frame 5.

Figure 4.17c shows the real power generated by each DG unit, at time-frame 1 the real
power is sharing by the units because only the droop control is activated, also the power
injected to the microgrid is equal in all DG units because their characteristics are the same
(See Figure 4.17c time-frame 1). At time-frame 1 and 2 the load does not change, as it can
be seen at time-frame 2 the DG units are re-dispatched considering the operating cost of each
unit shown in the Table 4.6 in order to archive the economic dispatch of the microgrid, the
DG 2 generates more real power than the other units because its operating cost is the lowest,
while DG 3 injects less real power than the other DG units because this is more expensive
(See Figure 4.17c time-frame 2). The same performance is shown in the time-frame 4, where
the lines are not congested. However, when a control action is required to resolve a congestion
(time-frame 2 and time-frame 5), the real power injections of DG units are redistributed in
order to remove the line overloading based on their different cost functions and participation
factors, as can be see, the DG 2 generates more real power than the other units because its
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operating cost is the lowest (See Figure 4.17c time-frame 3 and time-frame 5). The good
performance of the proposed controller is shown with an increment and decrement of load at
time-frame 3 to time-frame 5.
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Figure 4.17: Distributed congestion control response a) Frequency at each DG, b) Current
from the lines, c) Real power injection for each DG

Figures 4.18 shows the control actions γi` used to remove the congestion in each line. On
the other hand, Figure 4.18a shows how γi1 (line 1) are nonzero in the time-frame 3 and
time-frame 5 in order to resolve the congestion in line 1. The other control actions γi2 and
γi3 are equal to zero because the 2 and 3 lines are not congested.
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Figure 4.18: a) Congestion control action for line 1, b) Congestion control action for line 2,
c) Congestion control action for line 3

Fig. 4.19 shows the λi of each DG unit. It can be observed that, in steady-state the values
of λi converge to a unique value for all units (See 4.19 time-frame 2 to time-frame 5), which
then corresponds to the dual variable associated with the demand-supply balance equation
in the centralized optimal dispatch problem. In the time-frame 1 lambda is different in all
DG units because the controller proposed is not activated.
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Figure 4.19: Lagrange multiplier λ
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4.8.2 Performance Against the Sudden Loss of a DG Unit

In order to analyze the performance of the controller against the sudden loss of a DG unit.
In this scenario the DG 3 is disconnected, the results are shown in Figure 4.20, in time-frame
4.

At time-frame 1, the load 1 and the droop control is activated. The droop control is defined
by ωi = ω∗ − mi(Pi). At time-frame 2, the distributed proposed controller for economic
dispatch considering congestion control is activated ( (4.7)a to (4.7)f, and (4.8)). At time-
frame 3 the load 2 is added, where the congestion from the line 1 is produced as it can be
seen in Figure 4.16b. Finally, at time-frame 4 the DG 3 is disconnected.

In Figure 4.20a the frequency are restored to the nominal value when the disconnection of
DG 3 is produced (time-frame 4). Figure 4.20b shows that the congestion in line 1 produced
by the the disconnection of DG3 is eliminated by the congestion controller (See Figure 4.20b
time-frame 4). Figure 4.20c shows the results of the real power injected, at time-frame 4
when the DG 3 is disconnected the real power is re-dispatched considering the operating cost
of each DG, thus the DG 2 supplies more real power than DG 1 because the operating cost
of DG 2 unit is lower.At time-frame 4 the real power of unit DG2 is drops to zero because it
is descanted.
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Figure 4.20: Distributed congestion control response test by disconnecting DG3 a)
Frequency in each DG, b) Current from the lines, c) Real power injections for each DG
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Figures 4.21 shows the control actions γi` used to remove the congestion in each line.
Figure 4.21a shows how γi1 (line 1) are nonzero in the time-frame 3 in order to solve the
congestion in the line 1. When the DG 3 is disconnected, the γ11 and γ21 have a new value
in order to solve the congestion in the line 1. It can be see that the γ31 of the DG 3 is zero
because the unit is discounted. The other control actions γi2 (Figure 4.21b) and γi3 (Figure
4.21c) are equal to zero because the 2 and 3 lines are not congested.
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Figure 4.21: a) Congestion control action for line 1, b) Congestion control action for line 2,
c) Congestion control action for line 3

Fig. 4.22 shows the λi of each DG unit. It can be observed that, in steady-state the values
of λi converge to a unique value for all units (See Figure 4.22, time-frame 2 to time-frame
4). When the DG 3 unit is disconnected, λ3 is equal to zero. In the time-frame 1 lambda is
different in all DG units because the controller proposed is not activated.
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Figure 4.22: Lagrange multiplier λ by disconnecting DG3

4.8.3 Performance Against Communication Link Failures

Figure 4.23 shows the performance of the proposed distributed controller when a communi-
cation link failure occurs.

At time-frame 1, the load 1 and the droop control is activated. At time-frame 2, the dis-
tributed proposed controller for economic dispatch considering congestion control is activated
( (4.7)a to (4.7)f, and (4.8)). At time-frame 3 the load 2 is added, where the congestion from
the line 1. At time-frame 4 the communication link between DG 1 and DG 2 fails (Figure
4.15b). Finally at time-frame 5 an incremental of load is produced (load 3).

The experimental results are shown in Figure 4.23. It is observed that the proposed
controller does not suffer noticeable deterioration in its performance against the loss of the
communication links. Noteworthy, this results assume that the units have a dynamic adja-
cency matrix, which is instantly updated upon loss of communication links.

As it can be seen the frequency ( Figure 4.23a) remain in the nominal value when the
communication link failure is produced. The congestion is solved when the communication
link failure between ( DG1 and DG2) is produced (See Figure 4.23b, time-frame 4).

74



50 100 150 200

Time[s]

49.9

50

50.1

F
re

q
u

en
cy

 [
H

z]

DG1 DG2 DG3

50 100 150 200

Time[s]

0

1

2

C
u

rr
en

t 
[p

.u
.] Line 1 Line 2 Line 3

50 100 150 200

Time[s]

0

1000

2000

R
ea

l 
P

o
w

er
[W

] DG1 DG2 DG3

54321

5432

54321

1

a)

b)

c)

Figure 4.23: Distributed congestion control response test by communication link failure be-
tween ( DG1 and DG2), a) Frequency in each DG, b) Current from the lines, c) Real power
injections for each DG

4.9 Analysis and Discussion
This chapter presented a novel distributed control strategy for frequency control, optimal
operation, and congestion management of isolated microgrids. The proposed controller is
capable of obtaining optimal microgrid operation while considering output limits of DGs
and thermal limits of distribution lines by using real-time measurements. The equivalence
between the closed-loop steady-state conditions of the controller and the KKT conditions of a
linear OPF formulation is mathematically demonstrated. The capabilities and good dynamic
performance of the controller are demonstrated and discussed using several simulations and
experimental tests.

The controller proposed in this section considers the following technical and economic
tasks: minimum operating cost considering limits of power of DG units, frequency restora-
tion, and congestion management in a distributed approach. Unlike the controller designed
in the previous chapter, in this chapter, a novel controller is proposed, which includes conges-
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tion management. The proposed congestion control changes the reference of the frequency
droop controllers to maintain the frequency at its nominal value, remove the overloading of
distribution lines, and induce the system to an optimal dispatch achieve these objectives, lo-
cal DG controllers minimize the terms of the Lagrangian function associated with their local
variables for given values of Lagrangian multipliers. Then, by using a distributed averaging
strategy, the controllers converge to unique global values of such multipliers. The exchange of
information between local DG controllers occurs through the communication network. The
proposal does not rely on the microgrid topology, an external online estimator in order to
calculate the participation factor of the unit in the current of line.

The design and operation of the proposed distributed controller rely on the following
assumptions:

• A communication network does not include delays, packet loss, connect network, and high
bandwidth.

• Each DG in the microgrid is able to communicate ωi, λi, γi`, i` to neighboring DGs through
a connected and bidirectional communication network.

• Each DG has information about γil for all distribution lines of the microgrid, and each line
subject to congestion has at least one DG with non-zero participation factor associated.

• Current measurements of all distribution lines are available to the local controllers of all
DGs in the microgrid.

• Participation factors Gil are calculated with reasonable accuracy by an external online
estimator and are available to each DG.

• Reactive power is only used for voltage control, and it is not available for solving overloading
problems.

The contributions of this proposal, shown in this chapter, are as follows:

• The optimal dispatch and frequency restoration are considered at the same time scale in
order to achieve the optimal dispatch when fast disturbances occur.

• The KKT optimality conditions of the linear centralized OPF problem are satisfied.

• Microgrid topology is not required to achieve the optimal dispatch.
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Chapter 5

Conclusions

In this thesis, a comprehensive review of tertiary control in a distributed control approach was
performed. The distributed tertiary control in AC, DC, and hybrid microgrids was studied,
and the most important issues were identified. As noted in Chapter 2, the research to date
has not included the maximum and minimum limits of power in the controller formulation.
Furthermore, the congestion that can be produced from the lines of the microgrid has not
been considered in recent research. In this context two strategies for distributed economic
dispatch are proposed in this thesis.

Distributed control strategy for frequency restoration and optimal
dispatch of an isolated microgrid

A distributed economic dispatch control is proposed to achieve the minimum operating cost at
the same time that the frequency and voltage are restored. The control algorithm includes the
maximum and minimum limits of power of the DG units in the formulation. The controller
of each DG uses its local measurements and information exchanged among neighboring DG
units through a communication network. The proposal does not require knowledge of the
microgrid topology.

Good performance of the proposed distributed control strategy for frequency and optimal
dispatch proposed was validated. Experimental results also validated the good performance
of the proposed distributed controller against sudden changes in the load, failures in the
communications links, as well as plug-and-play operation of DG units.

The contributions of proposed distributed economic dispatch control are as follows: i)
The optimal dispatch and frequency restoration are considered in the same time scale in
order to achieve the optimal dispatch when fast disturbances occur. ii) The KKT optimality
conditions of the linear centralized OPF problem are satisfied. iii) The microgrid topology is
not required for achieving the optimal dispatch. iv) The proposed controller was successfully
tested in an experimental microgrid.
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Distributed control strategy for frequency restoration, optimal dis-
patch, and congestion management of an isolated microgrid

An extension of the previously described distributed economic dispatch is presented. This
case includes the management of congestion from the electrical lines in an isolated microgrid.
The proposed strategy drives the distributed generators within the microgrid to a dispatch
that complies with the Karush-Kuhn-Tucker (KKT) conditions of a linear optimal power
flow (OPF) formulation. The controller relies on local power and frequency measurements,
information from neighboring DGs, and line-flow measurements transmitted through a com-
munications network. The proposed controller is capable of driving the microgrid to its
optimal operation while considering output limits of DGs and thermal limits of distribution
lines by using real-time measurements.

The simulation and experimental results obtained in this thesis show good performance of
the distributed control strategy for frequency restoration, optimal dispatch, and congestion
management in the same time-scale. Moreover, the equivalence of the controller steady-
state and KKT conditions of a linear OPF formulation is demonstrated. The mathematical
proof shows that any equilibrium of the closed-loop microgrid yields a solution of the KKT
condition. The equivalence between the closed-loop steady-state conditions of the controller
and the KKT conditions of a linear OPF formulation is also mathematically demonstrated.

The contributions of the distributed economic dispatch considering congestion proposed
are as follows: (i) A novel distributed control architecture for frequency control, conges-
tion management, and optimal operation of the microgrid is proposed. (ii) The proposed
control strategy solves KKT conditions of a linear OPF formulation based on real system
measurements, without requiring a mathematical power flow model. (iii) The strong evidence
via experiments and simulations that the controller is able to restore the optimal operation
of the microgrid in the time-scale of the secondary frequency control is provided. iv) The
equivalence between the closed-loop steady-state conditions of the controller and the KKT
conditions of a linear OPF formulation is mathematically demonstrated.

The proposals in this thesis improve performance in terms of robustness under communi-
cation fails and reliability during plug-and-play operation

5.1 Future Work

Participation factors

It would be useful to consider other more accurate techniques for the estimation of partici-
pation factors. This estimator could be based on computational intelligence.

Congestion Management

Future research will consider the integration of distributed voltage/reactive power control in
the proposed strategy.
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Unbalances Control

Interesting extensions of this work include the application of the proposed controller to the
sharing of power unbalances and harmonics, among others.

Losses in the Microgrid

Future research will consider the losses in the microgrid using the same approach, and a
distributed optimal dispatch considering loss in the microgrid will be proposed.

Communication Technologies

Future research will consider the latency and packet loss to evaluate distributed control
considering different communication technologies.
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A1 List of Acronyms
DG Distributed Generation

DER Distributed Energy Resources

RE Renewable Energy

DES Distributed Energy Storage

PCC Point of Common Coupling

WT Wind Turbines

PV Photovoltaic Power

ESS Energy Storage Systems

AC Alternate Current

DC Direct Current

ED Economic Dispatch

OD Optimal Dispatch

DSM Demand Side Management

MG Microgrid

KKT Karush-Kuhn-Tucker

BIC Bidirectional Interlinking Converters

MAS Multi-Agent System

EMS Energy Management System

DSM Demand Side Management

VSI Voltage Source Inverters

MPC Model Predictive Control

PI Proportional Integral Control

BESS Battery Energy Storage Systems

DAPI Distributed-average-proportion-integral Control

ED Economic Dispatch
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IC Incremental Cost

ICC Incremental Cost Consensus

OPF Optimal Power Flow

FACTS Flexible Alternating Current Transmission System

HVDC High Voltage Direct Current

DSO Distribution System Operators
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