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ABSTRACT
In this work, a multi-wavelength pyrometry method is proposed in 
order to evaluate soot temperature for laminar axisymmetric non- 
premixed flames. A single radiative model that combines three detec-
tion wavelengths is developed to increase the spectral information 
used in the soot temperature determination. A simple set-up is used in 
order to capture the soot emission at two or three wavelengths. The 
robustness of the methodology is assessed by a radiative model, which 
includes a sensitivity and relative error analysis for the soot tempera-
ture, and accounts for self-absorption effects. The model and proce-
dure are verified by employing numerical temperature and soot 
volume fraction fields to recreate the convoluted soot emissions. 
Soot emission measurements involve different combinations of wave-
lengths that are employed to evaluate soot temperature without 
requiring additional measurements of the soot absorption coefficient 
when soot self-absorption is neglected. The error on the determined 
soot temperature was estimated to be lower than 60 K under this 
assumption for soot volume fractions under 10 ppm. In addition, an 
analysis of the signal noise effect on the temperature shows that the 
modulated absorption/emission (MAE) technique is more sensitive 
than the emission (EMI) technique. A sensitivity analysis showed that 
the presented three-wavelength EMI model is less sensitive to small 
deviations on the measured soot emission ratio than the classical two- 
wavelength approach. This feature makes the model suitable to 
improve the accuracy on the determination of soot temperature 
when the noise level of the signal is significant.
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Introduction

Temperature is one of the most important thermodynamic properties to be determined in 
combustion processes studies. Indeed, the reacting mixture temperature exerts a controlling 
influence on the chemical reaction rate, which is classically modeled using an Arrhenius- 
type expression for gas phase kinetics. Such a non-linear dependency, together with the high 
activation energies typically found, implies that minute temperature determination errors 
translate into large reaction rate uncertainties. This also explains why temperature is often 
used as a basis for comparisons between numerical modeling and experimental results 
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(Andrade, Figueira da Silva, Mura 2011; Jerez et al. 2019; Vedovoto et al. 2015). Therefore, 
accurately measuring the temperature field is paramount to the development of novel 
combustion models, in particular when poorly known chemical reaction pathways are of 
interest, which is the case of soot or particles formation in flames (Wang 2011).

Soot represents agglomerates of small carbonaceous particles, with diameters that lie 
between 5 and 60 nm (Hadef et al. 2013; Patiño et al. 2020), formed by the incomplete fuel 
burning. The soot radiation emission from flames presents spectral characteristics that have 
been studied for decades. Indeed, soot particles emit a broadband spectral radiation in the 
visible (Migliorini, Thomson, Smallwood 2011) due to their carbonaceous nature, for 
typical flame temperatures. Therefore, the spectroscopic analysis of soot radiation at 
spectral regions free of other species interference has often been used to determinate its 
volume fraction distribution, temperature, and radiative properties (Araujo 2017; Zhao and 
Ladommatos 1998).

When thermal radiation is transported throughout a flame, soot emission may be 
absorbed by the adjacent participating medium. Considering the classical particle cloud 
model, the exponential term that describes this self-absorption process poses an important 
problem to the solution of the associated integral equation (Liu, Thomson, Smallwood 
2013). This solution requires the knowledge of the soot absorption coefficient, kλ, the 
determination being subject of several proposed techniques. For instance, the Modulated 
Absorption/Emission technique (MAE) (Jenkins and Hanson 2001; Legros et al. 2015) relies 
on light extinction measurements to determine this coefficient. The multi-spectral soot 
emission technique (De Iuliis et al. 1998; Snelling et al. 2002) determines the soot tempera-
ture via a curve fitting between the measured emission and its corresponding detection 
wavelengths. These approaches require external light sources (e.g. a laser) or careful 
independent spectrograph calibration at several detection bands, which could constitute 
a source of uncertainties. These uncertainties are over-layered to other error sources, such 
as the soot refractive index function value (Goulay et al. 2009) and the experimental noise 
(Li and He 2019). Different methods have been proposed to solve the integral equation 
when the self-absorption term is not accounted for, but which correct the attenuated 
measured signals by modeling the projected signal ratio without and with self-absorption 
(Freeman and Katz 1960; Snelling et al. 2002). However, these methods also require the 
knowledge of soot properties, such as the absorption coefficient (kλ). The ratio color 
pyrometry technique involves a function that relates the soot temperature with the ratio 
of soot emission measured at different wavelengths (Escudero et al. 2016; Jakob et al. 2014; 
Jenkins and Hanson 2001; Legros et al. 2015; Panagiotou, Levendis, Delichatsios 1996). In 
cases where self-absorption is neglected, the radiative model is simplified to an Abel integral 
equation. Errors of around tenths of Kelvin have been reported (Kempema and Long 2018; 
Liu, Thomson, Smallwood 2013) when the ratio of two wavelengths emission is used.

Even if more advanced soot measurement techniques are available, emission pyrometry 
remains a viable technique when the optical access to the flame is limited, which is the case 
of several industrial processes, such as oil refining furnaces. Therefore, the accurate char-
acterization – and subsequent minimization – of the sources of errors could benefit the end- 
user in those industrial processes.

The objective of this work is to present an improved three-color-based methodology to 
determine soot temperature without the explicit knowledge of the soot absorption coeffi-
cient. This methodology is based on the measurement of soot emission at different detection 
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wavelength combinations, while neglecting the radiation self-absorption effect. A brief 
description of the experimental setup is first given. Then, the radiative model used to 
determine the soot temperature is presented, as well as the corresponding sensitivity and 
relative error analysis of the three wavelengths pyrometry. The robustness of the methodol-
ogy is numerically evaluated, as is the inherent error resulting from the assumption of an 
optically thin flame. The different experimental temperature results are compared with the 
numerical model counterpart, and finally the main conclusions are drawn.

Experimental procedure

This work uses a simple set-up based on Emission Measurements (EMI), which is 
depicted given in Figure 1, to evaluate the soot temperature at different wavelengths. 
The EMI method set-up is considerably simpler than other soot pyrometry techniques, 
such as those based on combined emission and attenuation. Indeed, the optical 
arrangement required to capture the emission and attenuation signals, which has 
been applied to laminar 1-D flames and common laminar 2-D axisymmetrical config-
urations (Jenkins and Hanson 2001; Legros et al. 2015), is rather difficult to adapt to 
industrial applications. In these set-ups, two light sources are required at different 
wavelengths in order to determine the light absorption and simultaneously capture the 
soot emission. These signals are measured at the same wavelengths by a photodetector 
or a camera, pertinently triggered. Thus, the extinction system involves additional 
complications, such as the need for sample optical access, the alignment between laser 
and camera, and synchronization of several devices, which hinder the practical imple-
mentation for industrial applications. On other hand, on the employed set-up, only the 
collection of soot emissions is required. This practical optical arrangement allows to 
capture the soot emission at several wavelengths straightforwardly. The reliability of 
the EMI methodology has recently been demonstrated for two wavelengths (Escudero 
et al. 2016) and this method is applied here for three wavelengths, thus demonstrating 
the robustness of the soot pyrometry technique proposed by using EMI only.

Figure 1. Scheme of the telecentric optical configuration for the Emission Measurements (EMI); A: 
Achromatic, C: CCD or CMOS Camera, F: Filters, FW: Motorized filter wheel, Le: Lenses, T: Trigger 
controller.
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The EMI optical configuration requires the devices presented in Figure 1 only. In 
order to collect the thermal radiation emitted by the soot within the flameEM, the set- 
up incorporates an EO 88–598 achromatic lens (A) of focal distance f ¼ 400 mm and 
75 mm diameter (400–1000 nm). Thus, improving the soot emission collection. The 
EMI signal is filtered (F) at the desired wavelength by means of a Thorlabs motorized 
filter wheel (FW) model FW103H/M, which guarantees a fast spectral detection band 
selection. Three narrow-band filters (F, Thorlabs) are installed at the motorized FW. 
The radical species (Zhou et al. 2017) and C2 clusters emissions are avoided by the 
selected filters (Goulay, Schrader, Michelsen 2010). These filters (F) are centered at 
wavelengths of λ1 ¼ 532� 5 nm, λ2 ¼ 660� 5 nm and λ3 ¼ 800� 5 nm, thus 
allowing to detect the soot emission only. A Navitar f 2.8/50 mm lens (Le) is coupled 
to an Andor Luca R CCD camera (C) with 1004 � 1002 pixels and 14-bit depth, 
capturing images of flame which allows to capture flame emission images with 
a spatial resolution of 17 px/mm. The collection arrangement represents a telecentric 
configuration (Greenberg and Ku 1997), where a small objective iris (f =11) aperture 
and 400 mm of separation between the achromatic lens and the burner have been 
chosen in order so as to improve the collection of the parallel light rays emitted by the 
flame. The CCD camera and the motorized FW are externally synchronized during 
EMI measurements. The EMI methodology is applied to a 2-D laminar axisymmetrical 
non-premixed flames stabilized in a Gülder-type burner (Snelling et al. 1999), config-
uration that is commonly employed to study soot formation/oxidation processes 
(Escudero et al. 2016; Jerez et al. 2019). This burner consists of a 10.9 mm internal 
diameter stainless steel fuel tube and a larger concentric tube of 90 mm internal 
diameter devoted to the oxidizer coflow. Ethylene is injected at a fixed flow rate of 
0.194 slpm, whereas the air flow stream is supplied at 284 slpm. Two flow controllers 
Brooks MFC are employed to deliver the gaseous fuel and the air (models SLA5850S 
and SLA5853S, respectively).

During the experiments, 150 images are sequentially measured at the detection wave-
lengths λ ¼ 532; 660; 800 nm, using exposure times of texp;λ ¼ 0.055, 0.016 and 0.01 s, 
respectively. These times have been chosen in order to maximize the flame signal detection 
at each wavelength. In order to verify the optical system linear response, radiation measure-
ments of a tungsten lamp (Thorlabs SLS202L/M), at constant power, have been performed 
with different exposure times. Figure 2 shows that the detection system response remains 
linear when the exposure time at each wavelength, texp;λi , is multiplied by factors ranging 
from 0.5 to 4. This figure also shows that the R123 ¼ ðJλ2 Jλ3Þ=J2

λ1 
relation remains nearly 

constant when the signal, Jλi , proportionality is linear.
The global transmissivity of the detection system, including the achromatic and band-pass 

filters, lens, and CCD response, has been evaluated by comparing the camera signals at each 
detection wavelength by when imaging a calibrated tungsten light source (Thorlabs SLS202L/ 
M). The calculated spectral factors have been used to correct the camera images intensities 
and, thus, to retrieve the flame spectral emission. Each group of images is averaged and 
corrected accounting for the calibration factor at each detection wavelength. The resulting 
EMI images represent the projected line-of-sight soot emission, which are Abel-inverted using 
an onion-peeling technique together with a Tikhonov regularization procedure (Daun et al. 
2006; Escudero et al. 2016) in order to obtain the local soot emission at different wavelengths.
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Radiative model for soot pyrometry

If the flame radiation measurements are carried out at spectral regions where the soot 
emission dominates the flame spectrum, the measured signal intensity represents the soot 
emission integrated along the line-of-sight. However, soot radiation emitted within the 
flame may be attenuated by absorption and scattering of adjacent soot particles before 
reaching the photo-detector. In the present study, it is assumed that the soot particles 
characteristic dimensions are small when compared to the detection wavelength. As 
a consequence, the radiation/particle interaction should occur within the Rayleigh regime 
(Dobbins and Megaridis 1991), thus allowing to neglect light scattering effects. Given these 
considerations, the flame behaves as an emitting and absorbing medium (Liu, Thomson, 
Smallwood 2009b) and the soot emission, Iλ, along the optical path l, at wavelength λ, may 
be modeled by the radiative transfer equation (RTE) (Viskanta and Mengüç 1987): 

dIλ

dl
¼ JλðlÞ � kλIλ; (1) 

where kλ represents the soot absorption coefficient, and the spectral soot emission is 
expressed as Jλ ¼ kλIbλ, with hypothesis of local thermodynamic equilibrium (LTE) and 
Kirchhoff’s law (Modest 2013). The monochromatic black-body radiative intensity at 
temperature T per unit area and unit solid angle, Ibλ, is given by Planck’s law. The integrated 
solution of Eq. (1), along the photo-detector line-of-sight (y) is given by: 

IλðyÞ ¼
ðlf ðyÞ

l0ðyÞ
JλðlÞ exp �

ðlf ðyÞ

l
kλðl0Þdl0

" #

dl; (2) 

where l0ðyÞ and lf ðyÞ represent the optical flame path limits, and the exponential term 
describes the soot self-absorption. Previous studies have shown that self-absorption could 

Figure 2. Signal intensity and R123 as a function of the exposure time ratio at each detection wavelength, 
where texp;532 ¼ 0:055 s, texp;660 ¼ 0:016 s and texp;800 ¼ 0:01 s.
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be important for flames with large optical thickness, and neglected when the optical 
thickness is smaller than 0.3 (Liu, Thomson, Smallwood 2013).

In the present work, the soot temperature is measured considering the flame to be 
optically thin; nevertheless, the self-absorption effect is also included in the model and 
analyzed. The modified Abel integral Eq. (2) must be deconvoluted, so as to obtain the local 
soot emission intensity as a function of the radial coordinate r, JλðrÞ ¼ kλðrÞIbλðrÞ.

The experimental measurements capture the soot emission at a spectral band λ� δλ. 
Considering the signal measured by the CCD sensor to be proportional to Iλ (see Eq. (2)) 
and that the flame is optically thin, one may write: 

Iλ;CCDðyÞ / C
ðλþδλ=2

λ� δλ=2
ηλτλDλ

ðlf ðyÞ

l0ðyÞ
kλIbλ; dl

" #

dλ: (3) 

In Eq. (3), ηλτλ is the transmissivity of the optical arrangement (neutral density filter, lens, 
and filters), Dλ is the spectral response of the CCD, and C involves the photo-detector 
exposure time and geometrical factors of optical setup, that are globally determined by 
using a calibration light source. A tomographic deconvolution procedure, developed by 
(Escudero et al. 2016; Legros et al. 2015) has been employed to solve the Eq. (2) and Eq. (3). 
This procedure consists of an onion-peeling algorithm, together with a Tikhonov regular-
ization technique (Daun et al. 2006).

Once the local soot intensity fields [JλiðrÞ] are calculated by deconvolution, the intensity 
ratio at two wavelengths λ1 < λ2, may be obtained as: 

R12 ¼
Jλ1ðrÞ
Jλ2ðrÞ

¼
kλ1ðrÞ
kλ2ðrÞ

c1=λ5
1½expðc2=λ1TÞ � 1�

c1=λ5
2½expðc2=λ2TÞ � 1�

: (4) 

An explicit solution to the soot temperature is obtained using Wien’s approximation of Planck’s 
law, in the λT < 3000μm range (Di Stasio and Massoli 1994), which is valid for the detection 
ranges used in this work. Therefore, the soot temperature is given by (Legros et al. 2015): 

T12;MAE ¼
C2

1
λ2
� 1

λ1

� �

ln R12
kλ2
kλ1

λ1
λ2

� �5
� � ; : (5) 

This equation is used in the MAE technique and requires knowledge of the soot absorption 
coefficient (kλ), which is typically obtained by light extinction measurements with an 
external light source. The kλ field is retrieved by deconvolution of the medium transmis-

sivity (τλ), as τλ = expð�
ð

kλdlÞ.
In the Rayleigh regime, the soot absorption coefficient, kλ, is related to the soot volume 

fraction, fv, via kλ ¼ fvCλ=λ (Modest 2013). As that fv is a spectrally independent physical 
property, Eq. (5) may be rewritten in terms of soot emission only, by adopting a model for 
the soot absorption function EðmÞ in, Cλ ¼ 6πEðmÞ, given by (Jenkins and Hanson 2001): 

T12;EMI ¼
C2

1
λ2
� 1

λ1

� �

ln R12
Cλ2
Cλ1

λ1
λ2

� �6
� � : (6) 
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The procedure to obtain T13 or T23 is identical and the indices should be modified 
accordingly. In this work, when the EMI method is used, the soot self-absorption is not 
considered in the solution of Eq. (3). Note that using the calculated T and Jλ fields together 
with the EðmÞmodel, it is also possible to determine the soot volume fraction, which has not 
been performed for the sake of brevity. In addition, the knowledge of the absolute EðmÞ
value is required to determine the soot volume fraction, whereas to determine the soot 
temperature, relative spectral variation of EðmÞ with the wavelength is sufficient (Snelling 
et al. 2002).

However, the EðmÞ models reported in the literature are an issue of ongoing debate. 
Indeed, EðmÞ has been shown to exhibit either an increasing (Michelsen, Schrader, Goulay 
2010) or decreasing trend (Yon et al. 2011) within the visible spectral region. Here the light 
scattering by the soot particles is assumed to be negligible, and the model proposed by 
Chang and Charalampopoulos (1990) is adopted to determine the EðmÞ value. This is 
motivated by the need to maintain consistency with the fv and T fields numerically 
computed by the CoFlame code (Eaves et al. 2016), and that are used here to compute 
a numerical local soot emission, Jλ for the validation of this methodology (see Section 5.1).

Concerning the three-color soot pyrometry technique, with λ1 < λ2 < λ3, two ratios may 
be derived from Eq. (4) (Khan, Allemand, Eagar 1991): 

R123 ¼ R12 � R13 ¼
½Jλ1ðrÞ�

2

Jλ2ðrÞJλ3ðrÞ
: (7) 

Then, the temperature for the three wavelengths, T123, with the MAE method is obtained 
following: 

T123;MAE ¼
C2

1
λ2
� 1

λ1

� �
þ 1

λ3
� 1

λ1

� �h i

ln R123
kλ2 kλ3
ðkλ1 Þ

2
ðλ1Þ

2

λ2λ3

h i5
� � ; (8) 

whereas for case of the EMI method, one may write: 

T123;EMI ¼
C2

1
λ2
� 1

λ1

� �
þ 1

λ3
� 1

λ1

� �h i

ln R123
Cλ2 Cλ3
ðCλ1 Þ

2
ðλ1Þ

2

λ2λ3

h i6
� � : (9) 

Sensitivity analysis and relative error

The relative error analysis for soot temperature (T123) from the measured emission, Jλi , and 
the soot emission ratio, R123, is performed by taking, from Eq. (9), the partial derivative of 
the temperature partial derivative (Eq. (9)) with respect to these quantities, thus obtaining: 

R123
@T
@R123

¼
1
2

Jλ1

@T
@Jλ1

¼ � Jλ2

@T
@Jλ2

¼ � Jλ3

@T
@Jλ3

¼
T2λ1λ2λ3

C2½λ3ðλ2 � λ1Þ þ λ2ðλ3 � λ1Þ�
:

(10) 
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Eq. (10) allows for different approaches to evaluate the temperature response to small 
changes in Jλi . Also, it is possible to deduce the relative sensitivity of temperature ðδT=TÞ
with respect to the relative signal ratio ðδR123=R123Þ and signal emissions ðδJλi=JλiÞ as: 

@ ln T
@ ln R123

¼
1
2
@ ln T
@ ln Jλ1

¼ �
@ ln T
@ ln Jλ2

¼ �
@ ln T
@ ln Jλ3

¼ T
λ1λ2λ3

C2½λ3ðλ2 � λ1Þ þ λ2ðλ3 � λ1Þ�
:

(11) 

These ratios indicate that the relative deviations depend on the calculated soot temperature 
and separation between the wavelengths employed only. Therefore, the three wavelengths 
soot temperature [Eq. (9)] relative errors may be obtained using: 

@T
@λ1
¼

2Tλ2λ3ðC2 � 6λ1TÞ
λ1C2½λ3ðλ1 � λ2Þ þ λ2ðλ1 � λ3Þ�

; (12) 

@T
@λj
¼

� Tλ1λkðC2 � 6λjTÞ
λjC2½λ3ðλ1 � λ2Þ þ λ2ðλ1 � λ3Þ�

; fj; kg 2 f2; 3g; (13) 

and the sensitivity of ln T to ln λi may be written as: 

@ ln T
@ ln λ1

¼
2λ2λ3ðC2 � 6λ1TÞ

C2½λ3ðλ1 � λ2Þ þ λ2ðλ1 � λ3Þ�
; (14) 

@ ln T
@ ln λj

¼
� λ1λkðC2 � 6λjTÞ

C2½λ3ðλ1 � λ2Þ þ λ2ðλ1 � λ3Þ�
; fj; kg 2 f2; 3g: (15) 

These relations may be used to provide insights on the effects of R123, Jλi and λi on the 
measured soot temperature.

Results and discussion

This section first discusses the pyrometry technique validation by using numerical simula-
tion data. The soot self-absorption influence on the retrieved temperature is investigated. 
Then, an error assessment is performed, which involves randomly perturbing the emission 
fields and dilatingincreasing the soot volume fraction. Finally, the experimentally deter-
mined soot temperature values are compared.

Method validation

In order to validatecharacterize the EMI methodology, simulated computed results of 
a classical target laminar ethylene/air diffusion flame are employed as input data for the 
purpose of testing the above described methodology. Accordingly, the soot volume fraction 
and temperature fields of the canonical nonsmoking axisymmetric Gülder flame (Snelling 
et al. 1999) have been obtained from a converged solution using the CoFlame code Eaves 
et al. (2016). The first validation step consists onis thus to test testing the deconvolution 
procedure applied to Eq. (2), in order to determine the local soot intensity emission JλðrÞ
from numerically constructed projected fields of Iλ, and to retrieve the original temperature 
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field eventually. Accordingly, Figure 3a and 3b show the computed soot volume fraction (fv) 
and flame temperature (T) fields, with the solid line in Figure 3b bounding the region within 
where which the soot concentration is fv > 0:5 ppm. The maximum temperature value, �
2100 K, is found to be located at the external boundary of this sooting region. The soot 
emission computations are carried out within this region only, in order to be comparable 
with the actual experiments, where the soot emission is measured.

The numerical T and fv fields are employed as input values to the Planck’s equation and 
local absorption coefficient expression, so as to determine the numerical local fields of 
Jλ;numðrÞ ¼ kλðrÞIbλðrÞ at the flame symmetry plane at the axisymmetric plane of the flame. 
The projected soot emission field (Iλ;CCD), as shown in Figure 3c, has been constructed by 
integration of the local emission field along the optical detection path at λ2 ¼ 660 mn, 
following Eq. (3), but considering the self-absorption effect. It is possible to observe in 
Figure 3c that the zone of large Iλ is associated with significant soot concentrations. This 

Figure 3. Numerical fields used to test the EMI methodology for an ethylene/air coflow non-premixed 
flame. (a) soot volume fraction (fv), (b) flame temperature (T) with the iso-contour value of fv ¼ 0:5 ppm, 
(c) calculated projected integrated intensity emission (Iλ) deduced from Eq. (2), (d) retrieved soot 
emission (Jλ) after the deconvolution procedure and (e) correlation between numerical and retrieved 
soot temperature for three color T123;MAE and T123;EMI methods.
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figure also shows that, at the zone close to the burner exit (z< 20 mm), the flame exhibits 
low temperature and fv values, thus leading to a zone of smaller Iλ values. Also, in this region 
the flame is thicker, thus underscoring the soot emission attenuation.

In order to emulate the usual random errors encountered in experiments, an uncorre-
lated numerical noise is introduced in the projected intensity field Iλ scaled to the camera 
dynamic range, which should thus represent the common measured soot emission inten-
sities captured with a CCD or CMOS camera. To this end, a statistical white noise with zero 
mean and a standard deviation of 5% of the mean camera background noise (500 a.u.) is 
added to the three (λ1; λ2; λ3) numerically integrated fields. Figure 3d presents the retrieved 
local soot emission field, Jλ;retvðrÞ, obtained from deconvolution of Iλ with a Tikhonov 
regularization parameter of αreg¼ 10� 5. For the MAE method, the fields of τλ kλ used to 
consider the self-absorption were altered by adding white noise of zero mean and standard 
deviation equal to 0.25 % of the minimum value of τλ kλ.

Replacing the retrieved intensities [Jλ;retvðrÞ] ratios in Eqs. (6) and (9), it is possible to 
determine the corresponding retrieved temperature fields. Figure 3e gives the correlation 
between the original and the retrieved soot temperature values using the models for three 
wavelengths. An excellent agreement may be observed above 1500 K, regardless of the soot 
temperature model used, demonstrating the robustness of the adopted procedure. This 
figure also shows that discrepancies of up to 150 K appear along the flame for temperatures 
below 1500 K when the white noise is introduced. These discrepancies, which are observed 
for the model and that are independent of the wavelengths employed, arise because the 
deviations induced by the noise are not fully compensated by the regularization procedure 
(Åkesson and Daun 2008) at the regions with low soot volume fraction and temperature. It 
is important to stress that the method is very sensitive to the ratio R [Eqs. (4) and (7)] and, 
therefore, to the noise introduced in Iλ. This sensitivity should grow with the number of 
terms in the ratio R, thus leading to increased deviations for values computed with three 
wavelengths, when compared to the two wavelengths method (Khan, Allemand, Eagar 
1991).

Soot self-absorption influence

Another important aspect is to analyze the self-absorption effect induced by the soot 
particles on the temperature reconstruction. Indeed, the simplified methodology requires 
a priori knowledge of kλ, as seen in Eq. (2), because emission could be attenuated along the 
optical path. The proposal here is to avoid the simultaneous measurement of fv and 
temperature, by quantitatively determining the error introduced in the soot temperature 
value by the EMI technique when the soot self-absorption is neglected. However, if the soot 
self-absorption effect is to be considered in the soot emission signal, it is necessary to 
determine the extinction coefficient kλ, by measurements performed with the MAE tech-
nique, for instance. Note, however, that the soot influence could be simplified depending on 
the flame optical thickness of the (Liu, Thomson, Smallwood 2013).

Figure 4 presents the results of numerically retrieved temperature for the three wave-
lengths model – note that a similar behavior is observed for the two wavelengths model, not 
shown here for the sake of brevity. The temperature distribution is given in Figure 4a when 
self-absorption is considered, and that neglecting the attenuation is depicted in Figure 4b. 
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Regular fields may be observed for locations where T > 1600 K and, as it could have been 
expected from the corresponding smaller T and fv values, while inconsistent results are 
mainly obtained at the sooting region boundaries. The added white noise alters the signal-to 
-noise level of the projected field, further compromising the deconvolution procedure 
results at the region with relatively small fv and T values.

As a manner to evidence a confidence region, the difference between the original 
numericalretrieved (see Figure 3b) and the retrieved temperature values, δT, are also plotted 
in Figure 4c and 4d, with and without considering or not soot self-absorption, respectively. 
It is possible to note a discrepancy between the two approaches by observing the limited 
zone with a maximum error of 30 K at the maximum fv zone (blue region in Figure 4d), 
when the flame is considered optically thin. The δT fields show that, when self-absorption is 
not accounted for, temperature is mainly underestimated in zones with high soot concen-
tration, such as around (2, 30) mm for r ¼ 2 mm and z ¼ 30 mm. As will be discussed in 
Section 5.3, the large irregularities observed at the flame axis are associated to the error 
accumulation in the deconvolution process, which are not overcome by the regularization 
procedure. Larger discrepancies may be observed at the sooting zone limits, which are 
associated to the local emission being closer to the camera background intensity. 
Furthermore, the annular soot distribution at the flame base causes reconstructed tempera-
ture irregularities (see Figure 4c and 4d) as reported by Liu, Thomson, and Smallwood 
(2013) and Wang et al. (2019). These fields allow to define a confidence region (CR), where 
the discrepancy of the retrieved soot temperature is sufficiently small. Therefore, based on 
these results and on the fv distribution at this target flame, it is adopted here a CR delimited 
by δT123 ¼ 30 K, i.e., 1.5% of the maximum temperature. This value is also adopted for the 
soot pyrometry measurement with two wavelengths.

An assessment of the fv influence on the soot temperature is presented in Figure 5a, that 
exhibits profiles of T and fv for a height above the burner of z ¼ 25 mm. This figure allows 
to observe that the temperature trends both with and without self-absorption are similar, 

Figure 4. Soot temperature fields obtained by three-color pyrometry: (a) considering the soot self- 
absorption effect, (b) when self-absorption is neglected, (c), (d) corresponding difference between the 
numerically retrieved and actual temperature distributions.
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i.e., a slightly underestimation may be seen when the flame is considered optically thin, even 
around the fv peak ( � 6:7 ppm).

In order to further evidence the effect of self-absorption on the retrieved temperature, the 
values of fv are arbitrarily multiplied by a constant, while maintaining an identical tem-
perature field. Figure 5b shows the absolute discrepancy, jδTj, for two radial positions, i.e., 
the maximum fv point (P1) and close to centerline (P2). The obtained results show that jδTj
monotonically increases with fv, reaching deviations around 100–120 K when the soot 
volume fraction is artificially increased to 40 ppm. However, the temperature discrepancies 
are smaller than 70 K when fv < 15 ppm. Furthermore, for fv < 10 ppm, jδTj< 50 K, thus 
establishing another boundary for the confidence region (CR).

Method error assessment

The performance of the two temperature evaluation methods, MAE (Eq. (8)) and EMI (Eq. 
(9)), is conditional to the experimental data quality and reliability. Indeed, each image 
captured by the detection system represents the sum of the soot emission and the inherent 
experimental errors or noise. Therefore, in order to evidence the effect of random errors, the 
white noise level (5%) has been artificially increased to 10% and 20% of the background 
intensity, and then added to each projected field, Iλ. Likewise, the noise of τλ kλ was 
increased in similar proportion (x2 and x4). The influence of the Tikhonov regularization 
parameter on the deconvolution is studied for αreg¼ 10� 6, 10� 5 and 10� 4, as show in Figure 
6a–c, respectively.

For a given regularization parameter, Figure 6 shows that the temperature reconstruction 
performance deteriorates due to the random noise increase, for both MAE and EMI 
expressions. As it could have been expected, an increase on the regularization parameter 
the regularization parameter increase improves the temperature profile reconstruction. 
However, the MAE results always seem to exhibit a larger scatter, regardless of the 
regularization value used. This may be attributed to double use of the absorption coefficient 

Figure 5. Influence of self-absorption on (a) the radial profiles of the retrieved three-color temperature at 
z ¼ 25 mm, and (b) the absolute difference between the retrieved and actual numerical soot tempera-
ture as a function of fv .
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fields in Eqs. (2) and (8), where the noise difficulties the deconvolution process and 
increases the temperature irregularities, respectively. However, the MAE expression avoids 
assuming a model for the soot absorption coefficient, but with the shortcoming of introdu-
cing an additional source of noise. In contrast, EMI expression provides smoother decon-
volution fields but requiring a spectral model for the soot absorption function. Note, also, 
that a value of αreg¼ 10� 5 is sufficient to regularize the reconstruction fields of Jλ – not show 
here for the sake of brevity – but a value of αreg¼ 10� 4 seems to be excessively smoothing for 
the peak region of kλ and Jλ.

Emission temperature fields

The experimental soot temperature distributions obtained for two or three wavelengths 
combinations together with the maps of relative sensitive of temperature with respect to 
signal ratio are presented in Figure 7. These experimental temperature fields have been 
determined resolving Eq. (3), neglecting the self-absorption exponential term, i.e., by 
considering the flame as being optically thin. The deconvolution and regularization 

Figure 6. Influence of added uncorrelated white noise on the retrieved three-color temperature, using 
different values for the regularization parameter αreg. Radial profiles at z ¼ 25 mm.
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procedure is applied to the CR only. An acceptable agreement may be observed for the soot 
temperature measured for different wavelength combinations (Figure 7a–c). It is important 
to note that the similarity is reasonably good, upon comparison with the numerical 
temperature field given in Figure 3b.

The discrepancy observed is notably reduced when the wavelengths pair is located at the 
infrared region, as is the case for the pair ðλ2; λ3Þ, for instance. This is also underscored by 

Figure 7. Temperature measured with the EMI two and three-color methodology for an ethylene/air 
laminar coflow non-premixed flame (a) T13;EMI, (b) T23;EMI, (c) T123;EMI, (d) relative error @ ln T13;EMI=@ ln R13 

and (e) relative error @ ln T123;EMI=@ ln R123.
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the sensitivity analysis presented above and by previous experimental studies (Liu et al. 
2009a; Wang, Yao, Liao 1996). Additionally, this sensitivity analysis suggests that the three 
wavelengths model introduces a source of error associated to the measured intensity at the 
third wavelength. Indeed, the two wavelengths model is more sensitive than three wave-
lengths approach, as indicated by the fields of relative sensitivity of soot temperature to the 
intensity ratio given in Figure 7d and 7e. From a physical point of view, it is desirable to 
have a small @ ln T=@ ln R value, in order to prevent small changes (or errors) in the signal 
ratio, R, to cause a large change on the temperature estimate. Nevertheless, the best 
agreement with the numerical data has been obtained for the T123 model. This could be 
associated to the used soot emission detection device. Currently, the wavelengths employed 
are close to infrared region (λ2 ¼ 660 nm and λ3 ¼ 800 nm) and near the detection limit of 
the spectral response of the common CCD (or CMOS) camera. As a consequence, the 
camera noise could affect the integrated emission measured by introducing large errors. 
Therefore, the use of three wavelengths seems to be a good choice when the spectral 
detection is near to such limits.

Conclusions

A methodology to determine the soot temperature of axisymmetrical flames was presented, 
based on the natural soot emission measurement at different wavelengths. The radiative 
model employed was numerically verified using the integrated soot emission field, which 
was constructed from previously computed data of a target Gülder diffusiondiffusive flame 
with an annular soot volume fraction distribution. The results showed a good agreement 
between the original and the retrieved temperature fields, when the self-absorption effect is 
either considered or neglected. The retrieved temperature results exhibited smaller differ-
ences within a confidence region that encompasses most of the sooting region. At this 
region boundary, which is characterized by small signal-to-noise ratios, the deconvolution 
procedure is compromised, and larger temperature discrepancies arise. Arbitrarily increas-
ing the soot volume fraction yielded maximum temperature discrepancies smaller of 70 K, 
even when the values of fv are doubled, thus underscoring the optically thin assumption 
correctness. However, neglecting the self-absorption effect leads to temperature discrepan-
cies which arise mainly at the vicinity of the maximum soot volume fraction position. An 
analysis of the noise effect on the temperature showed that the MAE temperature calcula-
tion method is more sensitive than the EMI one. This increased sensitivity was shown to be 
associated to the noise contribution of the extinction field on the temperature reconstruc-
tion process and to the temperature equation terms, where a model of soot absorption 
function is requireddispensed. If the required level of precision is smaller than 60 K, the 
present emission should be considered as a means to determining turns out to be an 
alternative that provides the flame temperature via a simplified experimental setup. If the 
required level of precision is smaller than 60 K, the present emission methodology turns out 
to be an alternative to determine the flame temperature via a simplified experimental setup. 
Furthermore, measured temperature results at different combination of detection wave-
lengths showed a good distribution similarity. The performed sensitivity analysis indicated 
that temperature discrepancies could be reduced when the separation of wavelengths is 
increased. Also, the use of three wavelengths detection could be justified when the spectral 
response of the employed cameras within the infrared range are near their limits.
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