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an important investment of 
time and financial resourc-
es. To deal with such is-
sues, our group has worked 
toward creating language-
agnostic approaches as well 
as adapting and improving  
existing NLP techniques 
to local problems. In ad-
dition, we have focused 
on producing new state-
of-the-art NLP publicly 
available data and models 
in Spanish. Next, we briefly 

Nevertheless, the massive 
number of messages in the 
data stream, along with the 
noise they contain, create 
a number of difficulties for 
worldwide detection. The 
common solution used to 
date has been to learn from 
labeled data to identify 
user messages related to 
a real-time earthquake.2,12 
This approach does not 
scale well globally across 
countries and languages. 
Consequently, our group 
proposed a simple, yet 
efficient solution that, 
generally speaking, identi-
fies the unusual increase 
in the frequency of mul-
tilingual textual features 
related to earthquakes 
within the Twitter stream.10 
This method only requires 
a one-off semi-supervised 
initialization and can be 
scaled to track multiple 
features and thus, multiple 

present some of them.
Twicalli, a social seis-

mograph, and other crisis 
management tools. Timely 
detection and accurate 
description of natural 
disasters and other crisis 
situations are crucial for 
emergency management. 
This is challenging and 
important for our region, 
since one must rely on hu-
man observers appointed 
to specific geographical 
areas or on advanced in-
frastructure. In the case of 
earthquakes, geographical-
ly dense sensor networks 
are expensive. A viable inex-
pensive alternative to this 
problem is to detect events 
through people’s reactions 
in online social networks, 
particularly on Twitter.a 

a Microblogging and social net-
working service http://twitter.
com
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are rap-
idly changing 
due to the 
adoption of 

artificial intelligence (AI) 
and will face deep trans-
formations in upcoming 
years. In this scenario, it 
becomes critical for under-
represented communities 
in technology, in particular 
developing countries like 
Latin America, to foster 
initiatives that are commit-
ted to developing tools for 
the local adoption of AI. 
Latin America, as well as 
many non-English speak-
ing regions, face several 
problems for the adoption 
of AI technology, including 
the lack of diverse and rep-
resentative resources for 
automated learning tasks. 
A highly problematic area 
in this regard is natural 
language processing (NLP), 
which is strongly depen-
dent on labeled datasets 
for learning. However, 
most state-of-the-art NLP 
resources are allocated to 
English. Therefore, creat-
ing efficient NLP tools for 
diverse languages requires 
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Our group has worked toward 
creating language-agnostic 
approaches as well as adapting 
and improving existing NLP 
techniques to local problems.
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in argumentation, we 
first determined the most 
important tasks and then 
developed machine learn-
ing methods to solve them. 
For example, we addressed 
the task of classifying raw 
text arguments into the cor-
responding “constitutional 
concept.” For instance, the 
raw text “the state should 
provide free education for 
all” should be assigned to 
the concept “right to educa-
tion.” This was challenging, 
given we had more than 
100 different constitutional 
concepts. Our best method 
achieved a top-5 accu-
racy of more than 90%.6 
We created a visualization 
for exploring the dataset 

crisis situations. Experi-
mental results validate our 
approach as a competitive 
open source alternative 
to leading solutions, with 
the advantage of working 
independently of language 
and providing worldwide 
scalability. An instance of 
this framework is currently 
available as Twicalli (http://
twicalli.cl) that provides 
visual “social seismograph” 
for the Chilean territory (as 
shown in Figure 1). Twicalli 
is used by the National 
Seismology Center in Chile, 
among other emergency 
response agencies nation-
wide. Furthermore, we are 
in the process of incorpo-
rating a novel machine 
learning-based model for 
automatically estimat-
ing the Modified Mer-
calli Intensity Scaleb of an 
earthquake,9 and detecting 
in real time other types of 
crisis situations.13

Political data and the 
Open Constitution Pro-
ject. In 2016, Chile went 
through a collective open 
process to establish the 
guidelines of what a new 
political constitution 
should consider. From a 

b https://www.usgs.gov/natural-
hazards/earthquake-hazards/sci-
ence/modified-mercalli-intensi-
ty-scale

technological point of view, 
an interesting aspect of 
the process was the use of 
digital platforms to collect 

the output of the delibera-
tive instances that included 
discussions produced by 
8,000+ small assemblies 
across the country. This 
resulted in a dataset of 
200,000+ political argu-
ments, which was openly 
published in a raw and 
anonymous form. This 
dataset was manually sys-
tematized through months 
of work. Hence, with the 
goal of making this process 
less time consuming, more 
objective, and scalable, we 
worked toward creating 
ways to automate at least 
parts of the systematiza-
tion. With the help of an 
interdisciplinary group 
of linguists and experts 

With the help of an 
interdisciplinary group 
of linguists and experts 
in argumentation, we 
first determined the most 
important tasks and then 
developed machine learning 
methods to solve them.

Figure 1. Twicalli interface showing a large earthquake in Chile on December 25, 2016 and its 
aftershocks. (Top right) Shows the frequency of earthquake-related messages per minute. (Left) 
Shows a heat map of geographical message density distribution. (Bottom center) Displays user 
messages. (Bottom right) Shows fine-grained geographical message navigation. Image courtesy of 
Jazmine Maldonado.
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(http://constitucionabierta.
cl/), which was widely used 
by the public and press, 
providing a much needed 
transparency to such an 
important process (see 
Figure 2).

Two problems natu-
rally arise in the context of 
our work analyzing social 
and political discussions; 
that of incivility, or hate 
speech,1,7 and the now 
ubiquitous problem of 
bias against minorities.3,8 
Modern automatic tools for 
processing human-gener-
ated text should consider 
these issues as essential. 
However, these tasks are 
extremely challenging even 
for the English language. 
Specifically, our work has 
addressed how the lack of 
diversity in training data 
for hate-speech detection 
models induces an over-
estimation of their perfor-
mance in state-of-the-art 
approaches, and how this 
affects transferring this 
knowledge to other do-
mains,1 such as Spanish.

Spanish NLP resources. 
An issue we have con-
stantly faced, as have other 

researchers working with 
Spanish text data, is the 
lack of high-quality resourc-
es for developing, train-
ing, and testing models. 
Some LATAM and Spanish 
groups have been tackling 
this problem by system-
atically producing freely 
available NLP resources for 
the whole research com-
munity.4,5,11,14,15 One set 
of resources of particular 
importance are Word Em-
beddings trained from big 
corpora.5,14,15 Our group has 
also developed a Spanish 
pretrained model based on 
Neural Self-Attention4 that 
has improved the state of 
the art in many NLP tasks 
in Spanish. We hope more 
groups in Latin America 
can join efforts to produce 
resources to improve NLP 
research and applications.
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An issue we have constantly 
faced, as have other researchers 
working with Spanish text 
data, is the lack of high-quality 
resources for developing, 
training, and testing models.

Figure 2. Interface of the website http://constitucionabierta.cl showing the distribution of the 
constitutional concept “right to education” in the 2016 Chilean Constitutional discussions dataset. 


