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Nowadays, CAD and FEM softwares have a sustantial impact on engineering. Both of them
are powerful tools for design and analysis. The main drawback is that FEM models and CAD
geometries do not match, wich means that the generated CAD �le needs to be translated into
a suitable geometry , meshed and input into a large scale FEM code. This task takes most of
the overall analysis time, and engineering designs are becoming increasingly more complex.
Isogeometric Analysis (IGA) was proposed to build a direct link between CAD design and
FEM analysis. The main idea of IGA is to substitute the shape functions used in FEM by
the shape functions used in the CAD.

Compared to the standard IGA, a much simpler method for approximating solutions to
di�erential equations is called isogeometric collocation (IGA-C). Its simplicity follows from
the fact that the di�erential equation (strong form) is only enforce at a discrete set of points
called collocation points, thus the evaluation and assembly is much faster since there is no
need of numerical integration.

In this work, the IGA-C is paired with two types of enrichmentto in order to solve 2D-
problems for the Helmholtz equation: Plane Wave (PW-) and Generalized Harmonic Poly-
nomial (GHP-) functions. A parametric study is conducted, and a detailed assessment of the
performance of the method in a number of benchmark problems is provided. Three di�erent
collocation methods are tested for the non-enriched formulation, namely Greville abscissae
(GA), Approximated Cauchy Galerkin (ACG) and Superconvergent (SC) points, showing
that the CG scheme is the best choice in terms of overall error, convergence rate and ease of
solving the linear system. Then, the in�uence of the number of shape functions in the original
and enriched basis, location and number of collocation points and wave-number over both
the convergence rate as well as the condition number of the sti�ness matrix are studied.

The numerical results show that: 1) there is an improvement over the non-enriched for-
mulation, 2) the improvement depends on the choice of the number and type of enrichment,
and 3) The pollution error is not completely alleviated with the enriched formulations.
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En el día de hoy, softwares de CAD y FEM tienen un impacto sustantivo en la ingeniería.
Ambos son herramientas altamente efectivas para el diseño y análisis. La principal desventaja
es que los modelos FEM y las geometrías CAD no coinciden, lo que implica que el archi-
vo CAD generado debe ser adaptado a una geometría adecuada, mallado y cargado en un
complejo código FEM. Esta tarea consume la mayor parte del tiempo total de análisis, y la
ingeniería de diseño se vuelve cada vez más complejo. El Análisis Isogeométrico (IGA) fue
propuesto con el �n de establecer un vínculo entre el diseño CAD y el análisis FEM. La idea
general del IGA es sustituir las funciones de forma utilizadas en FEM por las funciones de
forma usadas en CAD.

En comparación con el IGA estándar, un método más simple para aproximar soluciones
de ecuaciones diferenciales es el método isogeométrico de colocación (IGA-C). Su simplicidad
radica en el hecho de que la ecuación diferencial (forma fuerte) es solamente impuesta en un
conjunto discreto de puntos llamados puntos de colocación, así la evaluación y el ensamblaje
es bastante más veloz ya que no hay necesidad de integrar numericamente.

En el presente trabajo, el IGA-C es combinado con dos tipos de enriquecimiento con el
objetivo de resolver problemas asociados a la ecuación de Helmholtz: Ondas Planas (PW-)
y Polinómios Harmónicos Generalizados (GHP-). Se realizo un estudio paramétrico y una
evalucación detallada de la efectividad del método en varios problemas referenciales. Tres es-
quemas de colocación diferentes son probados sin enriquecer, Greville abscissae (GA), Cauchy
Galerkin (CG) y Puntos Superconvergent (SC), de modo que el esquema CG muestra ser la
mejor opción en términos de error, convergencia y facilidad al momento de resolver el sistema
lineal de ecuaciones. De esta forma, la in�uencia del número de funciones de forma en la base
original y enriquecida, posición y cantidad de puntos de colocación y número de onda sobre,
tanto la tasa de convergencia como el número de condicionamiento de la matriz de rigidez
son estudiados.

Los resultados numéricos muestran: 1) hay mejora con respecto a la formulación no enri-
quecida, 2) dicha mejora depende de la cantidad y tipo de eriquecimiento seleccionado, y 3)
el error de contaminación no es completamente eliminado con la formulación enriquecida.

iii



iv



Para ti, en algún lugar, en algún momento.
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Chapter 1

Introduction

Boundary value problems for the Helmholtz equation appear in a wide range of appli-
cations, concerned with analysis of wave propagation (e.g. time-harmonic acoustics iden-
ti�cation of kidney stones by medical imaging [35], optimization of micro-acoustic devices
ranging from hearing aids to meta-materials [1], or radar cross section reduction [10], etc).
The Helmholtz equation is given by:

∆u+ k2u = 0, (1.1)

Nowadays, various advanced numerical methods have been developed for the Helmholtz
equation, aiming to minimize numerical error at optimal computational cost. The following
three main sources of numerical error can be identi�ed:

� Discretization error, occurring when the solution (and the computational domain in
�nite elements methods) are approximated with shape functions

� The pollution or numerical dispersion error [7, 43, 44], associated with high wave num-
bers

� Boundary truncation error for problems in unbounded domains

The �rst two aspects will be discussed in detail in the following sections. The boundary
truncation error appears in �nite element and other domain-type methods in unbounded
domains, when the in�nite domain is truncated by a �ctitious boundary, which encloses the
area of interest (usually, a circle or a sphere of radius R, large enough in comparison with the
characteristic size of the system, a). Then the asymptotic behaviour of the solution is conver-
ted into the so-called Absorbing Boundary Condition (ABC) [55], [11], [70] on the �ctitious
boundary. Accuracy of the ABCs depends on the frequency and the size of the truncation
domain (ratio R/a). In this work, we are interested in the performance of isogeometric co-
llocation. Therefore in all numerical examples, we excluded the boundary truncation error
on the �ctitious boundary by prescribing Robin boundary condition with the right-hand side
derived from the exact analytical solution in the unbounded domain.
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1.1. Isogeometric Analysis: Galerkin (IGAFEM) and Co-

llocation (IGA-C)

While Finite Element Method (FEM) remains the most commonly used numerical method
in engineering applications, isogeometric analysis (IGA) has gathered a considerable amount
of attention in the computational mechanics community over the last decade. IGA was propo-
sed by Hughes et al. [42, 26] as a next generation of FEM (IGAFEM), that aims to conciliate
the gap between the Computer-Aided Design (CAD) model and the numerical analysis. With
the main idea of preserving the original geometry, usually given by a Non-Uniform Rational
B-Spline (NURBS) parameterization, the NURBS basis function are used instead of Lagran-
ge polynomials in the FEM discretization. IGA has been successfully implemented in several
�elds, such as structural mechanics [83], shape optimization [80, 71, 39], �uid-structure in-
teraction [13, 12, 14], shell analysis [50, 17, 40], vibrations [27, 66, 72], fracture mechanics
[29, 37, 36], hyper-elastic models [18, 34, 51], electromagnetic [20, 21], Helmholtz equation
[25, 81, 48], among others. A complete review of IGA and its di�erent implementation aspects
can be found in [60, 15].

Atroshchenko et al. [3] proposed GIFT as a numerical method that aims to decouple the
�eld space from the geometry space. The �eld-geometry decoupling is achieved by using a
more suitable basis function for the �eld space while keeping the exact representation of
the geometry by NURBS. This method aims to employ the best basis function according
to any particular characteristic of the problem (such as complex geometries or numerical
singularities in the solution). The method has been successfully applied in problems of linear
elasticity [3], acoustics [78], fracture mechanics of Kirchho�-Love plates [77], and vibration
of Reissner-Mindlin plates [82] among many others.

Videla et al. [78] showed the advantages of pairing PHT-splines with NURBS by GIFT
in the context of time-harmonic problems. In particular, problems with local gradients given
by geometrical irregularities can take advantage of the adaptive re�nement given by PHT-
splines, and achieve optimal convergence rates in the error norm, while keeping a course
geometry and therefore saving computational resources.

IGA is widely used in the framework of the boundary element method (IGABEM), par-
ticularly in time-harmonics acoustics [73]. Due to the fact that the Green's functions satisfy
the Sommerfeld radiation condition exactly, boundary value problems in unbounded domains
can be reduced to boundary integral equations on the inner boundaries without the need to
truncate the domain and introduce a boundary truncation error [23]. Note, that in BEM,
governing integral equations can be solved in the Galerkin framework or imposed at a set
of points, an approach known as collocation. In the BEM, C0-continuous shape functions
could be su�cient for collocation. However, in the context of partial di�erential equations,
global continuity of shape functions has a signi�cant e�ect on convergence and stability of
collocation. NURBS and other types of splines possess features of degree elevation with assu-
ring desired global continuity within a patch, which makes them attractive for the so-called
isogeometric collocation (IGA-C).

Recently, a discontinuous IGABEM method applied to 3D acoustics was proposed by Sun
et al.[76]. They compare a continuous and a discontinuous 3D IGABEM, which is formu-
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lated using discontinuous elements and a collocation scheme, showing the potential of the
discontinuous method to model problems with complex geometries arising from CAD models.

IGA-C was initially proposed by Auricchio et al. [5, 4]. Lin et al. [53] studied the con-
sistency and convergence properties of IGA-C for the 1-D formulation, while Schillinger et
al.[69] compared isogeometric collocation with both Lagrange FEM and IGAFEM formula-
tion, showing that while IGAFEM outperforms IGA-C in terms of accuracy per DOF, IGA-C
is more e�cient than IGAFEM in terms of accuracy per unit of computational time.

IGA-C has been employed in various applications, such as two-dimensional elastostatic and
explicit dynamic problems [4], Timoshenko beams [28] and rods [6], Bernoulli-Euler beams
and Kirchho�-Love plates [67], and Reissner-Mindlin plates [49]. Moreover, De Lorenzis et
al. [?] proposed a hybrid collocation-Galerkin formulation to treat Neumann and contact
boundary conditions.

Schillinger et al. [68] proposed an hybrid collocation�Galerkin formulation for phase-�eld
fracture models. This was further developed by Jia et al. [45], where an adaptive isogeometric
collocation method using PHT-splines was proposed, leading to optimal convergence rates
for both uniform and adaptive re�nement and for di�erent 2D and 3D elasticity benchmark
problems. Nguyen-Thanh et al. [61] formulated an adaptive isogeometric meshfree collocation
(IGAM-C) method for the two-dimensional (2D) elasticity and frictional contact problems,
with better results compared to a uniform re�nement.

A topic of particular interest in the IGA-C method is selection of the collocation points.
The standard choice is the Greville abscissae points [46], but is is well known that the
convergence rate reported with Greville abscissae is sub-optimal, i.e. of order p and p− 1 in
the L2 error norm for odd and even degree NURBS, respectively [69].

Di�erent studies have been performed in order to improve the convergence rate of the
IGA-C. Anitescu et al. [2] studied the use of superconvergent (SC) points, leading to con-
vergence rates of p + 1 and p in the L2 error norm for odd and even degrees, respectively,
at the cost of solving an over-determined linear system resulting from a non-square sti�ness
matrix. Gomez and De Lorenzis [38] proposed a set of collocation points that are related
to the Galerkin solution of the system, which in general is unknown. A numerical approxi-
mation of these points is in fact a subset of the superconvergent points from [2], achieving
convergence rates of p in the L2 error norm for both even and odd degrees. In this work, we
will refer to the collocation points from [38] as Approximated Cauchy Galerkin (AGC) points.
Montardini et al. [58] proposed a di�erent choice of subset of superconvergent points from
[2] (called clustered superconvergent points (C-CSP), which correspond to two symmetric
superconvergent points from [2] in every other element). This choice also leads to the same
convergence rate as in [2] but avoids having more equations than the degrees of freedom.
Note, that for even p, the collocation points from [38] and [58] coincide.

1.2. Partition of Unity and Generalized methods

In acoustics and wave propagation analysis, the error of the numerical solution consists of
the discretization error and the pollution error (see a detailed discussion in [78]), and as the
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wave number k grows, the pollution error becomes dominant.

Other approach to reduce the pollution error is to employ High-order Finite Element.
High-order FE formulations applied to the Helmholtz equation [52, 22, 24, 47] have proved
to be more accurate and e�ective in coping with the pollution error than low order methods,
but at the expenses of increasing condition numbers and higher computation cost when the
degree p increases.

Another approaches to overcome the pollution error consists in modifying the basis fun-
ctions in a way that captures the highly oscillatory behaviour of the solutions.

The Partition of Unity (PU) enrichment, initially proposed by Melenk and Babu²ka [56, 8],
consists in enhancing the original set of basis functions with a new set, derived from a priori
knowledge of main features of the governing partial di�erential equation and its analytical
solution. In the case of the Helmholtz equation, the general solution takes the form of either
the Bessel functions or plane waves. The results of these initial studies show that the PU
enrichment of FEM has advantages in terms of the error vs the number of Degrees of freedom
(DOFs) in comparison with standard FEM. In these early studies, certain drawbacks of the
PUFEM, such as high condition number of the sti�ness matrix, were also documented. A
detailed analysis of performance of the PUFEM in terms of the condition number, geometry
description and presence of multiple scatters is given in [57].

Subsequently, the Generalized Finite element method (GFEM) [74, 75] was proposed.
GFEM, PUFEM and XFEM refer to the same idea of enrichment and are often used inter-
changeably. However, some authors distinguish GFEM as the method that employs solution
approximation consisting of both, the original and enriched bases, contrary to PUFEM, which
only uses the enriched basis. The data in the literature show that the GFEM and PUFEM
produce similar results in the context of the Helmholtz equation, namely, advantages in terms
of the error vs the number of DOFs at the price of high condition number are reported. The
optimal relation between the mesh size, degree of polynomial shape function and number
of plane-wave functions is still an open question. A review of di�erent enrichment methods
applied to the Helmholtz equation can be found in [41].

Di�erent choices of enrichment applied to the Helmholtz equation are available, such as
the plane-wave functions, wave-band functions and the Generalized Harmonic Polynomial.
For instance, Strouboulis et al. [75] studied the e�ect of the enrichment set employed in the
GFEM applied to Helmholtz equation, showing that all of them deliver similar results in
terms of error norm versus DOFs and that the selection of the local bases should thus be
determined by other factors such as the ease of the implementation or the computational
cost.

Those enriched formulations have been also implemented in conjunction with the BEM
[19], IGABEM [62, 63] and IGAFEM [30, 31] (also refereed as eXtended BEM (X-BEM),
eXtended IGABEM (X-IGABEM) and Partition of Unity IGAFEM (PUIGA) respectively),
showing in all cases certain improvements over the non-enriched methods.

One particular drawback that enriched formulations have is related to numerical integra-
tion of the enriched functions. Enriched formulations require the numerical integration of
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highly oscillatory functions, which is usually done using high-order Gauss quadrature. Still,
as it has been reported by [33, 9], using high-order Gauss quadrature does not deliver ac-
curate results for high wave numbers. For instance, Banerjee and Sukumar [9] proposed an
exact integration scheme for linear plane-wave enriched FEM that delivers exact integration,
and it is independent of the wave number.

Note, that in the case of the Helmholtz equation, the enrichment is applied globally. In
other applications, such as for example, problems with fracture and inclusions, the enrichment
of the solution is used only in the vicinity of the area of interest, i.e. X-FEM [59], X-BEM [19],
and their isogeometric versions, as developed for example in X-IGAFEM [16], X-IGABEM
[64]. Other wave-related areas, such as time-dependent problems of electromagnetic wave [32]
and 3D elastic wave modelling [54], have been studied under the PUFEM formulation.

To the authors' knowledge, no articles are available which combine the IGA-C and the
enrichment for the Helmholtz equation.

1.3. Contribution

In this work, we pair the isogeometric collocation (IGA-C) with the Generalized en-
richment of two types, plane waves and harmonic functions, to solve 2D-problems for the
Helmholtz equation. We conduct a parametric study and provide a detailed assessment of
the performance of the method in a number of benchmark problems. We investigate the
in�uence of the number of shape functions in the original and enriched bases and number
and location of collocation points on the convergence rate and the condition number of the
sti�ness matrix.

The numerical results for the IGA-C and the enriched IGA-C are obtained under the
formulation of the Geometry Independent Field approximaTion (GIFT) [3]. In our formula-
tion, both the geometry and the �eld basis are given by NURBS, but we keep the geometry
unchanged, while h− and p− re�nement is only applied to the �eld basis.

1.3.1. Outline of the paper

The outline of the paper is as follows: The mathematical formulation of the Helmholtz
equation is given in Section 4.1. Section 4.2 is devoted to NURBS, the theoretical framework
of collocation method and description of the collocation schemes, while Section 4.3 deals with
enriched formulations for the Helmholtz equation in the context of isogeometric collocation.
Numerical examples are presented in section 5, while the main results are summarized in
section 6.
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Chapter 2

Objectives

The objectives and scope for the thesis work are presented as follows.

2.1. General Objectives

Develop and implement an two-dimensional enriched isegeometric collocation method
scheme to study its performance in time-harmonic acoustic equations.

2.1.1. Speci�c Objectives

• Develop a standard IGA-C code for two-dimensional Helmholtz equation problems

• Develop an enriched IGA-C code for two-dimensional Helmholtz equation problems.

• Analyze and compare the numerical results in terms of convergence plots for the L2

error norm.

2.2. Scope

This thesis work is intended to propose and validate an isogeometric collocation scheme
using enriched NURBS basis functions. This proposed work will only be tested on benchmark
problems, and the performance results are properly presented in convergence plots, �gures
and tables.
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Chapter 3

Methodology

In order to successfully ful�ll the objectives of the present thesis work, the following steps
are implemented:

3.1. Literature review

Over the last twenty years, a vast volume of literature related to both FEM and XFEM
has been published. Moreover, since Hughes and its team proposed IGA, several ideas and
techniques from FEM have been revisited to study the gains and drawbacks of its applications
on IGA like collocation schemes. Therefore, a literature review of the principal topics that
cover this thesis must be performed, which should include: Isogeometric Analysis, Collocation
Methods, Partition of Unity Finite Element Methods among other subjects.

3.2. Eriched isogeometric collocation code

According to the literature review, and based on the open-source codes available onli-
ne, a Matlab® routine capable of performing IGA-C using enriched NURBS basis will be
implemented. This implementation will be oriented to wave propagation and two di�erent
enrichments will be used, plane wave functions and generalized harmonic polynomials. The
numerical implementation will be based on the open-source package IGAPACK, available at
https://github.com/canitesc/IGAPack.

3.3. Collocation points distribution strategies

A speci�c distribution of collocation points needs to be de�ned in order to implement the
IGA-C and then applied the enriched basis. Three di�erent types of points distribution will
be compared using the standard IGA-C: Greville Abcissae, Cauchy-Galerkin and Supercon-
vergent. Thus the most suitable will be selected for the enriched IGA-C implementation.

Since the enriched method requires more degrees of freedom than the standard method,
new points will be inserted in the previously selected distribution. In order to de�ne these
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new collocation points, several con�guration for both types of enrichments will be compared
in terms of L2 error norm.

3.4. Aplications on wave propagation problems

The area of application of the proposed formulation will be two dimensional time-harmonic
wave propagation. It is well known that this kind of problem present challenges to any
numerical domain method, such as the pollution error that occurs when solving the equation
with a high wave-number k, or the correct treatment of boundary conditions when moving
from unbounded domain to bounded domains. Hence, enriched IGA-C will be studied in this
kind of problems in order to know if it can improve the solution.
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Chapter 4

Theoretical background

4.1. Exterior time harmonic acoustic wave propagation

We consider the exterior acoustic problem shown in Figure 4.1. The acoustic domain is
�lled with a compressible ideal �uid of sound speed c and density ρ. The acoustic pressure
in a homogeneous media is modelled by the wave equation

∆P − 1

c2

∂2P

∂t2
= 0. (4.1)

where P = P (x, t) is the acoustic pressure, x ∈ Ω is the physical space and t ∈ [0,∞] is
the time. Since we are interested in the time harmonic case and, assuming that all waves are
steady-state with circular frequency ω, the pressure �eld P (x, t) can be written as

P (x, t) = u(x) exp(−iωt). (4.2)

Substituting eqn.(4.2) into eqn.(4.1), we obtain the Helmholtz equation

∆u+ k2u = 0, (4.3)

where k = ω/c is the wave number.

The general acoustic problem in domain Ω with boundary Γ = ∂Ω (see Figure 4.1) can be
stated as
Find u such that

∆u+ k2u = 0 in Ω (4.4)

u = g, on ΓD (4.5)

∇u · n = h on ΓN (4.6)
∂u

∂n
− iku = f on ΓR, (4.7)

where g, h, f are the prescribed Dirichlet, Neumann and Robin boundary conditions on
their corresponding parts of the boundary, i.e. ΓD, ΓN and ΓR respectively. Note, that
ΓD
⋃

ΓN
⋃

ΓR = Γ and ΓD
⋂

ΓN
⋂

ΓR = ∅.
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Figure 4.1: Schematic of a general acoustic problem. Ω represents the problem domain, ΓD,
ΓN and ΓR are the Dirichlet, Neumann and Robin boundaries respectively. n denotes the
normal vector, outer to Ω.

In the case of an unbounded domain, we assume that there is no re�ection from in�nity.
This condition is given by eqn 4.8, and is known as the Sommerfeld radiation condition:

∂u

∂n
− iku = o(r1/2)as r →∞ (4.8)

When truncation boundary is introduce, this condition is approximated by an operator:

∂u

∂n
− iku = f, on ΓR (4.9)

where f is unknown, but can be calculated with the analytical solution.

In this work, �rst and second-order absorbing boundary conditions, as proposed by Bayliss
et al., are employed to take into account the aforementioned Sommerfeld radiation condition.

4.2. Isogeometric Collocation

4.2.1. Non-Uniform Rotational B-Splines (NURBS)

A knot vector is a set of non-decreasing real numbers that represent the coordinates in
the parametric space, i.e.

Ξ = {ξ1, ξ2, . . . , ξn+p+1} , (4.10)

where p is the order of the spline and n is the number of basis functions.

B-Splines basis functions for p = 0 are de�ned as piecewise constants:

Ni,0(ξ) =

{
1, if ξi ≤ ξ < ξi+1

0, otherwise
(4.11)

then, for p ≥ 1 B-Splines are de�ned recursively by the following formula

Ni,p(ξ) =
ξ − ξi

ξi+p − ξi

Ni,p−1(ξ) +
ξ+p+1 − ξ

ξi+p+1 − ξi+1

Ni+1,p−1(ξ), (4.12)
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Non-Uniform Rational B-Splines (NURBS) are subsequently de�ned as

Rp
i (ξ) =

Ni,p(ξ)wi∑n
ı̂=1Nı̂,p(ξ)wı̂

, (4.13)

where wi is the weight corresponding to the i−th B-spline function.

Figure 4.2 shows an example of a 2D cubic NURBS curve with their control points. This
curve is created with the following knot vector: Ξ = {0, 0, 0, 0, 0,4, 0,5, 0,6, 1, 1, 1, 1}. The
control points are given on Table 4.1, and the respective basis functions are shown on Figure
4.3

Control Points Pi

x y w
-4 -4 1
-4 0

√
2/2

0 0 1
0 4

√
2/2

4 4 1
4 0 1
2 -4 1

Table 4.1: NURBS curve: Control points and their respective weights

Figure 4.2: NURBS curve in 2D: curve (blue line) and control points (red dots)

In 2D, NURBS are de�ned as the tensor product between two one-dimensional NURBS,
i.e.

Rp,q
i,j (ξ, η) =

Ni,p(ξ)Mj,q(η)wi,j∑n
ı̂=1

∑m
̂=1Nı̂,p(ξ)M̂,q(η)wı̂,̂

, (4.14)

where the second set of B-Splines Mj,q(η) of degree q is de�ned on knot vector Ξ2 =
{η1, η2, . . . , ηm+q+1} (with m being the number of basis functions Mj,q(η)).
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Figure 4.3: NURBS basis functions of Figure 4.2

The mapping between the parametric space Ω̂ = [ξ1, ξn+p+1]×[η1, ηm+q+1] and the physical
space Ω is given by

F(ξ, η) =
n∑

i=1

m∑
j=1

Rp,q
i,j (ξ, η)Bi,j = [x, y]T , (4.15)

where Bi,j are the control points de�ned in the physical space. In what follows we use the
following notation

RI(ξ, η) = Rp,q
i,j (ξ, η) (4.16)

with multi-index I, that combines (i, j) and takes values I = 1, . . . , n×m.

Figure 4.4 shows an example of a 2D linear-quadratic NURBS surface. The polynomial
order and knot vectors are given on Table 4.2, while the control points are shown on Table
4.3.

Direction Order Knot Vector
ξ p = 1 Ξ = {0, 0, 1, 1}.
η q = 2 Ξ = {0, 0, 0, 1, 1, 1}

Table 4.2: NURBS surface: Polynomial orders and knot vectors for the surface shown in
Figure 4.4
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0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

Figure 4.4: NURBS surface in 2D: curve (blue line) and control points (red dots)

Control Points Pij

x y w
1 0 1√
2/2

√
2/2

√
2/2

0 1 1
2 0 1√
2

√
2
√

2/2
0 2 1

Table 4.3: NURBS surface: Control points and their respective weights for the surface shown
in Figure 4.4
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The B-spline basis functions have the following properties:

� Linear independence.

� Partition of unity.

� Compact support for each Ni,pin the interval [ui, ui+p+1].

� Non-negative basis functions.

Since NURBS are transformations of the B-spline basis functions they inherit their main
properties and obtain more. Some of them include:

� Partition of unity.

� Continuity and support of B-spline.

� A�ne transformations in a physical space are achieved by applying them to the control
points. This means NURBS have the property of a�ne covariance.

� If the weights of all control points are equal, NURBS become B-splines.

For computational details regarding B-splines and NURBS, the reader is referred to [65].

4.2.2. Collocation Method

We consider the strong form of a boundary value problem, which is written as

L u = f, in Ω (4.17)

G u = g, on Γ (4.18)

where L u = ∆u + k2u and G u corresponds to a combination of Dirichlet, Neumann and
Robin boundary conditions. The solution uh is approximated as

uh(x, y) =
n×m∑
I=1

φI
(
RI ◦ F−1

)
(x, y), (4.19)

where φI are unknown control variables, and RI◦F−1 denotes a function composition between
the inverse mapping of the geometry F−1, and the NURBS basis functions RI .

The main idea of collocation is to select a set of points αJ ∈ Ω∪ Γ, where the di�erential
equation and the boundary conditions are satis�ed by an approximate solution uh. In IGA-C,
collocation points are �rst de�ned in the parametric space (α̂J ∈ Ω̂) and then mapped to
physical space by

αJ = F(α̂J). (4.20)

Therefore, the collocation solution uh is required to satisfy:

L uh(αJ) = f(αJ), in Ω (4.21)

G uh(αJ) = g(αJ), on Γ (4.22)
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Equations (4.29) and (4.30) are subsequently converted into a linear system

MX = F , (4.23)

which is solved for the vector of unknown control variables X = {φ1, φ2, . . . , φn×m}.

4.2.3. Collocation points and superconvergent points

The choice of the collocation points is fundamental to ensure the convergence of the IGA-
C. The most common choice is the Greville abscissae points α̂GA, which are computed based
on the knot vector. The formula for the Greville abscissae (GA points) points for a NURBS
curve is given by [46]

α̂GAi
=

1

p

i+p+1∑
j=i

ξi, (4.24)

where p is the degree of the B-spline and ξi are the knots.

The GA points lead to convergence rates of p − 1 and p for odd and even degrees of
B-splines, respectively, in the L2 error norm. Despite the sub-optimal convergence rate, GA
points are the most popular choice of collocation points in the literature on IGA-C.

Various studies aimed to improve the convergence rate of the IGA-C method. For instance,
Anitescu et al. [2] proposed the use of the superconvergent points (SC points). Superconver-
gent points arise from the works of Zienkiewicz and Zhu [84, 85], based on the idea that, in
the context of FEM, there exist some points x∗ in domain Ω in which the numerical solution
uh is more accurate in comparison with any other set of points in Ω. Following the same
idea, in [2] these superconvergent points were computed for B-splines of Cp−1 continuity in
a reference element [−1, 1] and subsequently mapped to each knot span (Table 4.4). These
superconvergent points lead to convergence rates of p + 1 and p for odd and even B-splines
degrees in the L2 error norm. However, the main drawback of the method is that the number
of SC points exceeds the number of DOFs, therefore this formulation leads to a non-square
system of equations that must be solved in the least-square sense. As we show in our nume-
rical examples, this is particularly detrimental to the precision and its ability to overcome
the pollution error.

As shown in Gomez and De Lorenzis [38], there exists a set of collocation points that
produces exactly the Galerkin solution when they are evaluated in eq.(4.27). These points,
τj are called Cauchy-Galerkin points (CG points), and they depend on the unknown solution.
In their work, Gomez and De Lorenzis derived a numerical approximation of these points
that coincides with the SC points proposed by Anitescu et al. [2], and selected a subset of
these points that matches the number of B-splines basis functions and contains at least one
point per basis support (referred as Approximated Cauchy-Galerkin (ACG) points in this
work). ACG points deliver a convergence rate of p for both odd and even B-splines in the L2

error norm. The main advantage of the ACG set of collocation points is that it improves the
convergence rate compared to the GA set while keeping a ratio one to one with the number
of collocation points and the number of control points (or DOFs), which makes the solving
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Table 4.4: Location of superconvergent points [2] for the second derivative on a reference
element [−1, 1].

Degree SC points - second derivative

p = 2 0
p = 3 ±1/

√
3

p = 4 −1, 0, 1

p = 5 ±
√

225− 30
√

30/15
p = 6 −1, 0, 1
p = 7 ±0,5049185675126533

process faster and less expensive. See Listing 1 in [38] for a Matlab® code that produces the
ACG points.

Recently, Montardini et al. [58] proposed a set of collocation points that combines both
the ideas of [2] and [38]. This set, called Collocation on clustered superconvergent points
(C-CSP) takes two symmetric superconvergent points from [2] in every other element. This
approach achieves the same convergence rates as [2], but the ratio between collocation points
and DOF is one to one, yielding a square system of equations.

Figure 4.5 shows the position of the di�erent collocation point sets discusses for B-splines
of degree p = 2, 3, 4, 5 using open knots vector of �ve elements.
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(a) Greville Abcissae
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p = 3
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(b) Approximated Cauchy-
Galerkin
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Figure 4.5: Collocation points an knot vector: Distribution of A) Greville Abcissae, B) Appro-
ximated Cauchy-Galerkin and C) Superconvergent points for B-splines of degree p = 2, ..., 5
using �ve elements. The blue squares represent the position of the knots and the red points
represent the collocation points.

In this work, GA , SC and ACG collocation points have been tested for both the IGA-C
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and the enriched IGA-C methods. As we will discuss in the results section, the numerical
simulations show that IGA-C with SC points is superior in terms of the convergence rate,
but seems to start achieving its asymptotic behaviour later than GA and ACG (in terms
of DOFs), which makes it a sub-optimal choice for the Helmholtz equation with high k. We
consider the strong form of a boundary value problem, which is written as

L u = f, in Ω (4.25)

G u = g, on Γ (4.26)

where L u = ∆u + k2u and G u correspond to a combination of Dirichlet, Neumann and
Robin boundary conditions. The solution uh is approximated as

uh(x, y) =
n×m∑
I=1

φI
(
RI ◦ F−1

)
(x, y), (4.27)

where φI are unknown control variables.

The main idea of collocation is to select a set of points αJ ∈ Ω∪ Γ, where the di�erential
equation and the boundary conditions are satis�ed by an approximate solution uh. In IGA-C,
collocation points are �rst de�ned in the parametric space (α̂J ∈ Ω̂) and then mapped to
physical space by

αJ = F(α̂J). (4.28)

Therefore, the collocation solution uh is required to satisfy:

L uh(αJ) = f(αJ), in Ω (4.29)

G uh(αJ) = g(αJ), on Γ (4.30)

Equations (4.29) and (4.30) are subsequently converted into a linear system

MX = F , (4.31)

which is solved for the vector of unknown control variables X = {φ1, φ2, . . . , φn×m}.

4.3. Enriched Isogeometric Collocation for the Helmholtz

Equation

In eq.(4.27), we stated that for a standard isogeometric collocation method, the solution is
approximated as a linear combination of the NURBS basis function. In the enriched IGA-C
method, a new set of basis functions is employed, which consist in a combination between the
NURBS basis functions {RI}I=1,...,n×m and a set {Ψj}j=1,...,q of enrichment functions. Thus,
the numerical solution can be approximated as

uh(ξ, η) =
n×m∑
I=1

RIφI +
n×m∑
K=1

q∑
j=1

RKΨjψKj, (4.32)
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where RI is the standard NURBS basis function associated with the control variable φI ,
Ψj is the enrichment function, q is the total number of enrichment functions, and ψKj are
additional degrees of freedom corresponding to the enriched basis function RKΨj.

In this study two sets of enrichment functions are considered, namely the plane-wave
(PW-) and the Generalized Harmonic Polynomial (GHP-) enrichment:

4.3.1. Plane-Wave (PW-) enrichment

The �rst set of enrichment functions is a system of plane-waves that propagates propagate
in di�erent directions. The corresponding span is given by:

W (q) = span

{
exp (ik (x cos θj + y sin θj))

∣∣∣∣ θj = 2π
(j − 1)

q
+ θ0, j = 1, ..., q

}
, (4.33)

where q is the number of propagation angles and, therefore, the number of enrichment fun-
ctions and θ0 is the starting orientation angle. For simplicity, in this study, we have considered
θ0 = 0 unless otherwise stated. Figure 4.6 shows an example of the real part of the plane
wave enrichment functions with q = 3 and k = 10.

(a) θ1 = 0 (b) θ2 = 2π/3 (c) θ3 = 4π/3

Figure 4.6: Real part of plane wave enrichment functions, with q = 3 and k = 10 on a
[−1, 1]× [−1, 1] domain.

4.3.2. Generalized Harmonic Polynomial (GHP-) enrichment

The second set of enrichment functions, �rst presented in [74], corresponds to the Vekua
functions, also known as the generalized harmonic polynomials. The corresponding span is
given by:

V (q) = span {exp (ij θk)Jj(k r) | j = 0, ..., q − 1} , (4.34)

in polar coordinates
θ = arctan

(y
x

)
, r =

√
x2 + y2. (4.35)

The number of enrichment functions in this case is q = p + 1, where p is the degree of
the NURBS basis. Figure 4.7 shows an example of the real part of the generalized harmonic
polynomial enrichment functions with q = 3 (p = 2) and k = 10.
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(a) j = 0 (b) j = 1 (c) j = 2

Figure 4.7: Real part of generalized harmonic polynomial enrichment function, with q = 3
and k = 10 on a [−1, 1]× [−1, 1] domain.

4.3.3. Collocation points scheme

The enriched IGA-C requires more degrees of freedom compared to the standard IGA-C.
Therefore additional collocation points need to be added in order to solve the new linear
equation system. It is the purpose of this paper to �nd a suitable way to add these additional
points. The strategy that we employed in this study is to progressively add collocation points
equidistantly between the original set of collocation points, and �nd a suitable general con-
�guration. In subsection 5.3, we employed a duct scattered by plane wave example in order
to �nd the mentioned con�guration.

4.3.4. Enriched IGA-C on multi-patch boundary problems

In the examples where multiple patches are employed, two conditions need to be satis�ed
on the patches interfaces in order to assure continuity of the numerical solution, namely

uh|Ω+ (α) = uh|Ω− (α), (4.36)

∂uh
∂n

∣∣∣∣
Ω+

(α) = − ∂uh
∂n

∣∣∣∣
Ω−

(α), (4.37)

In these equations, α is a collocation point on the interface between Ω+ and Ω− as shown
in Figure 4.8. Note, that in this study we limited attention to conforming patches, with
coincident collocation points on the interfaces. A more detailed analysis regarding patch
coupling in the context of IGA-C is conducted in [4].

In the case of the enriched IGA-C, generally we use more collocation points than degrees
of freedom, and therefore the continuity of the solution across the patches' boundaries was
enforced by including a penalty factor in eqs. (4.36) and (4.37). The value of this penalty
factor was empirically chosen as 106.

4.3.5. Linear system solvers

In the context of computational acoustics it is worth mentioning that a high number
of degrees of freedom per wavelength leads to a signi�cantly high condition number of the
sti�ness matrix. The numerical implementation of this method was done in Matlab. We found
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Figure 4.8: Upper patches of a multi-patch mesh of a complete annulus. The blue and the
green mesh represent di�erent patches, (Ω+) and (Ω−) respectively, and α is a collocation
point located at the interface between two patches. The red, blue and black dots repre-
sent the interface collocation points, the internal points and the external boundary points,
respectively.

direct solver most e�cient for the matrices in this study. The matrix inversion is carried out
using the backslash operator \ available in Matlab, and the condition number of a matrix is
estimated by the square root of the function condest on KTK (also available in Matlab).

For the case of enriched IGA-C, the system of equations is non-square. Despite this, the
same backslash operator from Matlab proved to be the most e�cient solver available.
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Chapter 5

Numerical Results

In this section, we show di�erent 1D and 2D numerical examples. For problems with known
analytical solutions, we use the following relative L2 norm of the error:

∥∥u− uh∥∥
L2

‖u‖L2

=

√√√√∫Ω

∣∣u− uh∣∣2 dΩ∫
Ω
|u|2 dΩ

. (5.1)

5.1. One-dimensional scattering

In the �rst example we consider a 1-Dimensional wave propagating in a space x ∈ (0, 1),
given by the following boundary value problem:

∂2u

∂x2
+ k2u = 0 in x ∈ (0, 1)

∂u

∂x
= ik on x = 0

∂u

∂x
= −iku on x = 1

(5.2)

The analytical solution is given by

uexact(x) = exp(i k x). (5.3)

The purpose of this example is to demonstrate the ability of the PW-enriched IGA-C to
recover the exact solution for any value of k using the coarsest mesh (one element) and to
study the in�uence of the number of collocation points on the accuracy of the solution. This
example is analogue to the so-called patch-test in computational mechanics.
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Figure 5.1 shows the results of the normalized L2 error norm versus the number of co-
llocation points with p = 3 and plane-wave enrichment function (q = 1). One element was
employed for all the simulations. The results show that plane-wave enriched IGA-C achieves
machine precision for all values of k with the same optimal number of collocation points
(about 19).
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Figure 5.1: One dimensional example: PW-enriched IGA-C. Relative L2 error for p = 3 versus
the number of collocation points for di�erent wave number k.

When using GHP-enrichment in this example, the solution is no longer exactly represen-
ted anymore, and the error depends on the mesh resolution and the number of enrichment
functions. This happens because there is only one direction, and the Vekua functions are
reduced to Bessel functions. The results are shown in Figure 5.2. Since we are interested
in the behaviour of the enrichment, a mesh of 8 elements is �xed, and the error is plotted
for an increasing number of enrichment functions. It can be seen that for q = 1, . . . , 4 the
error decreases drastically as more enrichment functions are added. If more than four en-
richment functions are added, the error still decreases but much more slowly. Note, that the
error in this case signi�cantly depends on the number of collocation points. For example, for
q = 2 the system has 33 DOFs, but about 300 points are needed to obtain the minimum
error, which cannot be improved by adding more collocation points. For q = 7, the opti-
mal number of points is about 170 while the number of DOFs is 88, for q = 10 about 280
points with 121 DOFs, etc. This behaviour indicates that the optimal number of collocation
points signi�cantly exceeds the number of DOFs and grows with the number of enrichment
functions.

In Figures 5.3a and 5.3b, the error and condition number are plotted as function of wave
number k for �xed mesh and increasing q. It can be seen that the condition number grows
proportionally to k but does not depend on q. An interesting observation from Figure 5.3a
is that on a �xed mesh, the e�ciency of enrichment deteriorates as k grows. For example,
for k = 10 adding 3 enrichment functions improves accuracy from 10−2 to 10−8, i.e. by six
orders of magnitude, while for k = 100 the same enrichment (q = 3) has an improvement in
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error from 100 to 10−2, and for k = 1000 there is no improvement in the error for q up to 10.
This behaviour indicates that enrichment alone cannot be used e�ciently for large k, when
the pollution error dominates, and increasing the mesh resolution is also required.
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Figure 5.2: One dimensional example: GHP-enriched IGA-C. Relative L2 error for k = 10 and
p = 3 versus the number of collocation points for di�erent number of enrichment functions
(q). Fixed mesh of 8 elements
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(b) Condition number.

Figure 5.3: One dimensional example: GHP-enriched IGA-C. Relative L2 error norm and
condition number versus wave number k for p = 3, �xed mesh of 8 elements and increasing
q.
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5.2. Plane-wave scattered in a square domain

According to Figure 4.1 we consider a domain Ω = [0, 1] × [0, 1] with no obstacle, so the
only boundary that exists is ΓR. Therefore, the exterior acoustic number can be stated as:
Find u such that

∆u+ k2u = 0, in Ω (5.4)
∂u

∂n
− iku = f, on ΓR (5.5)

The value of f is calculated using the analytical solution which is given by

uexact(x, y) = eik(x cos θ+y sin θ), (5.6)

with θ = π/4. The control points and the knot vectors are given in table A.1. The analytical
solution of this example is shown in Figure 5.4

(a) Real part. (b) Imaginary part.

Figure 5.4: Analytical solution of the plane-wave scattered in a square domain problem with
k = 40.

For the next results, the initial angle θ0 of the plane wave enrichment system was shifted
to π/4.

Figures 5.5, 5.6 and 5.7 shows the results of the L2 error norm and the condition number
versus the number of collocation points, using a �xed mesh of 1 element and p = 3. As it can
be seen in the results, the bigger the number of plane-waves q, the more collocation points
are needed to solve the system of equation successfully. After reaching that optimal number,
both the error norm and the condition number stagnates.
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Figure 5.5: Square scattered patch test: Relative L2 error and condition number versus the
number of collocation points for p = 3 and k = 10. Fixed mesh of 1 element. Plane wave
enrichment was employed in all the simulations.
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Figure 5.6: Square scattered patch test: Relative L2 error and condition number versus the
number of collocation points for p = 3 and k = 50. Fixed mesh of 1 element. Plane wave
enrichment was employed in all the simulations.
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Figure 5.7: Square scattered patch test: Relative L2 error and condition number versus the
number of collocation points for p = 3 and k = 100. Fixed mesh of 1 element. Plane wave
enrichment was employed in all the simulations.
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5.3. The duct problem

In this example, we consider Ω = [0, 2] × [0, 1] as shown in Figure 5.8. We solve the
following BVP:

∆u+ k2u = 0 in Ω

∂u

∂n
= cos(mπy) on x = 0

∂u

∂n
= −iku on x = 2

∂u

∂n
= 0 on y = 0, 1

(5.7)

In this problem, m ∈ N is the mode number, which is related to the Neumann boundary
condition on x = 0. The exact solution of this problem is as follows

uexact(x, y) = cos(mπy)
(
A1e−ikxx + A2eikxx

)
, (5.8)

where kx =
√
k2 − (mπ)2 and the coe�cients A1 and A2 are obtained from the system:(

ikxx −ikx
i (k − kx) e−2ikx i (k + kx) e2ikx

)(
A1

A2

)
=

(
1
0

)
(5.9)

If k > mπ the wave is propagating and if k < mπ the wave is evanescent. In this paper,
only the propagating modes are considered and for every value of k the highest propagating
mode was chosen. This means that in all the results for this example, for every value of k we
picked the highest natural value of m. The only exception for this rule is m = 0 in section 5.3
and k = 10, m = 2 in section 5.3. The geometry is parameterized with linear NURBS and
remains unchanged during the solution re�nement process. The real and imaginary parts of
the analytical solution with k = 10 and m = 2 are shown in Figure 5.9.

Rigid walls

Rigid walls
x = 0 x = 2

y = 0

y = 1

y

x

Figure 5.8: The duct problem: domain.

The control points and the knot vectors are given in table A.2
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Figure 5.9: Analytical solution

Duct example: Patch test for the PW-enriched IGA-C

We �rst start with a patch test to investigate the ability of the PW-enriched IGA-C to
recover the exact solution. The exact solution is obtained from eq.(5.9) with m = 0. In
this case, two plane waves propagating in the opposite directions along x-axis can exactly
represent the analytical solution. It can be seen in Figures 5.10a and 5.10b, where the relative
L2 error norm is plotted versus the number of collocation points, that for even numbers of
enrichment functions nearly machine precision is achieved on one element while for odd
numbers the error remains considerably large even if more enrichment functions are added.
Still, the optimal number of collocation points also increases when q increases. The error
seems to be independent on k (in Figures 5.10a and 5.10b, the same precision is achieved for
k = 10 and k = 100), as was previously observed in the one-dimensional patch test (section
5.1). Despite this, the result again demonstrates that the pollution error cannot be overcome
by increasing the enrichment space without increasing the mesh resolution (odd q and �xed
one element mesh).

Convergence study for di�erent collocation schemes

In this study, we assess the performance of the Greville Abcissae, Approximated Cauchy-
Galerkin and Superconvergent IGA-C in comparison with the Galerkin IGA. Figure 5.11
shows the convergence plots in terms of the Relative L2 error norm versus the DOFs for
B-splines of degree p = 3, 4, 5, using k = 10 and m = 2. The plots show that IGA-C with
SC points outperforms both the ACG and GA points in terms of the convergence rate. In
particular, Figure 5.11b shows that the IGA-C with ACG and IGA-C with GA lead to the
same error, which is consistent with the fact that GA and ACG points for p = 4 are the same.
The expected and observed convergences rates are summarized in Table 5.1. It is interesting
to notice that for both even and odd p, the IGA-C with SC points delivers convergence rates
slightly higher than the theoretical rates reported in the literature.

Figure 5.12 shows the comparison between Greville Abcissae, Approximated Cauchy-
Galerkin and Superconvergent IGA-C versus the Galerkin IGA in terms of the condition
number versus the DOFs for B-splines of degree p = 3, 4, 5 using k = 10 and m = 2. For
all the curves, the condition number increases when increasing the DOFs. Also, it can be
noticed that for odd p, both the SC and the ACG collocation points leads to almost the
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Figure 5.10: Duct patch test: PW-enriched IGA-C. Relative L2 error for p = 2 versus the
number of collocation points for di�erent number of enrichment functions,m = 0, one element
in the mesh.

same condition number, even though both the position and quantity of collocation points are
not the same. In all the plots, the condition number reported for the Galerkin IGA is the
smallest, while the condition number reported for the IGA-C with ACG points is the highest.

Figure 5.13 shows the absolute error map using a �xed mesh of 4225 elements, B-splines
of degree p = 3, and the wave parameters k = 10 m = 2 for Galerkin IGA (Figure 5.13a)
and IGA-C with SC (Figure 5.13b), GA (Figure 5.13c) and ACG (Figure 5.13d) points. The
absolute error map plot for the Galerkin IGA is both more symmetric and lower in terms of
magnitude compared to the IGA-C methods.

Then, the wave number k is increased to 100 to study the pollution error in di�erent
methods. Figures 5.14 and 5.15 report both the L2 error norm and the condition number,
respectively, for B-splines of degree p = 3, 4, 5. In this case, IGA-C for all collocation points
schemes seem to be more sensitive to the pollution error in comparison with Galerkin IGA of
the same degree (i.e. more DOFs are required to achieve asymptotic convergence range, and
the di�erence between Galerkin and IGA-C error is much more signi�cant in comparison to
Figure 5.11 ). Comparing three collocation schemes, ACG seems to perform slightly better.

As can be seen in all plots, Galerkin IGA outperforms all IGA-C schemes tested. Howe-
ver, the advantages of IGA-C are more evident when one considers the number of function
evaluations. Figure 5.16 shows the L2 error norm versus the total number of quadrature/co-
llocation points. For the Galerkin IGA, we employed (p+1)2 quadrature points per elements,
while for the IGA-C, the number of collocation points is given by the collocation scheme.
In the plots of Figure 5.16, it can be seen that initially, for p = 3, 4, both the IGA-C with
ACG and GA points are better in terms of error per collocation point, but after some 104

collocation/quadrature points, Galerkin IGA outperforms the other methods. For p = 5, it
seems that IGA-C with SC and ACG points outperforms the Galerkin IGA.
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For the remaining examples, IGA-C with ACG points will be employed, since it shows
the best balance between the convergence rates, overall error and ratio of collocation points
versus control points.

Table 5.1: Duct example: Expected and observed convergence rates (L2 error norm vs DOF)
for the IGA Galerkin, IGA-C GA, SC and ACG methods from Figure 5.11

Method Expected convergence rate
Observed convergence
rate
p = 3 p = 4 p = 5

IGA Galerkin (p+ 1)/2 2 2.4 3
IGA-C GA odd (p− 1)/2 ; even p/2 1.1 2.1 2.2
IGA-C SC odd (p+ 1)/2 ; even p/2 2.6 2.3 3.3
IGA-C ACG p/2 1.5 2.1 2.5
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Figure 5.11: Duct example: Comparison between IGA-C using GA, SC and ACG points, and
Galerkin IGA for the Relative L2 error norm for B-splines of degree p = 3, 4 and 5, versus
the number of degrees of freedom. k = 10 and m = 2.
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Figure 5.12: Duct example: Comparison between IGA-C using GA, SC and ACG points, and
Galerkin IGA for the Condition number for B-splines of degree p = 3, 4 and 5, versus the
number of degrees of freedom. k = 10 and m = 2.
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(a) Galerkin (b) SC

(c) GA (d) CG

Figure 5.13: Duct example: Absolute error for a �xed mesh of 4225 elements. Comparison
between Galerkin IGA, SC, GA and ACG IGA-C methods. p = 3, k = 10 and m = 2.
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(b) p = 4.
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Figure 5.14: Duct example: Comparison between IGA-C using GA, SC and ACG points, and
Galerkin IGA for the Relative L2 error norm for B-splines of degree p = 3, 4 and 5, versus
the number of degrees of freedom. k = 100 and m = 2.
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Figure 5.15: Duct example: Comparison between IGA-C using GA, SC and ACG points, and
Galerkin IGA for the Condition number for B-splines of degree p = 3, 4 and 5, versus the
number of degrees of freedom. k = 100 and m = 2.
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Figure 5.16: Duct example: Comparison between IGA-C using GA, SC and ACG points, and
Galerkin IGA for the Relative L2 error norm for B-splines of degree p = 3, 4 and 5, versus
the number of degrees of freedom. k = 10 and m = 2.
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Collocation schemes for the enriched IGA-C

As mentioned in subsection 4.3.3, one of the goals of this paper is to �nd an e�cient
collocation scheme for the enriched basis that we are testing. To achieve this, we started
with the ACG points and progressively added additional collocation points equidistantly in
between them. Figures 5.17 and 5.18 show the convergence plots for the L2 error norm and
the condition number versus the number of collocation points, for a �xed mesh of 64 elements
using PW- and GHP- enrichment, respectively. From these studies, we conclude that the most
suitable choice is to add q + 1 and q additional equidistant collocation points between the
initial ACG points, for PW- and GHP- enrichment, respectively. This number of collocation
points is employed in all further studies.
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Figure 5.17: Relative L2 error and condition number using p = 3 and plane-wave enrichment
for k = 10 and m = 2. Fixed mesh of 64 elements.
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Figure 5.18: Relative L2 error and condition number using p = 3 and generalized harmonic
polynomial enrichment (half span) for k = 10 and m = 2. Fixed mesh of 64 elements.
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PW-enrichment: convergence study for k = 10 and m = 2

Figures 5.19, 5.20 and 5.21 show the convergence study in terms of the DOF for both the
L2 error norm and the condition number, using p = 3, 4 and 5 with q from 0 to 16, k = 10 and
m = 2. In all simulations PW-enrichment is employed. Note, that in this case, for any �xed
q, the number of DOF is increased by h−re�ning the mesh. The �gures show that increasing
the enrichment basis can signi�cantly improve the overall error. However, for large numbers
of enrichment function, the error seems to stay constant or even grow with h-re�nement.

103 104
10−14

10−11

10−8

10−5

10−2

1

1.5

Degrees of Freedom

R
el
at
iv
e
L

2
E
rr
or

(a) Relative L2 error norm.
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(b) Condition number.

Figure 5.19: The duct example: Relative L2 error norm and Condition number study for
p = 3, k = 10 and m = 2.

103 104
10−14

10−11

10−8

10−5

10−2

1

2.1

Degrees of Freedom

R
el
at
iv
e
L

2
E
rr
or

(a) Relative L2 error norm.
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Figure 5.20: The duct example: Relative L2 error norm and Condition number study for
p = 4, k = 10 and m = 2.
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(a) Relative L2 error norm.
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Figure 5.21: The duct example: Relative L2 error norm and Condition number study for
p = 5, k = 10 and m = 2.
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DOF convergence study for k = 40 and m = 12 using Plane wave enrichment

Figures 5.22, 5.23 and 5.24 show the convergence study in terms of the DOF for both the
L2 error norm and the condition number, using p = 3, 4 and 5 with q from 0 to 16. In all
the simulations plane-wave enrichment is employed. The wave number k is �xed to 40 and
m = 12.
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(a) Relative L2 error norm.
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Figure 5.22: The duct example: Relative L2 error norm and Condition number study for
p = 3, k = 40 and m = 12.
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(a) Relative L2 error norm.
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Figure 5.23: The duct example: Relative L2 error norm and Condition number study for
p = 4, k = 40 and m = 12.
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(a) Relative L2 error norm.
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Figure 5.24: The duct example: Relative L2 error norm and Condition number study for
p = 5, k = 40 and m = 12.
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DOF convergence study for k = 80 and m = 25 using PW-enrichment

Figures 5.25, 5.26 and 5.27 show the convergence study in terms of the DOF for both the
L2 error norm and the condition number, using p = 3, 4 and 5 with q from 0 to 16. In all
the simulations plane-wave enrichment is employed. The wave number k is �xed to 80 and
m = 25.
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(a) Relative L2 error norm.
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Figure 5.25: The duct example: Relative L2 error norm and Condition number study for
p = 3, k = 80 and m = 25.
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(a) Relative L2 error norm.
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Figure 5.26: The duct example: Relative L2 error norm and Condition number study for
p = 4, k = 80 and m = 25.
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(a) Relative L2 error norm.
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Figure 5.27: The duct example: Relative L2 error norm and Condition number study for
p = 5, k = 80 and m = 25.
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PW-enrichment: convergence study for k = 120 and m = 38

Figures 5.28, 5.29 and 5.30 show the convergence study in terms of the DOF for both the
L2 error norm and the condition number, using p = 3, 4 and 5 with q from 0 to 16. In all
the simulations, plane-wave enrichment is employed. The wave number k is �xed to 120 and
m = 38.

In this study, it can be seen that as k grows, the e�ciency of enriched IGA-C deteriorates
signi�cantly. On coarse meshes, when the pollution error prevails over discretization error, no
improvement in accuracy is seen even if a large number of enrichment functions are added.
In the asymptotic regime, a large number of PW can improve the solution. However, the
behaviour of the method is sensitive to the choice of parameters and no clear dependence
between the number of PW and the accuracy of the solution is seen.
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103 104 105
102

103

104

105

106

107

108

109

Degrees of Freedom

C
on
di
ti
on

N
um

be
r

q = 0

q = 1

q = 2

q = 3

q = 4

q = 5

q = 6

q = 7

q = 8

q = 9

q = 10

q = 11

q = 12

q = 13

q = 14

q = 15

q = 16

(b) Condition number.

Figure 5.28: The duct example: Relative L2 error norm and Condition number study for
p = 3, k = 120 and m = 38.
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(a) Relative L2 error norm.
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Figure 5.29: The duct example: Relative L2 error norm and Condition number study for
p = 4, k = 120 and m = 38.
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(a) Relative L2 error norm.
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Figure 5.30: The duct example: Relative L2 error norm and Condition number study for
p = 5, k = 120 and m = 38.
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PW-enrichment: wave number study

Figures 5.31, 5.31 and 5.33 shows the convergence study in terms of the wave number for
both the L2 error norm and the condition number, using p = 3, p = 4 and p = 5 with q
from 0 to 16. In all the simulations, plane-wave enrichment is employed. As we mentioned at
the beginning of subsection 5.3, the m value for every k is chosen to be the highest natural
number that allows wave propagation. The mesh is �xed to 8× 8 elements. This study again
shows that e�ciency of PW-enrichment deteriorates as k grows, meaning that for the same
accuracy, as k increases, more enrichment functions need to be added to the basis.
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(a) Relative L2 error norm.
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Figure 5.31: Duct example: Wave study for a �xed mesh. Comparison between plane-wave
enriched and non-enriched collocation methods. The mesh has 64 elements. p = 3
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(a) Relative L2 error norm for p = 4.
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Figure 5.32: Duct example: Wave study for a �xed mesh. Comparison between plane-wave
enriched and non-enriched collocation methods. The mesh has 64 elements. p = 4
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(a) Relative L2 error norm for p = 5.
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Figure 5.33: Duct example: Wave study for a �xed mesh. Comparison between plane-wave
enriched and non-enriched collocation methods. The mesh has 64 elements. p = 5

Finally, in Figure 5.34, we show the convergence study in terms of the L2 error norm vs.
the Degree of Freedom density, i.e. the number of DOFs per wave length, Nλ = 4π2DOF

k2
(with√

Nλ being the DOF density in one direction). The results are given for p = 4 and k = 10
and 120. Both enriched and un-enriched schemes can be compared. It can be seen that for
k = 120 and Nλ ≥ 6, for the same Nλ, a large number of enrichment functions need to be
added (q ≥ 12) to see an improvement over the un-enriched scheme. For k = 10 improvement
in the range 6 ≤ Nλ ≤ 10 (typically used in acoustics analysis) is seen for q ≥ 5.
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Figure 5.34: Duct example: Relative L2 error norm versus the DOF density Nλ for k = 10
and k = 120, using p = 4 and di�erent numbers of enrichment functions.
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GHP-enrichment: convergence study for k = 10 and m = 2

Figures 5.35a, 5.36a and 5.37a show the convergence study in terms of the DOF for both
the L2 error norm and the condition number, using p = 3, 4 and 5 with q from 0 to 16. In all
the simulations, generalized harmonic polynomial enrichment is employed. The wave number
k is �xed to 10 and m = 2. In all plots, a signi�cant improvement between the enriched and
non-enriched approach is seen. Interestingly, the error curves for q > 5 are close to each other,
meaning that adding more enrichment functions does not improve the overall error. Another
important observation is that the condition number for GHP-enriched IGA-C is signi�cantly
higher than the condition number in PW-enriched IGA-C, as shown in Figures 5.35b, 5.36b
and 5.37b.
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(a) Relative L2 error norm.
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Figure 5.35: The duct example: Relative L2 error norm and Condition number study for
p = 3, k = 10 and m = 2 and varying number of GHP-enrichment functions.

GHP-enrichment: convergence study for k = 40 and m = 12

Figures 5.38a, 5.39a and 5.40a show the convergence study in terms of the DOF for both
the L2 error norm and the condition number, using p = 3, 4 and 5 with q from 0 to 16.
In all the simulations, generalized harmonic polynomial enrichment is employed. The wave
number k is �xed to 40 and m = 12. As it can be seen in the �gures, for k = 40, the GHP-
enrichment performs very poorly. In all three �gures, the error in the non-enriched formulation
is signi�cantly lower compared to the GHP-enriched IGA-C, converging asymptotically in the
entire range, while the enriched formulation requires much more degrees of freedom even to
start converging.
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(a) Relative L2 error norm.
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(b) Condition number.

Figure 5.36: The duct example: Relative L2 error norm and Condition number study for
p = 4, k = 10 and m = 2 and varying number of GHP-enrichment functions.
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(a) Relative L2 error norm.
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Figure 5.37: The duct example: Relative L2 error norm and Condition number study for
p = 5, k = 10 and m = 2 and varying number of GHP-enrichment functions.
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(a) Relative L2 error norm for p = 3 and
k = 40.
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(b) Condition number for p = 3 and k = 40.

Figure 5.38: The duct example: Relative L2 error norm and Condition number study for
p = 3, k = 40 and m = 12, varying number of GHP-enrichment functions.
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(a) Relative L2 error norm for p = 4 and
k = 40.
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Figure 5.39: The duct example: Relative L2 error norm and Condition number study for
p = 4, k = 40 and m = 12, varying number of GHP-enrichment functions.
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(a) Relative L2 error norm for p = 5 and
k = 40.
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Figure 5.40: The duct example: Relative L2 error norm and Condition number study for
p = 5, k = 40 and m = 12, varying number of GHP-enrichment functions.
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GHP-enrichment: wave number study

Figures 5.43a and 5.43b show the convergence study in terms of the wave number for both
the L2 error norm and the condition number, using p = 3, p = 4 and p = 5 with q from 0
to 16. In all simulations, the generalized harmonic polynomial enrichment is employed. As
before, the value chosen for m is the highest natural number that allows propagation. The
mesh is �xed to 8×8 elements. The behaviour of GHP-enrichment in �gure 5.43 is similar to
PW-enrichment shown in Figure 5.33. Interestingly, the range of k where GHP-enrichment
improves the error is much smaller than the one in PW-enrichment, i.e. for k > 30 there is no
improvement in the error in GHP-enriched IGA-C, even when a large number of enrichment
functions is added, while in Figure 5.33, the improvement in the error for PW-enriched IGA-
C was observed for k up to 100. The condition number in GHP-enriched IGA-C is also higher
in comparison with PW-enrichment.
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(a) Relative L2 error norm for p = 3.
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(b) Condition number for p = 3.

Figure 5.41: Duct example: GHP-study for a �xed mesh. Comparison between GHP-enriched
and non-enriched collocation methods. The mesh has 64 elements. p = 3
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(a) Relative L2 error norm for p = 4.
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(b) Condition number for p = 4.

Figure 5.42: Duct example: GHP-study for a �xed mesh. Comparison between GHP-enriched
and non-enriched collocation methods. The mesh has 64 elements. p = 4
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(a) Relative L2 error norm for p = 5.
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Figure 5.43: Duct example: GHP-study for a �xed mesh. Comparison between GHP-enriched
and non-enriched collocation methods. The mesh has 64 elements. p = 5
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5.4. Spinning wave propagation

In this example, we considered a spinning wave propagation problem. The geometry of
computational domain consists of two circular cylinders of radii Ri (with boundary denoted
as Γ1) and Re (with boundary denoted as Γ2), centered at the origin, as shown in Figure
5.44a. The geometry consists of four NURBS patches (Figure 5.44b) with control points given
by table A.3 taken from table A.9 of [77]. The inter-patch continuity of solution is imposed
as described in subsection 4.3.4.

(a) Problem domain. (b) Physical NURBS mesh.

Figure 5.44: Spinning wave example: (a) Schematic of the exterior acoustic spinning wave
propagation problem. Ω represent the problem domain, Γ1 and Γ2 are the Robin boundaries.
The normal is denoted by n. (b) Multipatch mesh in physical space built with NURBS.

The exterior acoustic spinning wave propagation problem is stated as
Find u such that

∆u+ k2u = 0, in Ω (5.10)
∂u

∂n
− iku = f1, on Γ1 (5.11)

∂u

∂n
− iku = f2, on Γ2 (5.12)

In the present study, we considered Ri = 1 and Re = 2, and Robin boundary condition on
both boundaries (Γ1 and Γ2) with functions f1 and f2 calculated from the analytical solution.
The analytical solution is presented in [30],

uexact(r, θ) = H(2)
m (kr)−imθ, (5.13)

where H(2)
m is Hankel function of the second kind of order m, which is also the number of

waves in the polar direction, and k is the wave number.

The wave will propagate with decay rate of order 1/
√
r, where r ∈ [Ri,∞), if m < kRi.

On the other hand, if m > kRi, the wave will be evanescent and it will decay with a higher
rate. In this study, two wave numbers are considered, k = 20 and k = 40 with m = 10 and
m = 30 for the propagating mode respectively, and m = 22 and m = 42 for the evanescent
mode. The real and the imaginary parts of the solution for k = 40 and m = 30 are shown in
Figure 5.45.
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(a) Real part. (b) Imaginary part.

Figure 5.45: Analytical solution of the spinning wave propagation problem with k = 40 and
m = 30.

Spinning wave propagation: PW-enrichment

Figures 5.46, 5.47, 5.48 and 5.49 show the convergence study for both the L2 error norm
and the condition number vs DOFs, using p = 3 and q from 8 to 16. In all simulations, PW-
enrichment is employed. In Figure 5.46 and 5.48 the sound wave is in propagating mode since
m < kRi. In Figure 5.47 and 5.49 the sound wave is evanescent. In all plots, enriched solutions
show lower error in comparison with non-enriched IGA-C, but interestingly, a signi�cant
advantage of enrichment is seen only on �ne meshes.
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(a) Relative L2 error.
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Figure 5.46: Spinning wave example: Relative L2 error norm and condition number study for
p = 3, k = 20 and m = 10 for various number of PW enrichment functions.
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(a) Relative L2 error.
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Figure 5.47: Spinning wave example: Relative L2 error norm and condition number study for
p = 3, k = 20 and m = 22 for various number of PW enrichment functions.
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(a) Relative L2 error.
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Figure 5.48: Spinning wave example: Relative L2 error norm and condition number study for
p = 3, k = 40 and m = 30, varying number of PW-enrichment functions.

Spinning wave propagation: GHP-enrichment

Figures 5.50, 5.51, 5.52 and 5.53 show the convergence study in terms of the DOF for
both the L2 error norm and the condition number, using p = 3 and q from 8 to 16. In all
simulations, the generalized harmonic polynomial enrichment is employed. In all cases, the
GHP-enrichment performs quite poorly. As it is seen in the �gures, the GHP-enriched IGA-
C not only does not bring any improvement in the error, but it requires much more DOFs
in comparison with the non-enriched IGA-C to overcome the pollution error and begin to
converge. Note, that in both last examples in this subsection k = 40, but the error of the
GHP-enriched solutions for m = 42 is up to one order of magnitude worse than for m = 30.
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(a) Relative L2 error.
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Figure 5.49: Spinning wave example: Relative L2 error norm and condition number study for
p = 3, k = 40 and m = 42, varying number of PW-enrichment functions.
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(a) Relative L2 error.
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Figure 5.50: Spinning wave example: Relative L2 error norm and condition number study for
p = 3, k = 20 and m = 10. Comparison between collocation and GHP enriched collocation.
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(a) Relative L2 error.
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Figure 5.51: Spinning wave example: Relative L2 error norm and condition number study for
p = 3, k = 20 and m = 22. Comparison between collocation and GHP enriched collocation.
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(a) Relative L2 error.
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Figure 5.52: Spinning wave example: Relative L2 error norm and condition number study for
p = 3, k = 40 and m = 30, varying number of GHP-enrichment functions.
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(a) Relative L2 error.
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Figure 5.53: Spinning wave example: Relative L2 error norm and condition number study for
p = 3, k = 40 and m = 42, varying number of GHP-enrichment functions.
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5.5. Plane wave scattered by cylinder

Another benchmark problem in the time-harmonic acoustic analysis is the problem co-
rresponding to an incident harmonic plane-wave uinc scattered by a sound-hard cylinder.
Assuming that the incident plane-wave is travelling along the direction e1, it can be expres-
sed in polar coordinates (r, θ) as

uinc(r, θ) = u0 exp(ikr cos θ), (5.14)

where u0 is the magnitude of the wave (for simplicity, u0 = 1), and k is the wave number.
Then the analytical solution for the scattered wave is given by

uexact(r, θ) = −
∞∑
n=0

inεn
J ′n(kRi)

H ′n(kRi)
Hn(kr) cos (nθ), (5.15)

where Ri is the radius of the cylinder, H
(1)
n is the Hankel function of the �rst kind, Jn is the

Bessel function of the �rst kind, k is the wave number, and the Jacobi symbol is de�ned as

εn =

{
1, n = 0
2, n 6= 0

(5.16)

Equation (5.15) was taken from [9] and is a well-known solution of a wave scattering in
an in�nite domain. In domain-type methods, the in�nite domain is truncated by a �ctitious
surface (cylinder of radius Re), where Absorbing Boundary Condition is prescribed, and
therefore the resulting solution contains an additional boundary truncation error. Since the
focus of this paper is on enrichment and not the ABC error, we consider the following
Boundary Value Problem:
Find u such that

∆u+ k2u = 0, in Ω (5.17)
∂u

∂n
= f1, on Γ1 (5.18)

∂u

∂n
− iku = f2, on Γ2 (5.19)

where functions f1 and f2 are derived from a series (eq. (5.15)) with 80 terms. The domain
Ω and its NURBS parameterization are shown in Figure 5.44. In such formulation, both
the series truncation and the boundary truncation errors are excluded, and the numerical
solution uh of Problem (5.17)-(5.19) converges to its analytical solution. The real and the
imaginary parts of the analytical solution for k = 40 are shown in Figure 5.54.

Figures 5.55a, 5.57a, 5.56a, 5.58a show the convergent study in terms of relative L2 error
norm vs the DOF, using p = 3, k = 20, k = 40 and q from 8 to 16. It can be seen that the PW-
enriched IGA-C performs signi�cantly better than the GHP-enriched IGA-C, bringing up to
four order of magnitude improvement in the error on �ne meshes, while GHP-enrichment
shows worse error than non-enriched IGA-C for all mesh sizes and values of q.
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(a) Real part. (b) Imaginary part.

Figure 5.54: Analytical solution of wave scattered by a cylinder problem with k = 40.
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(a) Relative L2 error.
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Figure 5.55: Cylinder scattered example: Relative L2 error norm and condition number study
for p = 3, k = 20. Comparison between collocation and PW enriched collocation.

Plane wave scattered by a cylinder: PW-enrichment

Plane wave scattered by a cylinder: GHP-enrichment

Figures 5.57 and 5.58 show the convergent study in terms of the DOF for both the L2

error norm and the condition number, using p = 3 and q from 8 to 16. In all the simulations
generalized harmonic polynomial enrichment is employed.
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(a) Relative L2 error.
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Figure 5.56: Cylinder scattered example: Relative L2 error norm and condition number study
for p = 3, k = 40. Comparison between collocation and PW enriched collocation.
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Figure 5.57: Cylinder scattered example: Relative L2 error norm and condition number study
for p = 3, k = 40. Comparison between collocation and GHP enriched collocation.
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Figure 5.58: Cylinder scattered example: Relative L2 error norm and condition number study
for p = 3, k = 40. Comparison between collocation and GHP enriched collocation.
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5.6. Star geometry

As a �nal example, we studied the numerical results for the Helmholtz equation on a
star-shaped geometry with a prescribed analytical solution. A �ve-patch mesh is employed
for this example, using the same patch coupling method explained in subsection 4.3.4. The
control points and knot vector of each patch are given in table A.4 taken from table A.4 of
[78].

The following boundary value problem is considered
Find u such that

∆u+ k2u = 0, in Ω (5.20)
∂u

∂n
= f1, on ΓN (5.21)

∂u

∂n
− iku = f2, on ΓR (5.22)

Like in [79], the prescribed analytical solution is given by:

uexact(x) = H
(1)
0 (kr1(x)) +H

(1)
0 (kr2(x)), (5.23)

where r1 = |x− x1| and r2 = |x− x2|, with x1 and x2 inside the interior of the star. In this
paper, we used x1 = (0, 1/2) and x2 = (0,−1/2). Functions f1 and f2 are calculated from the
analytical solution. The real and the imaginary parts of the analytical solution for k = 20
are shown in �gure 5.59.

(a) Real part. (b) Imaginary part.

Figure 5.59: Analytical solution of sound hard star problem with k = 20.

Figure 5.60 shows the convergence study in terms of the DOF for both the L2 error norm
and the condition number, using p = 3 and q from 8 to 16. In all the simulations, plane-wave
enrichment is employed.

In Figure 5.61 the same study is repeated with the GHP-enrichment. Both types of en-
richment bring signi�cant improvement in the error compared to the non-enriched IGA-C.
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Interestingly, the condition number in the PW-enriched IGA-C is smaller than in the non-
enriched case, while GHP-enrichment leads to much worse conditioning of the system matrix.
Large condition number in the GHP-enriched IGA-C case seems to a�ect the error curves
in Figure 5.60a, where the error does not decrease below the order of 10−3. Additionally,
error curves for q ≥ 8 in Figure 5.60a are close to each other, indicating that adding more
GHP-functions in the enriched basis does not bring any improvement, while dependence of
the PW-enriched IGA-C error on the number of PW-functions is more pronounced in Figure
5.60a.
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Figure 5.60: Star shape example, PW-enrichment: Relative L2 error norm and condition
number study for p = 3, k = 20, varying number of enrichment functions.
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Figure 5.61: Star shape example, GHP-enrichment: Relative L2 error norm and condition
number study for p = 3, k = 20, varying number of enrichment functions.
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Chapter 6

Conclusion

In this work, we showed the application of the Isogeometric Collocation (IGA-C), and
Enriched Isogeometric Collocation method to 2D problems for the Helmholtz equation.

First, di�erent collocation schemes were tested for the non-enriched IGA-C, namely, Gre-
ville abscissae (GA), Approximated Cauchy-Galerkin (ACG) and Superconvergent points
(SC), showing that ACG collocations points are the best choice in terms of the error norm,
convergence rate and ease of solving the resulting linear system. Still, in terms of the error
per DOF, Galerkin IGA outperforms all of the collocation methods that were tested.

Two types of enrichment, namely Plane Wave (PW-) enrichment and Generalized Har-
monic Polynomial (GHP-) enrichment, derived from the general form of the solution of the
Helmholtz equation, were tested. In both cases, it was found that in order to achieve maxi-
mum e�ciency of the method, the number of collocation points needs to be increased beyond
the number of unknown degrees of freedom. The most e�cient collocation strategy is to
add q + 1 points for PW-enrichment and q for GHP-enrichment, equidistantly between the
Cauchy-Galerkin points (where q is the number of enrichment functions). The resulting non-
square matrix must be solved in a least-square sense. In some cases, both types of enrichment
improve the overall error by a few orders of magnitude.

The approximation with PW-enrichment is in general superior to that of GHP-enrichment
and the condition number is also smaller, particularly when a large number of enrichments
are used. However, for moderately small wave numbers, increasing the number of enrichments
does not improve the approximation signi�cantly. On the other hand, if the mesh (i.e. the
number of NURBS in the basis before enrichment) is �xed, then the e�ciency of enrichment
deteriorates if the wave number k is increased. This result means that for larger values of k,
more enrichment functions are needed to achieve the same accuracy.

Several multi-patch examples were solved successfully, for both, the standard IGA-C and
enriched IGA-C. A simple and e�ective penalty factor technique was employed on the linear
equation system, in order to solve in a least-square sense. However, �nding precisely the
optimal location of the collocation points for a given number and type of enrichment remains
an open problem that can be addressed in a future work.
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Appendix A

Geometry Parameterization employed in

the Numerical Examples

Patch
Knot Vector Control Points
U V x y w

1 [0,0,1,1] [0,0,1,1]

-1.0000 -1.0000 1.0000
1.0000 -1.0000 1.0000
1.0000 1.0000 1.0000
-1.0000 1.0000 1.0000

Table A.1: Geometry Information for the duct domain

Patch
Knot Vector Control Points
U V x y w

1 [0,0,1,1] [0,0,1,1]

0.0000 2.0000 1.0000
2.0000 0.0000 1.0000
2.0000 1.0000 1.0000
0.0000 1.0000 1.0000

Table A.2: Geometry Information for the duct domain
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Patch
Knot Vector Control Points

U V x y w

1 [0,0,1,1] [0,0,0,1,1,1]

r 0 1
r
√

2
2

r
√

2
2

√
2

2

0 r 1
R 0 1
R
√

2
2

R
√

2
2

√
2

2

0 R 1

2 [0,0,1,1] [0,0,0,1,1,1]

0 r 1
−r
√

2
2

r
√

2
2

√
2

2

−r 0 1
0 R 1

−R
√

2
2

R
√

2
2

√
2

2

−R 0 1

3 [0,0,1,1] [0,0,0,1,1,1]

r 0 1
−r
√

2
2

−r
√

2
2

√
2

2

0 −r 1
−R 0 1
−R

√
2

2
−R

√
2

2

√
2

2

0 −R 1

4 [0,0,1,1] [0,0,0,1,1,1]

0 −r 1
r
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2
2

−r
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2
2

√
2

2

r 0 1
0 −R 1

R
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2
2

−R
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2
2

√
2

2

R 0 1

Table A.3: Geometry Information for the annular geometry
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Patch
Knot Vector Control Points

U V x y w

1 [0,0,1,1] [0,0,0,1,1,1]

2.8532 0.9271 1.0000
4.7553 1.5451 1.0000
1.0000 1.0000 1.0000
3.6327 5.0000 0.8090
0.0000 3.0000 1.0000
0.0000 5.0000 1.0000

2 [0,0,1,1] [0,0,0,1,1,1]

0.0000 3.0000 1.0000
0.0000 5.0000 1.0000
-1.0000 1.0000 1.0000
-3.6327 5.0000 0.8090
-2.8532 0.9271 1.0000
-4.7553 1.5451 1.0000

3 [0,0,1,1] [0,0,0,1,1,1]

-2.8532 0.9271 1.0000
-4.7553 1.5451 1.0000
-1.3450 -0.4370 1.0000
-5.8779 -1.9098 0.8090
-1.7634 -2.4271 1.0000
-2.9389 -4.0451 1.0000

4 [0,0,1,1] [0,0,0,1,1,1]

-1.7634 -2.4271 1.0000
-2.9389 -4.0451 1.0000
0.0000 -1.4142 1.0000
0.0000 -6.1803 0.8090
1.7634 -2.4271 1.0000
2.9389 -4.0451 1.0000

5 [0,0,1,1] [0,0,0,1,1,1]

1.7634 -2.4271 1.0000
2.9389 -4.0451 1.0000
1.3450 -0.4370 1.0000
5.8779 -1.9098 0.8090
2.8532 0.9271 1.0000
4.7553 1.5451 1.0000

Table A.4: Geometry Information for the Star-shaped problem
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