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A B S T R A C T   

In this work, an analytical method for deltamethrin determination in natural waters based on photochemically- 
induced fluorescence coupled to third-order/four-way calibration was evaluated and compared with second- 
order/three-way calibration. The four-way data were obtained during the photodegradation of deltamethrin 
in the form of excitation-emission fluorescence matrices and modelled by unfolded partial least squares coupled 
to residual trilinearization (U-PLS-RTL). According to the results, the third-order model resulted in a satisfactory 
fit and better figures of merit, even in the presence of unexpected interferences due to the additional dimension. 
In this way, the method presents a limit of detection of 2.9 µg L− 1 and a relative error of prediction of 15.8%. The 
optimization of a dispersive liquid-liquid microextraction (DLLME) procedure reached an enrichment factor (EF) 
of 5, improving the detection and quantification limits. Finally, the analytical method based on third-order 
multivariate calibration was applied to quantify this analyte in spiked natural water samples, both directly 
and after preconcentration. In all cases, the third-order property allowed us to satisfactorily model the data and 
quantify this compound in these complex matrices, demonstrating the superior analytical performance of the 
high-order data evaluated.   

1. Introduction 

Pyrethroids are synthetic insecticides based on pyrethrins, which are 
natural insecticides present in chrysanthemums [1], and they are used 
worldwide due their high effectiveness and relatively low toxicity in 
comparison with other pesticides. However, pyrethroids have also 
shown toxic effects on aquatic organisms and can bioaccumulate, 
causing long-term adverse effects in aquatic environments [2]. In 
humans, exposure to pyrethroids can cause chronic diseases and have 
toxic effects on the nervous, immune, and cardiovascular systems as well 
as on genes, inducing teratogenic, carcinogenic and mutagenic effects 
[3,4]. Some studies have shown that pyrethroids could also affect male 
reproductive function [5]. Thus, sensitive and selective techniques are 
needed to monitor the presence of pyrethroids in different 

environmental compartments. 
In general, the determination of pyrethroids is often based on labo

rious sample extraction procedures followed by chromatographic sepa
ration coupled to selective detection. Several extraction procedures have 
been developed, but the most common are based on liquid-liquid 
extraction (LLE) or solid-phase extraction (SPE) [6,7]. For the deter
mination of pyrethroids, gas chromatography (GC) with electron cap
ture (ECD) or mass spectrometry (MS) detection [8–10] has been 
preferably used, while liquid chromatography has been less common 
[11]. However, all of these methodologies are time consuming, require 
large volumes of organic solvent and produce large amounts of toxic 
organic solvent waste. 

Fluorescence spectroscopy is an interesting alternative for the 
quantification of organic pollutants, showing high sensitivity, 
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selectivity, simplicity and low cost. Pyrethroid insecticides have no 
native fluorescence but can be (photo)chemically degraded, resulting in 
fluorescent photoproducts [12]. This approach, termed photo-induced 
fluorescence (PIF), has been proposed for the determination of organ
ophosphorus insecticides and pyrethroids, such as chlorpyriphos and 
deltamethrin, respectively, in different environmental samples [13–15]. 
Unfortunately, fluorescence spectroscopy is not a problem-free 
approach and can suffer from low selectivity for the analysis of com
plex samples. For this reason, the coupling of this spectroscopic tech
nique with modern chemometric tools, such as multivariate calibration, 
offers a powerful alternative for the determination of various chemicals. 
This approach has been used to satisfactorily determine pesticides 
[16,17], agrochemicals [18], and pharmaceuticals [19] in different 
biological and environmental matrices. In accordance with the modelled 
data type, different calibration strategies can be proposed, where the 
second-order/three-way calibration allows the analyte information (e. 
g., analyte concentration) to be obtained from an unselective instru
mental signal (e.g., analyte signal overlapped with the responses of 
unexpected interferences), a property known as a second-order advan
tage [20]. However, in the presence of extensive analyte overlap or 
sample-matrix effects during complex sample analysis, the second-order 
advantage cannot be attained, and an additional data dimension is 
required [21]. The satisfactory results obtained with third-order cali
bration to address serious collinearity problems between an analyte and 
interferences during complex sample analysis suggest that third-order/ 
four-way calibration offers better modelling and predictions [22–24], 
although there is still no consensus about the existence of a “third-order 
advantage”. 

In this work, an analytical method for deltamethrin determination in 
natural waters is proposed. This method is based on photodegradation of 
this pyrethroid followed by total fluorescence spectroscopy and 
modelling by third-order multivariate calibration. Similar analytical 
methods have been evaluated for the determination of polycyclic aro
matic hydrocarbons (PAHs) [25], fluoroquinolones [21] and neon
icotinoid insecticides [26] in different matrices with satisfactory results. 
However, the evaluation of this approach for pyrethroid determination 
in environmental samples has been rare or is non-existent. First, the 
conditions for photodegradation were optimized, and the performances 
of different multivariate algorithms were evaluated. Then, the figures of 
merit were evaluated. Finally, this method was tested by analysing 
synthetic solutions containing unexpected interferences and different 
spiked natural water samples. 

2. Theory of U-PLS-RBL and U-PLS-RTL 

The principle of the U-PLS algorithm coupled to residual bilineari
zation (RBL) to achieve the second-order advantage has been previously 
reported for modelling three-way data [27]. In this method, the original 
second-order data are unfolded into vectors (JK × 1 size) by concate
nating the original two-dimensional information vectors before first- 
order PLS is applied, as described by Wold et al. [28]. If no unex
pected interferences are present in the test sample data, the regression 
coefficients ν (size A × 1) can be employed to estimate the analyte 
concentration according to Eq. (1). 

yu = tT
u ν (1)  

where tu (size A × 1) is the test sample score, obtained by projection of 
the unfolded data for test sample Xu [vec(Xu), size JK × 1] onto the space 
of the A latent factors. When unexpected constituents are detected in 
unknown sample Xu, the PLS scores (tu) obtained are unsuitable for 
analyte prediction, and the residuals of the test sample signal (sp) are 
significant. In this case, the residual contained in matrix Ep (see below) 
is abnormally large in comparison with the typical instrumental noise 
level. This phenomenon can be represented by Eq. (2). 

sp =
vec

(
Ep

)

(JK − A)1/2 =
vec(Xu − Ptu)

(JK − A)1/2 (2)  

where || ⋅ || indicates the Euclidean norm, P is the matrix of loadings, 
vec (⋅) is the vectorization command, J and K are the number of 
instrumental channels in each data mode, and A corresponds to the 
number of PLS latent variables. To handle the presence of unexpected 
constituents, RBL resorts to principal component analysis (PCA) of the 
contribution from the unexpected components by minimizing the re
siduals ||eu|| computed using a Gauss-Newton procedure [27]. For a 
single unexpected component, the expression is 

vec(Xu) = Ptu + vec
[
gunxbunx(cunx)

T ]
+ eu (3)  

where bunx and cunx are the left and right eigenvectors of Ep and gunx is a 
scaling factor. The standard deviation (SRBL) of the residuals in Eq. (3) 
can be used as a measure of the goodness of fit (GOF) for the RBL pro
cedure. According to Bortolato et al. [29], SRBL is given by Eq. (4). 

sRBL = ||eRBL| |/[(J − Nunx)(K − Nunx) − A ]
1/2 (4)  

where NUNX is the number of unexpected components. NUNX is usually 
estimated by inspecting the behaviour of SRBL with increasing NUNX. The 
value of SRBL is stabilized at the instrumental noise level when the cor
rect value of NUNX is reached. 

For four-way calibration, U-PLS combined with residual trilineari
zation (RTL) constitutes an extension of U-PLS-RBL by one further 
dimension [30]. In this case, the third-order data (XJKL) are unfolded 
into vectors (JKL × 1 size), first-order PLS models are built, and the 
analyte concentration is estimated for a model similar to that in Eq. (1). 
If unexpected components are present in the sample (Xu), they can be 
addressed by the RTL procedure based on a Tucker3 decomposition that 
models the interferents, minimizing the norm of the residual vector eu, 
which is computed while the sample data are fit to the sum of the 
relevant contributions to the sample signal [31]. For a single interferent, 
the relevant expression is Eq. (5). 

vec(Xu) = Ptu + gint(dint ⊗ cint ⊗ bint)+ eu (5)  

where bint, cint and dint are normalized profiles in the three modes for the 
interference and gint is the first core element obtained by Tucker3 
analysis of Ep as Eq. (6). 

(gint,bint, cint,dint) = Tucker3(Ep) (6) 

The number of interferents Ni can be assessed by comparing the final 
residuals SU with the instrumental noise level, with SU given by Eq. (7). 

Su =
‖eu‖

[JKL − (NC − Ni)]
1/2 (7)  

where eu is the error presented in Eq. (5) and NC is the number of cali
brated components. Then, the RTL components (equivalent to the Ni 
components) are varied until SU stabilizes at a value compatible with the 
experimental noise, allowing the correct number of components to be 
selected. 

3. Experimental 

3.1. Chemical and solvents 

All the materials used in this study were analytical grade. Acetoni
trile, hexane, dichloromethane and methanol were HPLC grade and 
were purchased from Merck (Darmstadt, Germany). Hydrogen peroxide 
was obtained from Merck (Darmstadt, Germany). 

Sodium dodecyl sulphate surfactants (SDS) were purchased from 
Sigma-Aldrich (Steinheim, Germany), while hexadecyl
trimethylammonium bromide (CTAB) was purchased from Loba Chemie 
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(Mumbai, India). 
Standards of deltamethrin, imidacloprid and fipronil were purchased 

from Sigma-Aldrich (Steinheim, Germany). A concentrated solution was 
prepared by dissolving 1.0 mg of deltamethrin in 5.0 mL of methanol. 
The solution was stored in the dark at 8 ◦C for up to two weeks, during 
which it was shown to be stable. For daily work, a diluted solution of 
deltamethrin was prepared by diluting an adequate amount of the 
concentrated solution in 5.0 mL of methanol. A similar procedure was 
followed to prepare solutions of imidacloprid and fipronil. 

Ultrapure water, obtained from a Milli-Q water purification system 
from Millipore (Bedford, MA, USA), was used in all work. 

3.2. Instruments and software 

An Agilent Cary-Eclipse fluorescence spectrometer (Santa Clara, CA, 
USA) equipped with a xenon flash lamp was used to obtain the excitation 
and emission matrices. The quartz cell had a sample volume of 700 μL 
and a path length of 1.00 cm and was obtained from Starna Scientific 
Ltd. (Hainault, Essex, United Kingdom). The excitation and emission 
slits were fixed at 10 nm. For the photodegradation studies, a UV-C 
mercury lamp obtained from Cole-Palmer (Vernon Hills, IL, USA) was 
used. 

For the generation of four-way data for each sample to be analysed 
(calibration, validation and real samples), 0.5 mL of solution was added 
into a quartz cell and exposed to a UV-C lamp for photodegradation 
every minute from 0 to 4 min. For each exposure, the emission- 
excitation fluorescence matrices (EEFMs) were recorded every 3 nm 
over the λEXC range of 260–380 nm and every 2 nm over the λEM range of 
290–450 nm. Thus, one EEFM was recorded at each photodegradation 
time point, and the dimension of the four-way data per sample was 81 ×
41 × 5 (emission × excitation × time). Then, the EEFMs were saved in 
ASCII format and transferred to a computer for later manipulation. First, 
Rayleigh and Raman scattering signals were corrected using previously 
reported routines written in MATLAB [32]. Then, multivariate analysis 
was carried out using MATLAB 2012a. The MVC2 graphical interface 
was used for three-way data analysis [33], and the MVC3 graphical 
interface for four-way data analysis [34]. Both graphical interfaces 
allowed us to obtain different figures of merit, such as detection and 
quantification limits and sensitivity, among others. 

3.3. Calibration and validation 

For calibration, eight standard solutions of deltamethrin were pre
pared over a concentration range of 0–250 µg L− 1 by diluting aliquots of 
a 5.0 mg L− 1 standard. Adequate volumes of surfactant and hydroxide 
peroxide were added to obtain final concentrations of 11.0 mM and 5.0 
mM, respectively. Finally, the EEFMs were registered and pre-processed 
according to the procedure described in the previous section (see Section 
3.2), and the data were subjected to third- or second-order data analysis. 

For validation, eight solutions were prepared containing delta
methrin, imidacloprid and fipronil over a concentration range of 0–200 
μg L− 1, in accordance with a central composite design. In all solutions, 
the same concentrations of surfactant (SDS) and hydrogen peroxide as 
those in the calibration were used. Finally, each solution was exposed to 
a UV-C lamp for photodegradation followed by EEFM registration (see 
Section 3.2). 

3.4. Analysis of real water samples 

Different natural water samples were collected for this study: from La 
Luz dam placed in Valparaíso city, Chile (33◦08′28.8′′S 71◦34′32.9′′W); 
from an irrigation ditch in Villa Alemana city, Chile (33◦02′14.6′′S 
71◦22′53.1′′W); and from well water in Casablanca city, Chile 
(33◦18′39.3′′S 71◦25′10.0′′W). Samples were collected in amber glass 
bottles and immediately transported to the laboratory, where the sam
ples were filtered under vacuum through a nylon membrane (0.45 μm) 

and stored in amber glass flasks at − 4◦C until analysis. For direct 
analysis of these samples, 2.00 mL of a water sample was transferred 
into a 5.0 mL flask. Then, the solutions of surfactant and hydrogen 
peroxide were added to obtain final concentrations of 11 mM and 5 mM, 
respectively. The final volume was adjusted to 5.00 mL with methanol. 

Fig. 1. Effects of experimental factors on the fluorescence response of photo
products of deltamethrin. A) Kinetic photodegradation of deltamethrin ob
tained in two different organic solvents (Exc: 280 nm/Em: 314 nm). B) Emission 
spectra obtained in methanol with different water contents (% v/v) after 5 min 
of photodegradation (Exc: 280 nm). C) Kinetic photodegradation of delta
methrin obtained in methanol/water medium including different surfactants 
(Exc: 280 nm/Em: 314 nm). 
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Then, 0.75 mL was added to a quartz cell and exposed to a UV-C lamp for 
degradation according to the procedure detailed in Section 3.2. All 
samples were analysed in duplicate. 

3.5. Preconcentration for DLLME 

To reach the lower limits of detection, a preconcentration method by 
using dispersive liquid-liquid microextraction (DLLME) was developed 
based on the idea proposed by Ccanccapa-Cartagena et al. [35]. After 
optimization of the procedure, 5.00 mL of the sample was added to a 
Falcon tube with 40 µL of extractant (carbon tetrachloride) and 500 µL 
of dispersant (acetonitrile). Then, the solution was shaken for 90 s in a 
vortex mixer and centrifuged for 150 s at 5000 rpm. The obtained 
aqueous phase was discarded, and the organic phase was evaporated at 
60 ◦C under a stream of nitrogen until total dryness. For reconstitution, 
0.3 mL of methanol and 0.2 mL of water with the same SDS and 
hydrogen peroxide concentrations used in the calibration were added. 
Finally, the same photodegradation procedure used for the standards 
was used for the preconcentrated water samples (see Section 3.4). 

4. Results and discussion 

4.1. Optimization of the fluorescence response 

To obtain the best analytical performance, several experimental 
factors were optimized to maximize the photo-induced fluorescence 
response of deltamethrin. First, the effects of three different solvents 
(hexane, methanol and acetonitrile) on the fluorescence response and 
kinetic photodegradation of deltamethrin were evaluated. However, 
hexane was eliminated because the PIF response was lower and the 
occurrence of insoluble species was observed, making the fluorescence 
measurement difficult. Then, the PIF response at different exposition 
times obtained with methanol and acetonitrile was evaluated and is 
presented in Fig. 1A. In both solvents, a similar behaviour was observed, 
showing a significant increase in the photodegradation profiles within 
the first 5 min, followed by a decrease after 15 min. In addition, in both 
cases, the fluorescence decrease was observed after 1.0 min of photo
degradation (the minimum observed in Fig. 1A), probably due to the 
formation of non-fluorescent photoproducts. However, a greater fluo
rescence signal and faster photodegradation kinetics were observed with 
methanol. Therefore, this solvent was used in further experiments. 

Since the polarity of the solvent can affect the fluorescence intensity, 

Fig. 2. Excitation-emission fluorescence matrices for deltamethrin A) without and B) with hydrogen peroxide and for the interferences C) imidacloprid and D) 
fipronil after 1.0 min of UV irradiation. 
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the effect of the addition of different water contents on the fluorescence 
intensity after 5 min of photodegradation was evaluated. According to 
Fig. 1B, in a medium with 40% v/v water, the PIF signal of deltamethrin 
increased, probably due to the higher efficiency of fluorescent photo
product formation after irradiation or the increase in the fluorescence 
response in this medium. Considering that changes in photophysical 
behaviour were not observed (e.g., the emission and excitation maxima 
remained at the same wavelengths), the first hypothesis appears to be 
more probable. Thus, 40% v/v water was adopted for subsequent 
experiments. 

According to the literature, the addition of a surfactant can increase 
the fluorescence and modify the photodegradation mechanism [36]. 
Thus, the effects of adding cationic (CTAB) and anionic (SDS) surfac
tants on the PIF kinetics were evaluated. As observed in Fig. 1C, the 
addition of SDS dramatically reduced the fluorescent maximum (see 
Fig. 1A) and increased the fluorescence signal more than CTAB did. The 
increased fluorescence signal can be attributed to the increased rigidity 
of the deltamethrin photoproduct when it interacts with this surfactant 
[37,38], as previously reported for SDS [39]. In addition, as expected, 
SDS resulted in faster photodegradation than CTAB, as previously re
ported [40]. Therefore, SDS was used as the surfactant. 

Finally, to increase the PIF response, the addition of hydrogen 

peroxide during photodegradation was evaluated. Previous studies re
ported that photosensitizers, such as hydrogen peroxide (H2O2), are 
capable of producing hydroxyl radicals that promote the photo
degradation of pyrethroids [12] through an oxidation process. In this 
case, in the presence of H2O2, the PIF response increased up to 40%, 
while the degradation kinetics did not change, and this is similar to what 
is shown in Fig. 1C. In addition, as shown in Fig. 2, a redshift was 
observed in the fluorescence emission spectra when hydrogen peroxide 
was used (Fig. 2B in comparison to Fig. 2A), suggesting changes in the 
chemical photodegradation process due to the oxidant capacity of this 
photosensitizer. 

In summary, the optimal media in which to evaluate the EEFM 
consisted of methanol with 40% water, 11 mM SDS and 5 mM H2O2. 

4.2. Calibration and validation samples 

The typical PIF kinetics followed by EEFM for one deltamethrin 
standard obtained under optimal conditions is presented in Fig. 3A. The 
maximal PIF response was observed after 1.0 min of irradiation, 
showing a marked decrease at higher irradiation times. In addition, 
other spectral signals could be observed around the PIF response of 
deltamethrin. These signals also appeared during blank reagent analysis 

Fig. 3. Typical photodegradation kinetics followed by excitation-emission fluorescence matrices for A) the deltamethrin standard, B) a real water lagoon sample 
without fortification and C) an irrigation ditch sample fortified with deltamethrin to 100 μg mL− 1. “tirr” corresponds to the time of irradiation. 
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and were associated with impurities in the reagents. However, an 
adequate multivariate model will resolve the overlap between the 
fluorescence response of deltamethrin and these impurities. 

Preliminarily, a parallel factor analysis (PARAFAC) model was used 
to fit four-way data (excitation-emission-kinetic-sample modes) for the 
calibration set. However, no meaningful physical spectra were obtained 
for some of the PARAFAC components, and the core consistency was 
considerably low. In addition, when unmodelled interferences were 
present, as in the validation set or the real samples, the quality of fit 
decreased dramatically, probably due to high collinearity between the 
analyte and interferences. Similar problems have been reported previ
ously for the PARAFAC model when high spectral collinearity or similar 
spectral responses were present [21,41]. Alternatively, the PARAFAC 
model was evaluated in the analysis of the three-way data set, arranging 
excitation-emission matrices after 1.0 min of irradiation. Nevertheless, 
the results were equally unsatisfactory. For all these reasons, this model 
was discarded, and only PLS variants were considered for further 
experiments. 

The calibration set was analysed by U-PLS-RTL using a four-way 
array with excitation-emission-kinetic photodegradation for solutions 
containing only deltamethrin. The figures of merit of this model are 
presented in Table 1. A satisfactory data fit was attained by centring the 
data, adjusting the spectral window to the PIF fluorescence response and 
considering two PLS components. The autoprediction errors obtained 
for the calibration set demonstrate the GOF described. In addition, RTL 
components are not required for the prediction of standard concentra
tions. A three-way dataset was built for the calibration set, arranging the 
EEFMs registered for the PIF response after 1.0 min of photo-irradiation. 
Comparatively, the figures of merit obtained for the UPLS-RBL model 
suggest an inferior analytical performance. In particular, the limits of 
detection and quantification were considerably higher, and the analyt
ical sensitivity was lower for the second-order model than for the third- 
order multivariate model. This advantage has been previously reported 
and was attributed to higher-order data properties [24,42]. In the same 
sense, the relative error of prediction (REP) was considerably lower for 
the third-order model, probably due to better data fitting. Similar results 
were obtained in previous studies, where higher-order data were used 
and led to improvement in the prediction error due to the best data 
modelling [20,23]. 

The most interesting property of multivariate models is the ability to 
predict the analyte concentration in the presence of unexpected in
terferences. For this, a validation set was prepared containing delta
methrin and two potential interferences: fipronil and imidacloprid. 
Fipronil belongs to the class of pesticides called phenylpyrazoles and is 
used to control a wide range of pests; in addition, this pesticide is bio- 
accumulative and does not degrade naturally [43]. On the other hand, 
imidacloprid belongs to the family of neonicoticoid insecticides, and this 
compound is widely used due to its wide range of applications [44]. 
Furthermore, both compounds are pesticides commonly used in agri
cultural applications and are potential interferences in natural waters. In 
addition, both compounds produce similar excitation-emission re
sponses as deltamethrin, as evidenced in Fig. 2c and d. The results ob
tained during the analysis of this set of samples by UPLS-RTL are 
presented in Table 1. As expected, in addition to the PLS components, 
these samples required two RTL components for an adequate fit, and 
better results were obtained using the same spectral regions as those 
selected for the calibration set. Even when the interferences greatly 
overlapped in the spectral dimensions, the algorithm resolved these 
mixtures and quantified deltamethrin with a satisfactory relative error 
(15.8%). The best analytical performance of the third-order model was 
associated with the additional dimension with respect to the second- 
order model, as mentioned above. In this way, the relative error of 
prediction obtained with UPLS-RBL (REC: 23%; REP: 56%) was 
considerably higher than that obtained with UPLS-RTL, suggesting that 
the kinetic dimension resolved the severe overlap and collinearity pre
sent in this system. Finally, the obtained results demonstrate the supe
rior analytical potential of using higher-order data, allowing a better fit 
of the data and superior figures of merit and prediction capacity. 

4.3. Preconcentration of deltamethrin by DLLME 

Considering the low water solubility of deltamethrin, the expected 
levels of this pyrethroid in natural waters are low. Therefore, a pre
concentration step was evaluated for the analysis of natural water 
samples. To improve the analytical performance of the proposed method 
and incorporate green analytical approaches, a procedure based on 
dispersive liquid–liquid microextraction (DLLME) was evaluated in this 
work. Based on Ccanccapa-Cartagena et al. [35], the critical parameters 
considered in this method were the extractant volume (Factor A), sam
ple volume (Factor B) and agitation duration (Factor C). The influence of 
these factors was studied with a two-level factorial design, including 
experiences at the “0′′ level, (see Table S1 in the Supplementary infor
mation) using fluorescence intensity as the experimental response. The 
results of the experimental design are presented in the Pareto diagram 
shown in Fig. 4, where significant factors are higher than the error 
barrier (vertical blue line). This diagram indicates that the Time-Volume 
(CB interaction) and Extractant-Time (AC interaction) interactions have 
significant negative and positive effects, respectively, on the response. 
This result suggests that the influence of individual effects must be 

Table 1 
Spectral conditions and statistical results for deltamethrin in calibration and 
validation samples employing EEFM data (UPLS-RBL) and EEFM-Kinetic (UPLS- 
RTL).   

Units EEFM data EEFM-Kinetic data 

UPLS-RBL model UPLS-RTL model 

Emission Wavelength nm 290–410 290–410 
Excitation wavelength nm 290–380 290–380 
PLS-Components – 2 2  

Calibration Set    
LOD µg L− 1 5.3(26)A 0.5 (12) 
LOQ µg L− 1 16 (79) 1.5 (36) 
Sensitivity FU µg L− 1 5.6 37.6 
Analytical Sensitivity µg L− 1 0.6 2.2 
RMSEC µg L− 1 30.9 6.0 
REC % 23.7 5.5  

Validation set    
LOD µg L− 1 8.5 (10) 2.9 (12) 
LOQ µg L− 1 31 (116) 8.9 (37) 
RMSEP µg L− 1 45.2 12.6 
REP % 56.5 15.8  

A : Maximum values for LOD and LOQ are presented in parenthesis. RMSEC, 
root mean-square error of autoprediction; REC, relative error of autoprediction; 
RMSEP, root mean-square error of prediction; REP, relative error of prediction; 
FU, fluorescence units; LOD, limit of detection; LOQ, limit of quantification. 
Sensitivity, analytical sensitivity, selectivity, LOD and LOQ were calculated 
according to Ref. [41]. 

Fig. 4. Pareto chart for the studied factors in the experimental design. A: 
extractant volume; B: sample volume; and C: agitation time. The significant 
factors are higher than the error barrier (vertical blue line). 
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considered, and the highest fluorescence response can be obtained by 
extracting 5000 μL of sample with 40 μL of solvent for 90 s. Under these 
conditions, the enrichment factors reached 10, and the limit of quanti
fication of deltamethrin was 1.4 µg/L (as the mean) using the optimized 
procedure. 

4.4. Real sample analysis 

Natural water samples can contain dissolved organic matter, and 
some fluorescent compounds [45,46] can act as interferences in fluo
rescence detection. A typical photodegradation sequence followed by 
EEFM generation for some real natural water samples is presented in 
Fig. 3B and C. The overlap of the fluorescence response of the sample 
with that of deltamethrin is evident, and spectral collinearities are 
highly probable. 

To demonstrate the ability of the method to quantify deltamethrin in 
natural waters, different water samples were collected and analysed. 
Preliminary assays showed that these samples contained deltamethrin 
levels lower than the detection limits. Then, a recovery study was car
ried out involving direct sample analysis using an external calibration 
method. As shown in Fig. 5A, the predicted values agree with the 
nominal values despite the severe spectral overlap described previously, 
presenting a very similar REP as that for the validation set samples (see 
all data in Table S2 in the Supplementary material). Similar results were 
observed for the preconcentrated samples (inset Fig. 5A), demonstrating 
the analytical capability of the proposed method. 

To assess the accuracy of the predicted concentrations, the elliptical 
joint confidence region (EJCR) test was carried out [47]. In our case, the 
obtained ellipses (Fig. 5B) include the theoretically expected values of 
slope = 1 and intercept = 0, indicating the accuracy of predicted 
concentrations. 

Overall, these results demonstrate the analytical capabilities of the 
proposed method to monitor deltamethrin levels in natural waters. 

5. Conclusion 

The analytical performance of the PIF response coupled to multi
variate calibration was evaluated. The four-way data produced during 
photodegradation of deltamethrin were satisfactorily modelled by 
UPLS-RTL. In this complex system, especially in the presence of unex
pected interferences, the four-way model showed better figures of merit 
and lower prediction errors due to the third-order properties. Compar
ison with second-order calibration suggested that these satisfactory re
sults were associated with the additional kinetic dimension of four-way 

calibration, allowing us to obtain accurate results. Finally, the third- 
order multivariate model was satisfactorily applied to the determina
tion of deltamethrin in natural waters despite the presence of unex
pected interferents with a high overlap in both spectral dimensions. This 
property of higher dimensional algorithms could be highlighted as a 
potential third-order advantage. 
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and five-way excitation-emission luminescence-based data acquisition and 
modeling for analytical applications. A review, Anal. Chim. Acta 1083 (2019) 
41–57. 

[25] M.D. Carabajal, J.A. Arancibia, G.M. Escandar, Multivariate curve resolution 
strategy for non-quadrilinear type 4 third-order/four way liquid 
chromatography–excitation-emission fluorescence matrix data, Talanta 189 (2018) 
509–516, https://doi.org/10.1016/j.talanta.2018.07.017. 
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F. Cañada Cañada, A.C. Olivieri, On line photochemically induced excitation- 
emission-kinetic four-way data. Analytical application for the determination of 
folic acid and its two main metabolites in serum by U-PLS and N-PLS/residual 
trilinearization (RTL) calibration, Anal. Chim. Acta 622 (2008) 94–103, https:// 
doi.org/10.1016/j.aca.2008.05.079. 

[32] R. Zepp, W. Sheldon, M.A. Moran, Dissolved organic fluorophores in southeastern 
US coastal waters: correction method for eliminating Rayleigh and Raman 
scattering peaks in excitation-emission matrices, Mar. Chem. 89 (2004) 15–36, 
https://doi.org/10.1016/j.marchem.2004.02.006. 

[33] A.C. Olivieri, H.L. Wu, R.Q. Yu, MVC2: a MATLAB graphical interface toolbox for 
second-order multivariate calibration, Chemom. Intell. Lab. Syst. 96 (2009) 
246–251, https://doi.org/10.1016/j.chemolab.2009.02.005. 

[34] S.J. Mazivila, S.A. Bortolato, A.C. Olivieri, MVC3_GUI: a MATLAB graphical user 
interface for third-order multivariate calibration. An upgrade including new multi- 
way models, Chemom. Intell. Lab. Syst. 173 (2018) 21–29, https://doi.org/ 
10.1016/j.chemolab.2017.12.012. 
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