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ON THE PERFORMANCE OF IEEE 802.15.4 UNDER JAMMING ATTACKS

Las ampliamente utilizadas redes de sensores, se encuentran expuestas a una serie de prob-
lemáticas en términos de seguridad. Los jamming attacks son un tipo de ataque enfocado en
la capa física y que merma la seguridad e integridad de la red. Además, su detección y análisis
en ambientes indoor no ha sido ampliamente estudiado desde un enfoque experimental, por
lo que es imperioso su estudio en estas condiciones.

Mediante la proposición y uso de un testbed experimental, los jamming attacks son anal-
izados en una red IEEE 802.15.4 mediante métricas de desempeño. Para la validación de los
datos experimentales, se efectúa una completa caracterización del sistema de canal mediante
modelos de regresión y de las métricas de desempeño con un modelo probabilístico.

Los resultados muestran una alta correlación entre los datos experimentales y teóricos.
Específicamente, para un atacante en las comunicaciones, se obtiene que para un SINR ≥ 3.1
dB al menos la mitad de los paquetes enviados, considerando hasta 4 transmisores, es posible.
Para el caso de dos interferentes, se determina que se debe asegurar un threshold de al menos
3dBm entre los nodos transmisores e interferentes para tener alguna recepción de paquetes
en el nodo receptor.
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ON THE PERFORMANCE OF IEEE 802.15.4 UNDER JAMMING ATTACKS

The extensively used wireless sensor networks are exposed to several threats in security
terms. The jamming attacks are a type of attack that aims the physical layer to diminish the
security and integrity of the network. Moreover, the detection and the analysis of the attacks
in an indoor environment has not been deeply studied from an experimental approach. For
this reason, their study is imperious.

By the proposition and use of an experimental testbed, the jamming attacks are analyzed
in an IEEE 802.15.4 network using performance metrics. A complete characterization of the
channel system by the use of regression models and for the performance metrics by the use
of a probabilistic model is made to validate the collected experimental data.

The results show a good correlation between the experimental and theoretical values.
Specifically, for an SINR ≥ 3.1dB, half of the total transmitted packets considering a max-
imum of 4 transmitters is possible. Meanwhile, for two interferers, a 3 dBm threshold is
necessary between the transmitters and interferers to guarantee the reception of packets in
the sink node.
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“La realidad está ahí y nosotros en ella,
entendiéndola a nuestra manera,

pero en ella.”
Julio Cortázar
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Chapter 1

Introduction

1.1 Motivation

The massive deployment of Low-Power and Lossy Networks (LLN) to obtain data from
different environments has caught the attention of the scientific and industrial communities.
The LLN uses a series of nodes to acquire data from the environments where there are placed
or to communicate actuators that allow the automatization of tasks. The communication
between the nodes is performed by the use of communication protocols that specifies the
requirements in the Medium Access Control (MAC) and Physical Layer (PHY). The standard
IEEE 802.15.4 [4] details the requirements of the MAC and PHY layers in numerous LLNs.

The standard IEEE 802.15.4 specifies the technical requirements in the PHY and MAC
layers that allow the communication of the constrained nodes. Different requirements are
detailed in the standard to cope with the particular considerations of diverse environments
of application. In particular, the use of different frequency bands, modulation techniques,
and MAC protocols are detailed. The 2.4 GHz frequency band with an Offset Quadrature
Phase Shift Keying (O-QPSK) modulation is the specified configuration in the PHY layer for
indoor applications. This PHY layer configuration allows the use of different MAC protocols
as Time Division Multiple Access (TDMA), Time Slotted Channel Hopping (TSCH), and
Carrier-Sense Multiple Access (CSMA). The use of the mentioned protocols and configura-
tions enables communications in several environments as industrial, medical, and vehicular
in controlled scenarios [5].

The networks using the IEEE 802.15.4 network are exposed to several security issues owing
to the broadcast nature of the wireless medium used for the communication process [6]. The
denial of service (DoS) attacks could be performed in several layers of the communications
systems to disrupt the normal behavior of the network. The jamming attacks are a type of
DoS attack that targets the PHY layer in a network by the generation of interference signals
to block the communications or a type of packet in particular. Using different strategies,
the attacker can optimize the performance of the attack to achieve a more stealthiness and
energy-efficient jammer [7]. The different strategies that the attacker could use bring notable
challenges in the security and performance of the LLN using the standard IEEE 802.15.4.
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Several models are proposed to analyze the LLN using the standard IEEE 802.15.4 in
terms of security and performance [8–22]. Through the use of game theory and Markov chain
models, the different events in a network can be completely characterized. In particular, the
Discrete-Time Markov Chain (DTMC) is being used to model the LLN using the standard
IEEE 802.15.4 to analyze the performance in terms of performance metrics as Packet Data
Rate (PDR), goodput, latency, and energy consumption generally. The use of the mentioned
performance metrics could predict the behavior of the networks under different assumptions
and scenarios. However, few works analyze the performance and security of an LLN using
IEEE 802.15.4 under scenarios with the existence of jamming attacks. Additionally, the
ability to correctly receive packets despite the presence of jamming attacks or interferences,
known as Capture Effect (CE), is not included in the analysis of the networks.

1.2 Problem Statement and Hypothesis

1.2.1 Problem Statement

Many studies of single-hop and multi-hop models with homogeneous and heterogeneous traffic
have been studied in the literature [9–14, 17–31] . However, few works, models and analyze
the impact of an attack or interference on the networks [10,26–31] or assume channel models
[11, 18, 25]. In [12], the authors proposed a model for the MAC layer for single-hop and
multi-hop networks using unslotted IEEE 802.15.4. By Markov chains, the network using
CSMA/CA algorithm is generated and evaluated through metrics as reliability, delay, and
energy consumption. Although, considerations of the PHY layer are not considered for the
CSMA/CA as stated in [18] . Consequently, the errors in the transmission due to channel
conditions are stated as probabilities and no specific for a real scenario. Moreover, the attacks
performed in the PHY layer as jamming attacks, can not be studied. However, in [11], the
error in the transmission and the use of the Capture Effect (CE) are considered to increase
the reception of the packets due to collisions. Also, the model is generated using HMM for the
MAC layer, and they validate the model using the Cooja simulator and the implementation
of the Contiki OS in Sky motes. Although the PHY layer is not considered for the HMM
model, only the measurement of the Capture Effect empirically can represent the behavior of
the PHY layer in the model. Moreover, the analyzed MAC mechanism correspond to TSCH.

Other works model the different types of jamming in Wireless Networks [26, 28, 29] and
present the countermeasures to the assumptions presented in this works. In [26], the authors
focus on the analysis of the wireless networks using BPSK and QPSK modulations in terms
of outage probability and error probability metrics. The principal contributions state that
the number of jammers required to achieve a specific outage probability is dependent on
the signal power of the victim. The model inferences are validated through simulations.
However, experimental results are not performed, and the analysis of the interaction with
MAC layers is not considered. Similarly in [29], the cross-layer interactions and the validation
with experimental data are not present.

In [28] the modeling, and detection of jamming attacks are realized in time-critical applica-
tions. The jamming strategy analyzed is constant and reactive mode using a gambling-based
model. Also, they validate the theoretical analysis by an experimental setup using the stan-
dard IEC 61850. Using the results obtained for the theoretical and experimental setup, they
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design an algorithm to detect attacks called jamming attack detection based on estimation
(JADE). Despite, considerations about the channel model is not analyzed. Moreover, the
analyzed network is a single-hop model with homogeneous traffic.

Although, in [31] the authors focus on the analysis of a communication system using Direct
Sequence Spread Spectrum (DSSS) against reactive jamming to the Start Frame Delimiter
(SFD) of the messages. Using the metrics of Packet Delivery Ratio (PDR), Chipe Error Rate
(CER), and Received Signal Strength (RSS) the proposed detection algorithm is generated.
The standard IEEE 802.15.4 with three nodes; sender, receiver, and jammer is implemented
with a single-hop and homogeneous traffic. However, the modeling of the network and the
channel model are not performed.

In [30], the authors analyze the performance of IEEE 802.11 MAC in the presence of var-
ious types of jammers. Using theoretical analysis, simulations, and experimental results, the
authors build a Discrete Markov Model with the considerations of attackers in the network.
Using a testbed with one transmitter and receiver using the IEEE 802.11 and a jammer
device implemented in an SDR, they analyze the performance of the network, in terms of
throughput due to the network size, packet size, and jamming rate. The conclusions state
that the periodic, reactive, and omniscient jammer have a high impact on the throughput on
the network.

Our work has a similar methodology to the presented in this work [30], and the differences
are: our work considers the IEEE 802.15.4 standard, a greater number of devices in the con-
formation of the network, a characterization of the channel, and different jamming strategies.
Also, we use the SDR as a sniffer to analyze the activity of the network, and the jammer
is implemented following a QPSK modulation and a random noise generated by a Voltage
Controlled Oscillator. Additionally, in order to analyze the models of the MAC layer, we
choose the works [19, 25] due to their considerations of the capture effect and interferers in
the network.

1.2.2 Hypothesis

We establish the hypothesis of the work as follows:

• The jamming attacks undermine the performance of IEEE 802.15.4 networks using
CSMA-CA, and the impacts of these attacks depend on the scheduling strategy, the
type of attack, and the scenario where the network is deployed.

1.3 Objectives

The objectives of the work are summarized as follows:

• General objective: To evaluate, analytically and experimentally, the performance
of an IEEE 802.15.4 network using CSMA-CA in the presence of jamming attacks in
different scenarios.
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• Specific objectives:

– To study and analyze MAC and PHY layer models of IEEE 802.15.4 networks
with probabilistic models and different models of jamming attacks.

– To study and determine different performance metrics to evaluate the network
under different jamming attacks strategies.

– To design and implement an experimental testbed to evaluate the network against
jamming attacks.

– To calculate the state probabilities of the probabilistic model and obtain the per-
formance metrics in the experimental and simulated scenarios.

– To analyze the performance metrics of the model and their correlation with ex-
perimental data in the different scenarios.

– To evaluate the correlation of the performance metrics with different number of
interferer and jamming strategies.

1.4 Methodology
In order to achieve the objective to evaluate analytically and experimentally the performance
of an IEEE 802.15.4 network with the presence of jamming attacks, we use the following
methodology. First, we extensively research the probabilistic models proposed for the IEEE
802.15.4 and their considerations. Specifically, due to the nature of this research work, we
focus on models that consider the cross-layer interaction between the PHY and MAC layers,
and if they analyze the signal interference in the communication link. Next, we correlate the
performance metrics used by the model with the used for the evaluation of the performance
when attackers are considered. Then, we propose an experimental testbed to evaluate the
performance metrics of the models in a real scenario and their correlation with scenarios
under jamming attacks. Additionally, we use two jamming strategies to evaluate the impact
of each strategy on the chosen performance metrics. Finally, we evaluate the correlation of
the acquired data in the experimental testbed with the probabilistic model to extend the
model with the presence of jamming attacks.

1.5 Thesis Structure
The rest of this thesis is structured as follows. In Chapter 2, we briefly review some concepts
related to Wireless Sensor Networks (WSN), the IEEE 802.15.4 standard, and the some of
the main challenges in these networks. In Chapter 3, we analyze the analytical model of the
standard IEEE 802.15.4 used in this work. In subsequent Chapters, we present the model of
the attackers and the integration to the analytical model of the standard IEEE 802.15.4 to
analyze the performance metrics.
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Chapter 2

Background
In this chapter, we present definitions for the Wireless Sensor Networks (WSNs) and an
overview of their functions and challenges in their deployment in the security area. We
also explain the different standards that govern the WSN, in particular the standard IEEE
802.15.4. Finally, a review of the attacks performed in the PHY layer of the communications
as the jamming attacks are analyzed.

2.1 Wireless Sensor Networks (WSNs)

The use of sensors to acquire data from different types of applications, as military, indus-
trial, agriculture, and marine has been extensively used [32]. These sensors are deployed to
collect and transmit the data of interest for each application as the monitoring of changes
in the environment to help in the prevention of failures. The deployment of the WSN has
been promoted owing to the miniaturization of the electronic devices that facilitates their
integration to diverse areas.

A WSN is a type of wireless network where the sensors are interconnected to collect data
of the surrounding environment as shown in Figure 2.1 The sensors are defined as constrained
nodes due to their physical limitations in terms of computational power, access to energy,
and restricted size [33]. The constrained nodes have defined roles inside the network that
generally consists of assuming the coordinator, router, or end device function. The roles of
the nodes, the topology it can adopt, and all the specifications of the communications will
depend on the standard that governs the nodes.

User Gateway

WSN 

Sensor Node

Sensor Node

Sensor Node

Sensor Node

Sensor NodeSensor Node

Sensor Node

Sensor Node

Network

Figure 2.1: Example of a typical WSN composed of several end devices like sensor nodes,
the gateway device that bridge the communications between the network and cloud services
that the user can use to process and manipulate the acquired data.
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In general, the principal characteristics of these types of networks, despite the standard
used are:

• Low energy consumption that permits the use of battery or energy harvesting tech-
niques.
• Ability to cope with failures of the nodes expressed as the resilience of the network.
• The network can be easily incorporate more nodes.
• The network can be used in hostile’s environments.
• Present a cross-layer interaction.

The nodes in a WSN can be configured by adopting different configurations or functions,
according to the programmer. The main roles of the nodes in the network according to the
standard [4] are:

• End Device: Generally, correspond to the sensors nodes that acquire the data from the
application environment.

• Router: It redirects the transmitted data from several end devices to other nodes in
the network.

• Coordinator: It is the master device that conforms and governs the network.

According to the number of nodes deployed and the functions of them, different topologies
can be created. However, the basic rules to conform the network despite the topology are:

• The end devices need to be connected to a router or coordinator device.

• The routers can establish connections between them and with the coordinator.

• The routers and coordinators do not have sleep times because they store the commu-
nication data in the buffers.

• The end devices can have sleep times.

However, new mechanisms in the MAC layer improves the sleep times of the devices to
permit some nodes with the router or coordinator function, to perform sleep functions [34].
Although, it strongly depends on each application.

2.1.1 Standarization

The principal works tasks that standardized the WSN are the Institute of Electrical and
Electronics Engineers (IEEE), the Engineering Task Force (IETF), and the HART commu-
nication foundations. Notable standards and specifications are:

• IEEE 802.15.4 [4] standard specifies the requirements of the MAC and PHY layer in
the Wireless Personal Area Networks (WPAN) for low rate transmissions. It is the most
used standard for different motes and platforms as Zigbee [35], WirelessHART [36], and
Digi [1] that extend the functionality of the standard in the upper layers to enhance
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the capabilities of the network.

– Transmission rates of 250 kbps, 40 kbps, and 20 kbps that depends on the fre-
quency band configured.

– Sixteen channels in the 2.4 GHz ISM band, ten channels in the 915 MHz ISM
band, and one channel in the 868 MHz band.

– Incorporates the CSMA/CA algorithm to channel access.
– Addressing modes of 64-bit and 16-bit.
– Algorithms that optimize energy consumption with the use of sleep times.
– The coordinator of the network is capable of the establishment of a network au-

tomatically.

• Zigbee [35] is a specification of the standard IEEE 802.15.4 that adds upper layers to
the existent MAC and PHY layers. It is developed by a consortium of industry players
under the name of Zigbee Alliance that focus on the domotic, process automatization,
and healthcare monitoring areas. The principal characteristics of this specification are:

– Multiple network topologies can be configured; point-to-point, point-to-multipoint,
and mesh networks.

– Low duty cycle to improve energy efficiency.
– Low latency.
– Up to 65000 nodes per network.
– ZigBee can automatically establish its network.

• WirelessHART [36] is an open-access communications protocol of the mesh type
that cope with the requirements of the application that involves the automatization
of process. The PHY layer uses the band ISM 2.4 GHz with Direct-Sequence Spread
Spectrum (DSSS), and the MAC layer uses (TDMA). To ensure the confidentiality of
the data, AES-128 with symmetric keys are used.

• 6LoWPAN [37] is the name of the task force of the IETF that incorporates the use of
IPv6 in Low Power Wireless Personal Area Networks. Consequently, the working group
defines the encapsulation and compression mechanisms of the packets to be transported
across the network that use the standard IEEE 802.15.4.

In this work, the experimental setup consists of several constrained nodes named XBee S1,
developed by Digi. The XBee nodes could be configured to use the different standards and
specifications detailed. However, the use of the standard IEEE 802.15.4 without extended
functionalities is configured in the nodes.

2.1.2 Challenges of WSN

The intrinsic characteristics of the WSN have enabled the growth of the concepts of Smart
Cities and the Internet of Things (IoT). The development of the technologies that IoT en-
compasses has contributed to initiate the fourth industrial revolution [38]. However, with the
benefits that the technologies as IoT, artificial intelligence, nanotechnology, robotic, quantum
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computing, and biotechnology, also it has several issues. In particular, the growth of IoT
has brought serious concerns in terms of privacy and security [5]. Consequently, the WSN
has gained a lot of attention from the industrial, governmental, and scientific community to
address these concerns.

The deployment of the WSN deals with multiple challenges given the broadcast nature
and the requirements to enable the communications of the system. The principal challenges
that the scientific community is focused could be grouped under the following concepts:

1. Reliability: The data transmitted across the network by the different nodes have to
be decoded correctly in the receiver side. The probability of success is usually used
to model the correct reception of packets on the receiver side and is one of the most
critical parameters in the communications systems. Generally, the tradeoff is to use
more transmission power and lowering energy efficiency to ensure a high probability of
success in the transmission of the packets.

2. Delay: The time between the transmission and the reception of the packet is one of
the metrics that the Quality of Service (QoS) integrates and is critical to ensure that
the packets are still valid to be decoded.

3. Energy Efficiency: The energy consumption related to the energy capacity of the
network determines the lifetime of a WSN. The energy efficiency englobes this con-
cept that permits the correct design of the network using nodes with limited energy
availability.

4. Security: The integrity of the data and the network are the most important and
critical factor given the massive use of the WSN in different areas. The possibility that
malicious users corrupt the transmitted data, shutdown networks, or take control over
the network is a big challenge.

Malicious users use different strategies to maximize the damage to the WSN in the men-
tioned concepts. The analysis of the WSN under the attacker assumption is critical to gain
insight to predict the behavior of the communications system and to address these difficult
challenges. Consequently, this work emphasizes the analysis of the WSN under attacker’s
assumptions with different strategies.

2.2 PHY Layer Attacks

The natural broadcast nature of the WSN makes them exposed to several inconveniences in
the transmission channel. The effect of the path loss, shadowing, multipath, and noise are
some of the principal factors that affect the wireless communication link. In particular, the
interferences could be inherent in the medium channel or can be generated by a malicious
attacker. The attacks that target the PHY layer of the system could be categorized as
eavesdropping and jamming attacks [5]. These attacks are difficult to detect owing to the
data over the air can be intercepted by every device in the range of transmissions.
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2.2.1 Eavesdropping

The objective of eavesdropping attacks is the interception of the legitimate data of the legit-
imate nodes by a malicious node. The interception can only occur if the malicious node is in
the range of the legitimate transmissions and can decode the data. Additionally, the attacker
optimizes the stealthiness of the attack to intercept a lot of data on the transmissions. As a
consequence, the attacker makes a log of the intercepted transmissions that leads to decode
the data or gain insights about the communications protocols.

The jammer device is used as a sniffer of the communications of the network to capture
the data of the transmissions. These solutions are offered in commerce to different communi-
cation protocols, making easy the access to malicious users to compromise the security of the
networks. Also, the existent sniffer software can be used in conjunction with the sniffer to
dissect the data and improve the analysis of the intercepted data. Moreover, the SDR can be
programmed to work as a sniffer of different communications protocols simultaneously with
a lot of capabilities to decode several critical information.

The attacker can decode information as node identification number, routing updates, and
application sensitive data. Therefore, the information can be used to compromise the integrity
of the nodes in the network, disrupt the routing process, or mesmerize the performance of
the network. However, exist different techniques to overcome the problem of eavesdropping
attacks.

The principal countermeasure against this type of interception is the use of cryptography
techniques to encrypt the data. There are three main categories of cryptographic algorithms
used to improve the security on the communication systems: symmetric key cryptography,
asymmetric key cryptography and hash functions. However, due to their limited computing
power, sensors cannot efficiently process the standard cryptographic keys that are used in
typical wired networks.

2.2.2 Jamming Attacks

The radio interference attacks or jamming attacks are implemented by a jammer device that
generates interference signals that affect the legitimate signal used in the communication link
of the nodes, represented in Figure 2.2. The attacker aims to cause the Denial of Service
(DoS) in the communications links by the degradation of the Signal to Noise (SNR) ratio.
This degradation can be performed using different strategies and pulses width to undermine
the reception of the data.

The denial of the reception of the data can be accomplished using the following width
pulses:

• Wide Band Denial: In these types of attacks, the interference signal has great power
and encloses the entire spectrum of the frequencies used by the nodes. Therefore, the
mechanisms of Channel Hopping are not capable of overcoming the attack.

• Pulse Band Denial: Conversely, the pulse band interference aims only at specific chan-
nels of the communications or to only one channel. With this, the attacker can prevent
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Figure 2.2: The jammer device can perpetrate an attack if only is in the range of transmission
of the nodes present in the network.

the use of certain channels by the legitimate nodes, deceiving the Energy Detection
(ED) algorithm to blacklist the channel.

Then, the attacker combines the width pulses with different rates of the jamming signal
to generate the DoS in the network. The principal rates that categorize the jamming attacks
are:

1. Constant : The interference signal is generated every time, without intervals of silence.
2. Intermittent: The interference signal is generated at certain intervals of times configured

by the attacker. Usually, the interference follows a distribution (exponential, Gaussian)
in the implementation.

3. Reactive: When the jammer device detects activity in the communication link (chan-
nel), the device initiates the interference signal.

4. Intelligent: When the jammer device detects the transmission of a specific data type,
configured by the attacker, the device initiates the interference signal.

The jammer device can hear the transmissions in reactive and intelligent strategies. There-
fore, the attacker could extend the acknowledgment of the network by the log of the data
and the events in the transmission. Consequently, the communication protocol used in the
MAC layer could be completely discovered [39].

In order to analyze the impact of the jamming attacks in the network, we use the perfor-
mance metrics used in various works [26, 28,29,31,31, 40]. These works use the reactive and
non-reactive strategies to analyze the performance differences between the absence of attack-
ers and with the presence of them. Following a theoretical and experimental methodology,
the metrics of SINR, PDR, and SIR are analyzed in these works. Despite the differences
in the methodology and the assumptions for the system model, the results show that the
jamming attacks debilitates the performance metrics drastically. For these reasons, we use
the performance metrics of SINR, PDR, goodput, energy consumption, and the analysis of
the RSSI values to completely analyze the attackers.
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Additionally, to provide a complete analysis of the jamming strategies, we analyze the
strengths and weaknesses of each approach from the attackers’ view. Extensive research
and categorization of the attacks, with their respective characteristic, is made in several
works [5, 6, 41, 42]. These works shows that the different attack strategies have different
impact, energy consumption, implementation complexity, and stealthiness on the network.

Therefore, to analyze the implemented attacks in our experimental testbed, we use the
criteria proposed in the previously mentioned works:

• Implementation Complexity : The attack complexity depends on variables as the knowl-
edge, and understanding of the communication protocols by the attacker and the com-
plexity to implement the algorithms of the strategy. Also, some strategies require
specifical hardware to achieve the implementation.

• Energy consumption: The attacker and the constrained nodes in the networks aim
to consume the minimum power possible to perform the attack. With lower energy
consumption, the attacker can make the attack more efficient with the same impact on
the network.

• Impact: The impact of the attack is determined by the extension of the network that
is compromised by the effect of the attack. Also, the percentage of blockage of the
messages is considered.

• Stealthiness: If the attack does not provoke the initialization of the countermeasures
integrated into the nodes, the attack will be undetected by the system. This behavior
is possible if the attack is well performed.

Then, to compare the strengths and weakness of each jammer strategy, we tabulate the
used criteria in Table 5.1 to clarify their respective performance on each of them. These
strategies were chosen owing to the impact on the networks and the differences on the imple-
mentation complexity, the energy efficiency, and the stealthiness between the constant and
reactive approach.

Table 2.1: Comparative analysis of the different jamming models according to the chosen
criteria with the implemented jamming in our work.

Jamming Model Implementation Complexity Energy Efficiency Stealthiness Impact

Constant Low Low Low High
Wide Band Denial Low Low Low High

Reactive High High Medium High

Several works of jamming attacks were reviewed to be used in our study. Therefore, in
Table 2.2 we provide the principal works chosen to analyze and guide our work with their
principal contributions.
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Table 2.2: An Overview of the works on the use of jamming attacks used in our work.

Authors Year Contributions and Concepts

Amuru et al. [26] 2017 The study uses the outage probability metric in a Base Station (BS) to Access Point (AP)
link under a different number of jammers to observe the behavior of the communication
link. Specifically, it is seen that with only 1 jammer per BS/AP, the outage probability
of the wireless network can be increased from 1% (in the non-jamming case) to 80 % and
when retransmissions are used, the effective network activity factor (interference among
the BSs) can be doubled. Furthermore, they also analyzed the error probability of the
victim receiver, both from a simulation and a theoretical perspective, to show that the
exact error probability expressions can be evaluated for binary modulations.

Bayraktaroglu et al. [30] 2008 The study comprises a theoretical analysis of the saturation throughput of 802.11 under
jamming, an extensive simulation study, and a testbed to conduct real-world experi-
mentation of jamming IEEE 802.11 using GNU Radio and the USRP platform. The
author uses a discrete-time Markov chain analysis to derive formulae for the saturation
throughput of IEEE 802.11 under memoryless, reactive, and omniscient jamming.

Cheng et al. [39] 2019 The study shows that an attacker can reverse engineer the channel hopping sequences
by silently observing the channel activities and put the network in danger of selective
jamming attacks, bringing severe threats into WSANs by the presentation of two case
studies using publicly accessible TSCH implementations. The paper provides a series
of insights gathered from their analysis and case studies to secure the TSCH channel
hopping by increasing the cracking difficulty.

Li et al. [7] 2010 The work-study the idealized case of perfect knowledge by both the jammer and the
network about the strategy of each other and the case where the jammer and the network
lack this knowledge. The latter is captured by formulating and solving optimization
problems where the attacker and the network respond optimally to the worst-case or
the average-case strategies of the other party. Their results provide insights into the
structure of the jamming problem and associated defense mechanisms and demonstrate
the impact of knowledge as well as the adoption of sophisticated strategies on achieving
desirable performance.

Lopez et al. [15] 2019 The authors simulate the presence of an attacker in an LLN with IPv6 over the Time-
slotted Channel Hopping (TSCH) mode of IEEE 802.15.4e and the most recent Orchestra
mode. The results show remarkable variations, in terms of Packet Data Rate (PDR) and
energy efficiency, in the simulated scenarios when a malicious node is present, despite
the Medium Access Control (MAC) mode used. Specifically, the PDR shows a variation
of 20% and the energy consumption 20% in the jamming scenario.

Lopez et al. [16] 2020 The authors evaluate the impact of the capture effect inan IEEE 802.15.4 WSN based
on unslotted-CSMA/CA in the presence of an attacker, considering different values of
back-off. Additonally, the capture effect for multiple values of SINR and back-off in
terms of Packet Reception Rate (PRR) and goodput is analyzed . The results shows
that the PRR-to-SINR and the goodput show that for SINR values higher than 4.5dB
, the PRR is almost 0.99, and the goodput 3048.38 bps, despite the backoff exponent
(BE) used value.

Lu et al. [28] 2014 The works provide an in-depth study on the impact of jamming attacks against time-
critical smart grid applications by theoretical modeling and system experiments by the
introduced metric of message invalidation ratio to quantify the impact of jamming at-
tacks. It is showed that via both analytical analysis and real-time experiments that
there exist phase transition phenomena in time-critical applications under a variety of
jamming attacks. Therefore, the authors designed the JADE system to achieve efficient
and robust jamming detection for power networks.

Proano and Lazos [43] 2010 The work shows the impact of selective jamming on the network performance by illustrat-
ing various selective attacks against the TCP protocol, showing that such attacks can be
launched by performing real-time packet classification at the physical layer. Also, the au-
thors examine the combination of cryptographic primitives with physical-layer attributes
for preventing real-time packet classification and neutralizing the inside knowledge of the
attacker.

Spuhler et al. [31] 2014 The authors show that the chip error rate-based metric is superior to metrics used in the
literature, offering an accurate and reactive indicator of the true PDR. To validate this,
they design and evaluate a detection technique relying on this metric to detect reactive
jammers by building a software-defined radio testbed and show that their technique
enables the error-free detection of reactive jammers that jam all packets on links with a
PDR above 0.3.

Wilhelm et al. [40] 2011 The authors of this work propose a prototype of real-time reactive jamming implemented
on an SDR USRP2. Using this prototype, the authors provide insights into the causes
for loss and offered guidelines for successful reactive jamming against WSNs with an
experimental study on physical layer effects in a system using MICAz motes. In summary,
the work demonstrates that reactive jamming should be considered a serial threat to
wireless networks. Thus research in jamming countermeasures becomes an even more
important and delicate research issue in the future.
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Finally, with the performance metrics and criteria selected, we focus on the characteriza-
tion of the system model. This model will be implemented using the IEEE 802.15.4 standard
in a proposed experimental testbed to acquire the performance metrics. Therefore, in the
next chapter, we review the PHY and MAC layer of the standard with the theoretical model.
Then, to validate this study, the acquired experimental data will be correlated with the
analytical values obtained from the theoretical model.
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Chapter 3

IEEE 802.15.4 System Description

In this chapter, we review the main concepts associated with the WSN that uses the standard
IEEE 802.15.4 and the principal requirements in the implementation. We also present the
theoretical model that characterizes the system model to be correlated with the proposed
experimental testbed.

3.1 General Description
The standard IEEE 802.15.4 is a Low-Rate Wireless Personal Area Network (LR-WPAN)
standard aimed at providing simple, low-cost communication networks. LR-WPANs are
intended for short-range operation and involve little or no infrastructure. In this context,
the WSN is one of the most used LR-WPAN to acquire data from different environments
with limited power, low-cost, and reliable data transfer. The mentioned characteristics are
the main objectives that the standard pursuits to cope with the wide range of devices that
operates using the standard. However, the networks can be developed based directly on
the IEEE 802.15.4 or based on another protocol which is itself built on IEEE 802.15.4 (for
example, the mentioned specifications ZigBee and WirelessHART).

3.2 Components and Topologies
The composition of an IEEE 802.15.4 network may use different devices with singular func-
tions and capabilities. The devices are divided into two classes: Full-Function Device (FFD)
and Reducted-Function Device. The FFD devices communicate between devices of their
similar or different class; on the contrary, the RFD devices only communicate with a similar
class. As a consequence, only the FFD devices could assume the coordinator function in
a network, and always at least one of these types of the device needs to be present in the
conformation of a network. However, exist FFD that are programmed with the function of
an end device as RFD in some applications.

Some application scenarios require different topologies of the network to fulfill the re-
quirements of the designer. The star and point-to-point (P2P) topologies are the defined
arrangement of devices defined in the standard, as presented in Figure 3.1. In a P2P topol-
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ogy, the devices only communicate with other devices in the range of communications. On
the contrary, the star topology admits the communications between the coordinator and the
end devices that are not necessarily in the transmission range of the coordinator by the use
of router nodes .

Figure 3.1: Topologies and nodes specified in standard IEEE 802.15.4

3.3 PHY Layer
The standard IEEE 802.15.4 defines two physical layers (PHY) to enable the communications
of the nodes in different applications. The ISM band 2.4 GHz and the band 868/915- MHz
are specified in the standard. The election of the band of frequency to use in communication
depends on local regulations and user preference. However, only the unlicensed 2.4 GHz band
is considered in this work to be analyzed under the jamming attacks. A total of 16 channels
are available in the 2.4 GHz band, numbered 11 to 26, each with a bandwidth of 2 MHz and
a channel separation of 5 MHz. Additionally, the output power of the nodes are around 0
dBm and typically operates within a 50− 100m range.

3.3.1 DSSS transmission

The Direct Sequence Spread Spectrum (DSSS) transmit scheme used in 802.15.4 is designed
to promote co-existence. The basic idea is to use more bandwidth than is strictly required,
thus spreading the signal over a wider frequency band. This is achieved by mapping the
incoming bit-pattern into a higher data-rate bit sequence using a “chipping” code. Since
the signal is spread over a larger bandwidth, narrow-band interferers block a smaller overall
percentage of the signal, allowing the receiver to recover the signal.

Depending on the communication mode employed by the nodes, the PHY layer could be
divided into

• 868/915 MHz direct-sequence spread spectrum (DSSS) PHY employingbinary phase-
shift keying (BPSK) modulation.
• 868/915 MHz DSSS PHY employing offset quadrature phase-shift keying(O-QPSK)

modulation.
• 868/915MHz parallel sequence spread spectrum (PSSS) PHY employing BPSK and

amplitude shift keying (ASK) modulation.
• 2450 MHz DSSS PHY employing O-QPSK modulation.
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IEEE 802.15.4 uses one of 16 nearly orthogonal 32-chip long PN sequences to represent
one of 16 symbols . In all these systems, multiple repetitions of known symbol sequences in
the preamble provide the receiver with sufficient processing gain for a more reliable decision
about the presence of a signal. Non-coherent energy detection on the other hand does not
take advantage of this processing gain and hence suffers from a poor signal-to-noise ratio
leading to unreliable channel state decisions.

The functions carried out by the PHY layer consists in:

• Activation and deactivation of the devices.
• Perform the process of Energy Detection (ED) and Link Quality Indicator (LQI).
• Execute the sensing process of the Clear Channel Assessment (CCA) for the CSMA/CA

algorithm.
• Transmission and reception of the data units.

3.3.2 Clear Channel Assesment (CCA)

The process for the ED and the obtention of the LQI parameter varies between the different
devices according to the five modes that the CCA support.

1. CCA Mode 1: Energy above threshold. CCA shall report a busy medium upon detect-
ing any energy above the ED threshold. In the XBee devices, this is configured using
the CA parameter.

2. CCA Mode 2: Carrier sense only. CCA shall report a busy medium only upon the
detection of a DSSS signal. This signal may be above or below the CA threshold
configured by the user.

3. CCA Mode 3: Carrier sense with energy above threshold. CCA shall report a busy
medium upon the detection of a DSSS signal with energy above the ED threshold.

4. CCA Mode 4: CCA Mode 4: Carrier sense with timer. CCA shall start a timer whith
a configured duration in ms and report a busy medium only upon the detection of a
High Rate PHY signal. CCA shall report an idle medium after the timer expires and
no High Rate PHY signal is detected.

5. CCA Mode 5: A combination of carrier sense and energy above threshold. CCA shall
report busy at least while a High Rate PPDU with energy above the ED threshold is
being received at the antenna.

According to the detailed in the datasheet of the device [1], the XBee is configured in
CCA Mode 5 with the existence of a delay configured by the backoff exponent (BE) between
the sensing and the transmission.

3.3.3 PPDU Format

The PHY protocol data unit (PPDU) packet structure consists of the encapsulation of various
fields. The fields that the PPDU encapsulates are the following:
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• The SHR field , which integrates the preamble field that has a length of 8 symbols for
the O-QPSK modulation, and the SFD field that indicates the end of the SHR and the
start of the packet data.

• The PHR field, which encapsulates the frame length field that specifies the total number
of octets contained in the PHY payload, and the PSDU field corresponds to the payload.

3.3.4 Encoding

Four bits of the 250 kbps input data of the PPDU are mapped into a symbols. The symbol
is then used to select one of 16-ary orthogonal PN sequences which are to be transmitted
and results in 2 Mchips/s , which is used to convert a narrow band signal into wide band
signal. It also provides resistance to intended or unintended jamming and achieves reduced
signal/background-noise level which hampers interception. Since the time average of modu-
lated chip sequence is zero, there is no DC component in the modulated signal .This spread
signal is half sine pulse shaped using the signal given by

{
p(t) = sin( πt

2Tc
) 0 ≤ t ≤ 2Tc

0 otherwhise.

This pulse shaped signal is modulated using O-QPSK modulation at the frequency of
2.4 GHz and transmitted. The different process for the PPDU to be finally transmitted is
represented in Figure 3.2

Figure 3.2: Modulation and spreading functions for the O-QPSK PHYs

3.3.5 Capture Effect

Capture Effect (CE) is the ability of wireless devices to capture a packet despite interference
or collisions during transmission. The CE probability will depend on the power ratio between
the signals that collide. Therefore, the power ratio between the carrier signal RSSc and the
sum of the interfering signal RSSi as SINR is used. Later, the CE is analyzed for different
values of SINR to found the probability to capture packets despite collisions.

To evaluate the number of transmissions that could be decoded at reception, the analysis
of the PRR-to-SINR ratio is used. The relationship between both metrics has been studied
in the scientific literature, to evaluate SINR intervals that allow guaranteeing the correct
reception of a certain number of packets. Depending on the modulation of the signal used
and the implementation scenario, there are different proposed regression models. In this
work, the PRR-to-SINR is analyzed for OQPSK modulation with jamming-type attacks to
verify in the future a model that coincides with the experimental results.

In order to obtain the signal strengths, devices using the IEEE 802.15.4 [4] standard use
an Energy Detection (ED) mechanism for over 8 symbol periods (128µS) to grant a Received
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Signal Strength Indicator (RSSI) value. This RSSI value is used to obtain the values to be
used in the SINR equation and we denote them as RSSC for the legitimate transmitter and
RSSI for the interferers.

3.4 MAC layer
Multiple algorithms are defined in the MAC layer for the standard IEEE 802.15.4 that can
be implemented in different scenarios. The methods CSMA/CA, TSCH with CCA, CSMA
with Prioritized Contention Access (PCA), and ALOHA with PCA is the random access
methods defined in the standard. The CSMA/CA and TSCH methods are analyzed in our
work because they are implemented in multiple scenarios.

3.4.1 Time Slotted Channel Hopping

TSCH was designed to allow IEEE 802.15.4 devices to support a wide range of applications.
This support is possible through the use of time synchronization to specify different time
slots for distinct traffic. Also, channel hopping mechanisms can be configured to achieve
high reliability. The accuracy of the synchronization is critical to guarantee the lowest power
consumption possible. However, the TSCH algorithm does not amend the PHY layer, and
it can operate in any hardware that is compliant with IEEE 802.15.4. Moreover, it can
be used in conjunction with IPv6-enable protocol stack for LLNs as RFC6550, Constrained
Application Protocol (CoAP) RFC7252.

The standard IEEE 802.15.4e only defines the mechanisms for a TSCH node to communi-
cate, but it does not define the policies to build and maintain the communication schedule,
adapt the resources allocated between neighbor nodes to the data traffic flows, and oth-
ers. Summarizing the TSCH is designed to allow optimizations by the simplification in the
integration with another protocol stacks based on IPv6, 6LoWPAN, and RPL.

Figure 3.3: Example of a network composed of one coordinator and four transmitters using
the TSCH algorithm.

Orchestra

The last improvement to the TSCH mode is called Orchestra [44]. Orchestra mode combines
the mechanisms of different channels and times with the addition of autonomous scheduling
of communications as represented in Figure 3.4. This communication scheduling achieves a
better performance of the nodes in terms of Packet Data Rate (PDR) and energy efficiency
by the calendarization of the different traffic in the communications
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Figure 3.4: Different types of scheduling that the Orchestra mode uses to communicate the
data.

3.4.2 CSMA

The devices that use the IEEE 802.15.4 standard with the CSMA/CA algorithm, before
transmitting a packet, choose a random integer value between [0, 2]. The backoff exponent
(BE) value within this range is initialized by the configuration of the macMinBE parameter.
Then, each time that the sense mechanism asses the channel busy, the BE value will be incre-
mented by one. The maximum value that the BE can grow is determined by the macMaxBE
parameter. If the algorithm CSMA/CA reaches the macMaxBE value and also the maximum
number of retransmissions macMaxFrameRetries then the packet is discarded. Consequently,
retransmission is initialized with the default values of macMinBE and macCSMABackoffs.
For networks using acknowledgment frames (ACK) in the transmission, the value of BE is
set to macMinBE after the reception of the ACK.

Multiple reasons lead to the retransmission of the packets in the networks using CCA
with interference. If the sensing process asses the channel as busy in one of the two scans,
it means that the noise in the channel is over the CCA Threshold. Therefore, a backoff
time can ensure to find the channel free the next time. However, the presence of high noise,
simultaneous transmissions, the coexistence with other networks, and other variables in the
medium channel reduces the probability to initiate a transmission, and also the probabil-
ity of collisions. Consequently, the retransmission of the packet will occur. Although, the
retransmissions can experiment collisions or losses, that the sense mechanisms can not solve.

Unslotted Mode

The CSMA/CA algorithm can be programmed to use beacons in the transmission for the
Contention Access Period (CAP) that is namely slotted mode. Also, the algorithm can work
without beacons in the CAP, which is known as the unslotted mode as shown in Figure
3.5. In both cases, the algorithm is implemented using units of time called backoff periods,
where one backoff period shall be equal to aUnitBackoffPeriod. In slotted CSMA-CA, the
backoff period boundaries of every device in the PAN shall be aligned with the superframe
slot boundaries defined by the coordinator of the PAN . Also, the MAC sublayer shall ensure
that the PHY commences all of its transmissions on the boundary of a backoff period. On
the contrary, in unslotted CSMA-CA, the backoff periods of one device are not related in
time to the backoff periods of any other device in the PAN.
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Figure 3.5: IEEE 802.15.4 CSMA/CA Algorithm Unslotted Mode

Each device shall maintain three variables for each transmission attempt: NB, CW, and
BE. NB is the number of times the CSMA-CA algorithm was required to back off while
attempting the current transmission. In the used devices the firmware allows more retrans-
missions controlled by the RR parameter. CW is the contention window length, defining the
number of backoff periods that need to be clear of channel activity before the transmission
can commence. The value of shall CW0 be initialized to two before each transmission attempt
and reset to CW= 0 each time the channel is assessed to be busy. The CW variable is only
used for slotted CSMA-CA. BE is the backoff exponent, which is related to how many backoff
periods a device shall wait before attempting to assess a channel. For the used devices, the
RN parameter permits the control of the macminBe.

3.4.3 Analytical model

Multiple works focus on model the MAC and PHY layer of the standard IEEE 802.15.4 using
different analytical models. Inspired by the work realized by Bianchi [23], various authors
used the Markov Chains approach to model the IEEE 802.15.4 states and transitions. In [19],
the authors used the Discrete-Time Markov Chains (DTMC) to provide an analytical model
for the description of the transition between node states of the CSMA/CA 802.15.4 MAC
protocol. The proposed MAC model is built as a state-transition diagram that analyzes and
derives the probabilities that a node succeeds in the access to the channel, in the transmission
of its packet, and the probability that the sink receives a packet coming from any node.
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The unslotted CSMA/CA is used in this work and illustrated to the process presented in
Figure 3.5, starting from when the node has data to be transmitted. The states that the node
can be in the CSMA/CA process are backoff, sensing, transmission, or idle and are modeled
as a bidimensional process Q(t). The variables BOC(t) and BOS(t) represent the backoff time
counter and the backoff stage (i) that corresponds to time-discrete stochastic processes. As a
consequence, the process constitutes a chain, but given that the BOC(t) is not a memoryless
process, it can not be modeled as a Markovian chain. The initial value of BOC(0) is uniformly
distributed in the range [0,WNB − 1], where WNB = 2BE is the dimension of the contention
window. The value of BE depends on the second process characterizing the state BOs(t). In
Table 3.1 the different backoff stages with the correspondent WNB values are shown.

Table 3.1: The different values of BOS,NB,BE and WNB.

BOS NB BE WNB

0 0 3 8
1 1 4 16
2 2 5 32
3 3 5 32
4 4 5 32

Then, the transition diagram is built from the initial values NB= 0 and BE= 3. Next,
each time the channel is sensed busy, NB and BE are increased by 1. When BE reaches
its maximum value, there is no more increase. The case BOs = 4 is the last case because
here, NB reaches its maximum value, and it cannot be increased any further. Following
the detailed methodology, the transition diagram is modeled for each BOs = 0, 1, 2, 3, 4 and
Figure 3.6 represents the station diagram that represents the first of the five backoff stage
that characterizes the complete process.

Figure 3.6: State-transition diagram related to the first backoff stage. The others transition
diagram are obtained with a similar approach.
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The first step to obtaining the different states and transition probabilities is to determine
the sensing probabilities P{Sji }. To obtain the values of the five sensing states, a single node
behavior is used to describe the relationship between all the possible states in which a node
can be. Then, the calculated values are used to obtain the probabilities for different slots,
backoff stage, and numbers of nodes.

Denoting as P{BOc = c1,BOs = i1, t = j1|BOc = c0,BOs = i0, t = j0} = P{c1, i1, j1|c0, i0, j0}
the transition probability from state {c0, i0, j0} to state {c1, i1, j1} the transition probabilities
between backoff states are given by

P{c, 0, j + 1|c+ 1, 0, j} = 1. (3.1)

This equation denotes that at the beginning of each time slot, the backoff time counter is
decreased by 1 until it reaches the zero value with probability 1. This transition probability
between the backoff states, is equal for all the backoff stages i that characterizes the IEEE
802.15.4 unslotted mode.

With the transition probabilities acquired, the sensing probabilities P{Sji } are obtained
for each backoff state. This probability depends on the values of WNB, pjb, and it is calculated
iteratively with the initial values given by

P{Sj0} =

{
1
W0
, for j ∈ [0,W0 − 1]

0, for j > W0 − 1
. (3.2)

Then, depending on the slot value and the length of the window of the backoff time, the
sensing probabilities are determined for different ranges by

P{Cj} =



P{S0
0}, for j = 0

P{S1
0}, for j = 1∑j−1

i=0 P{S
j
i }, for j = (2, ..., 4)∑NBmax

i=0 P{Sji }, for j = (5, ...,W0 − 1)∑NBmax

i=1 P{Sji }, for j = (W0, ...,W0,1 − 1)∑NBmax

i=2 P{Sji }, for j = (W0,1, ...,W0,1,2 − 1)∑NBmax

i=3 P{Sji }, for j = (W0,1,2, ...,W0,1,2,3 − 1)

P{Sj4}, for j = (W0,1,2,3, ...,W0,1,2,3,4 − 1)

, (3.3)

where NBmax indicates that the maximum number of admitted retransmissions has been
reached. The sensing states can be initialized in differents window lengths that are determined
by the actual number of the NB value and is represented as WNB depending on the backoff
state of the chain.

These and the following formulas are present in the three works presented by Buratti, and
to be applied to this work, we perform correlations of the concepts with the different formulas
to correctly obtain the state and transition probabilities of the state transition diagram. The
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model assumptions that are correlated to this work are presented in [19, 20, 25] and here
concisely present.

• All nodes start the backoff algorithm at the same time.
• We assume that each node only has one packet per round to be transmitted
• In the model, the resolution time (hereafter denoted as slot) is set equal to db, which

corresponds to the duration of the backoff period, of the sensing phase, and of the
packet transmission time when D = 1.
• Ideal channel conditions are assumed: All the nodes can “hear” each other, and there-

fore, no hidden terminal problem is accounted for.
• Collisions between nodes may occur in case two or more nodes perform channel sensing

at the same time, find the channel free, and simultaneously transmit their packets.
• No acknowledge and retransmission mechanism is implemented; therefore, when a

packet collides, it is definitely lost in that round.

For clearness , the list of variables used in this work, is presented in Table 3.2.

Table 3.2: Definition of variables used in the description of the analytical model.

Variable Description
BE Backoff Exponent

BOC(t) Backoff counter at slot t
BOS(t) Backoff stage at slot t

D Length of the packet expressed in backoff period time
db Backoff Period with duration equal to 320µs
fj Probability to find the channel free in slots j-1 and j
j Correspond to the slot related to the time slot from jdb to j+1 db

NB Number of times that the CSMA/CA algorithm was required to backoff
pjb Probability that in the jth slot the channel is found to be busy after sensing
ps Probability that a node succeeds in transmitting its packet in a round whatever the slot.

P{Cj} Probability of being in a sensing state at the jth slot
P{Rj} Probability that the sink receives the packet tail, coming from whatever node in a given slot
P{Sji } Probability of being in a sensing state at the jth slot and at the ith backoff stage
P{Tj} Probability that a node ends the transmission of its packet in a given slot
P{Zj} Probability that a successful transmission ends in slot j
Q(t) Node state modeled as bidimensional process that depends on BOC and BOS.
t Integer value that represents the time slot
Ts Symbol time equal to 16µs

WNB Length of the contention window for each backoff stage
α Protection ratio from each enviroment acquired from the experimental methodology in [25]
β Propagation constant

Peformance Metrics

With the probability of sensing determined, it is important to know the probability to found
the channel busy after the sensing was performed. The channel is busy if a transmission is
detected in the channel conditioned on the fact that the channel in the previous slot was free
or busy, depending on the case. Therefore, the derivation to found the channel busy using
the probability that the channel in certain slot is free as pjf we have
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pjf =


(1− pj−1

b )
∏NBmax

i=0 (1− P{Sj−1
i })N

j−1
c −1 + pj−1

b , for D = 1

(1− pj−1
b )

∏NBmax

i=0 (1− P{Sj−1
i })N

j−1
c −1

+(1− pj−D−1
b · [1−

∏NBmax

k=0 (1− P{Sj−D−1
i })N

j−D−1
c −1, for D > 1

, (3.4)

Therefore, the channel is free if the other nodes Nc are not sensing or transmitting in the
same slot j. Consequently, the probability of founding the channel busy is

pjb = 1− pjf . (3.5)

With the probabilities of sensing, found the channel free, and found the channel busy, the
probability in which a transmission terminates can be calculated by

P{T j} = P{Cj−D}(1− pj−Db ), (3.6)

that evaluates the probability that a generic node ends its packet transmission in slot j.
Additionally, the probability is null for all j < D.

However, the probability of P{T} does not account for successful transmissions of a generic
packet. Using the law of total probability with the Equations (3.3),(3.5) we have

P{Zj} = (1− pj−Db )P{Cj−D}
NBmax∏

i=0

(1− P{Sj−Di })(N
j−D−1
c ), (3.7)

where P{Zj} is the probability that a successful transmission ends in slot j, which means
that one and only one transmission starts in the slot j-D+1. Assuming that all nodes can
hear each other, if in slot j- D+1 only one node starts its transmission, then the sink will
correctly receive (i.e., without collisions) the end of the packet in j. Therefore, the probability
to correctly receive the tail of the packet is calculated

P{Rj} = N j
c · P{Zj}. (3.8)

When the capture effect is taken into account, the probability to correctly receive a packet
P{Zj} needs to be extended [25]. Due to the capture effect owe to the signal strength of the
signals, a protection ratio is added. Also, the ability to capture effect takes into account the
existence of nodes that interferes with communication. Therefore, the nodes that provoke
the collision as interferences (Ni) can be a random number of nodes in the network that is
model as a binomial coefficient. Consequently, a protection ratio is included (pc,Ni

) to model
the probability that a packet is captured when the Ni interfering nodes are present.

P{Zj}CE = f j−D·P{Cj−D}·pc,Ni
·
(
Nc − 1

Ni

)
·P{Cj−D}Ni

NBmax∏
i=0

(1−P{Sj−Di })(Nc−Ni−1). (3.9)

We remark that the probability P{Zj} accounted for the capture effect is obtained using
the slotted mode of the CSMA/CA algorithm. Consequently, the probabilities inside of the
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Equation (3.9) needs to be correlated with the unslotted mode. The variations between the
two models of the slotted and unslotted CSMA/CA and their correlations are the following:

• The probability P{Cj} indicates the probability of being in the second sensing phase
for all the backoff stages in the slotted mode. Conversely, for the unslotted mode, this
probability accounts for all the sensing phases.
• The probability that the remaining nodes do not sense the channel in the slot j-D

obtained by
∏NBmax

i=0 (1 − P{Sj−Di })(Nc−Ni−1) is calculated considering only the second
sensing phase. However, for the unslotted mode, this can happen in all sensing phases.
Therefore we calculate the probability P{Zj}CE for all the (i) range.
• For the joint probability to find the channel free in slot j f j, we take into account the

same assumption of the probability of the sensing phases for the P{Zj}CE.

Consequently, we correlate the concept of founding the channel free in the given slot, making
pjf = f j to be used in the calculation of the probability P{Zj}. Finally, the probability that
a generic packet is successfully transmitted on the channel is given by

ps =
tmax+D−1∑

j=0

P{Zj}, (3.10)

where the probability that a successful transmission ends can be used when the capture is
taken into account or not. Figure 3.7 shows the probability ps for different packet sizes
without the capture effect. The results show that for higher values of D, the probability of
success tends to be lower. This behavior accounts for the fact that an increment of N or D
produces a larger delay to each node accessing the channel. Additionally, this represents a
high offered load of the traffic for the network.

Figure 3.7: Probability of success for different length of the packets when the capture effect is
not considered. The ps monotonically decreases by increasing N for all the length of packets
analyzed. Additionally, the curves show that exists an optimum value of D that maximizes
the ps depending on N.
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Finally, to show how the capture effect varies, depending on the parameters α and β, we
plot three cases in Figure 3.8, that corresponds to the curves with the colors green, purple,
and yellow as stated in the legend of the figure. We remark that all plotted curves are acquired
using a fixed length of packet D = 2. We also adjust the limit of axes to the presented in
the original works [25].

Figure 3.8: ps as a function of N when capture effect is considered and not for the unslotted
mode and with a length of the packet D = 2. We use different values of α and β to show
the behavior of the capture effect that depends on these parameters. The capture effect is
higher when α increase and β decrease.

3.5 Jamming Attacks
The jamming attacks and their impact on the networks can be model considering the param-
eters of the incidence rate of the signal interference (rj), the probability to interfere with the
communication (qi), the synchronization between the signals (φ), and the difference between
the power of the interference signal and the power of the legitimate signal (SINR).

The rate of the jammer signal rj will be different for the different strategies and scenarios.
The rate will vary depending on the length of the packet or the width of the pulse and the
generation of the signal. Therefore, the different jamming strategies can be analyzed in terms
of rate and their correlation with the impact and the energy consumption.

The level differences between the signals are usually treated as Signal-Interference plus
Noise Ratio (SINR) or similar formulas than incorporates the effects of the attacker with a
different approach. In this work, we add the power of the signal created by the attacker in
the parameter of interference of the SINR.
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SINRdB = 10log10

(
10RSSc/10∑Ni

I=0 10
RSSI/10 + 10N/10

)
. (3.11)

The mentioned parameters characterize the different jamming strategies that the attacker
could adopt when decides to initiate a DoS in the WSN. However, to correctly differentiate
the impact of the strategies, a parameter that correlates the attacker and the MAC model is
mandatory. According to the works [45], the time when the signals collide permits to divide
the analysis in different cases. In particular, the affectation of some fields of the packet is
more critical than others when the reception of the packet is required.

To correctly differentiate the impact of the jamming strategies, a parameter that correlates
the attacker and the MAC model is mandatory. According to the works the time when the
signals collide permits to divide the analysis into different cases [27,40,45]. These cases will
be divided according to the field of the frames that are involved in the collision.

The sync bytes and the header field are the most critical fields when the probability of
receiving a packet is analyzed. Consequently, the time over the air of the different fields of
the packet is essential in the analysis of the attacker. Here, we refer, and we differentiate the
analysis of the attacker considering the preamble, sync bytes , and the headers of the packets
as reference. Therefore, we determine the synchronization of the interference signal with the
first fields of the packet as

φ =
ta − tb

tpr + tsc + thd
, (3.12)

where ta is the time when the legitimate packet initiates it transmissions, tb the time when
the signal interference is generated, and ttotal the sum of the time that takes to transmit the
first fields of the packet denoted as tpr tsc and thd respectively. Later, the synchronization is
transformed from time to slots to analyze each case.

Depending on the timing and the power of the signals in the communication, collision
detection is possible in certain scenarios. This behavior is described as stronger-first and
stronger-last scenarios where the legit user signal is analyzed with one interfere packet on the
receiver side, Figure 3.9 presents a simplification of the realized experiments [45].Summariz-
ing, when two packets arrive at the receiver, the collision detection will depend on the power
of the signals and the time difference between the packets. Therefore, when interference is
present in the communications, the analysis is divided into: the users can be identified or
the users can not be identified. This identification process will depend on the range of values
that the parameter φ can assume. When 0 ≤ φ < 1 the users can not be identified, and when
φ ≥ 1 the users can be identified.

Summarizing, if the preamble, sync, or headers bytes collides with the interferer packet,
the receiver can not synchronize with the legitimate transmitter, or it can not capture the
packet. Therefore, this transmission will be completed loss, and the identification of the users
can not be achieved. We remark that this behavior is conditioned to the power of the signals
that need to be determined for each application scenario.
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Figure 3.9: Description of the collision scenario for the different experiments. The difference
between ta and tb divides the analysis of the collision and help to understand the behavior
of the transmission under jamming attacks. We also show that the jamming strategy can be
carried out using a data frame or noise injection.

The jamming attacks and their impact on the networks can be model considering the
parameters of the incidence rate of the signal interference (rj), the probability to interfere
with the communication (qi), the synchronization between the signals (φ), and the difference
between the power of the interference signal and the power of the legitimate signal (SINR).

The rate of the jammer signal rj will be different for the different strategies and scenarios.
The rate will vary depending on the length of the packet, the width of the pulse, the generation
of the signal, or the activity time in the experiments. Therefore, the different jamming
strategies can be analyzed in terms of the total time in transmission state for each experiment.

Following the analytical model presented, we have to analyze the probability of the packets
collides by the effect of the jamming strategy considering a different number of nodes. For
a network composed by N nodes, we have that Nc contends for the channel in a given slot,
and Ni interferes nodes are present in the communications. When the interferes nodes are
present, they can provoke constructive interference that can be analyzed under the capture
effect concept. On the contrary, if the interfere nodes do not improve the reception of the
packets, it means that destructive interference is present. Therefore, the interfere node can
be interpreted as a jamming device in the network.

Considering Ni = 1 interferes with a destructive interference φ < 1, the reception of
the packet is analyzed using the SINR parameter. Therefore, the complement of the linear
regression model that correlates the PRR to the SINR values, gives the probability of jamming

pj = 1− (PRR-to-SINRmodel). (3.13)
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Then, the probability that a packet in the transmission collides with the jamming signal is
equal to

pj = 1− ((1− 1

2
exp(−β0/2))8β1f , (3.14)

where f is the frame size in bytes, β0 the SINR obtained by experimental measurements, and
β1 corresponds to noise Bandwidth.

Expression (3.14) is valid only for Ni = 1 despite the numbers of Nc nodes present in
the network. If more interferes are present in the scenario, then is important to know the
relative distance of the interferes to characterize the behavior of the PRR-to-SINR curve, the
synchronization φ , and the number of interfere nodes in the communication channel regard
the legitimates nodes.The regression model is accounted for OQPSK modulation in the 2.4
GHz frequency band, 250 Kbps of data rate with NRZ encoding [46].

The rate of constant jamming is rj = 1, given that the interfere signal is always present in
the communication channel. As a consequence, we could establish that the timing differences
between the packets are equal to zero, and therefore the synchronization is total.

With a φ = 0, we have that the collision of the packets can not be detected at all, and
we assume that is by the effect of the jammer device. Therefore, we have that the jamming
signal is generated independently of the communication process in the network, and we can
calculate the probability to jam psjam as

psjam = ps · pj. (3.15)

Therefore, pj will depend on the PRR for the different ranges of SINR according to the
regression model.

The reactive strategy generates interference for some packets or activity in the network.
To guarantee the collision, we assume that the jammer knows the time when the transmission
is generated in the nodes. The times can be easily decoded by the attackers [39] for different
MAC protocols. Therefore, the probability of jamming for the reactive strategy is the same
as the constant strategy with different jamming rates that can be configured for the different
scenarios.

The success probability for the existence of jamming strategies is calculated for a total
number of nodes N ≥ 2 due to is considered an interfering node. We plot the proposed model
in Figure 3.10 for SINR values equal to 3.1 dB and 4 dB to show the behavior of the curve.
The curves that consider the jammer show that for higher values of SINR, the probability of
reception grows as we expected.
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Figure 3.10: Probability of reception comparison between scenarios with the jammer (Ni = 1)
and not, with different probabilities to jam according to the regression model. We plot the
probability of reception for two different values of SINR with the jammer to show that for
higher values of SINR, the probability of reception grows.

Finally, we compare the capture effect with the proposed model of jamming to show the
difference between them. Here, we assume a PRR of 0.5 to show the different plots in Figure
(3.11). As we remark previously, all the curves plotted considers the length of the packets D
= 2 to make a fair comparison between them and for the capture effect, we use the protection
ratio α = 3.1 dB that ensures a PRR= 0.5.

Figure 3.11: Probability of reception comparison between scenarios with the jammer, and
the capture effect assuming a PRR of 0.5 for both curves. Also, the original model is shown.
The used α = 3.1 dB corresponds to protection ratio in concordance with assumption of an
PRR = 0.5.
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The extended proposed probabilistic model that includes the presence of jamming attacks
exhibit a good correlation with the original assumptions. Specifically, for higher values of
SINR, as shown in Figure 3.10, the impact of the jammer is negligible. Therefore, to validate
the theoretical results, we propose a novel experimental testbed capable of acquiring metrics
in the presence of jamming attacks.
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Chapter 4

Experimental Testbed
In this chapter, we present a novel experimental testbed for WSN using the IEEE 802.15.4
standard to acquire performance metrics under jamming attacks. The devices used in the
testbed consist of typical transceivers used in diverse applications with the presence of a
sniffer that does not interfere with the conformed network. Additionally, the synchronization
of the devices is guaranteed despite the presence of jamming attacks. Therefore, the proposed
testbed can be used to correlate several probabilistic models with the presence or absence of
jammer devices.

The proposed experimental testbed is composed of multiple nodes using the IEEE 802.15.4
standard with CSMA/CA is implemented to analyze the capture effect under jamming at-
tacks. The Freescale MC1321x transceivers [3] perform the communication of the data in the
network using the 2.4GHz frequency band with OQPSK modulation. A single coordinator
receives the data from the "N" transmitters to analyze the performance of the communica-
tions in a star topology. Additionally, a sniffer implemented in an SDR using the code in [47]
is deployed in the same location as the coordinator to analyze the collisions. The code is
modified to ensure that the SDR does not communicate with the other nodes, but can listen
and record all the transmissions. In Figure 4.1 the different devices and instruments used for
the experiments are shown.

Figure 4.1: Network devices and instruments are used to obtain experimental data in the
indoor environment that consists of a typical bedroom.
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4.1 Hardware
The hardware used in the implementation of the WSN consists of XBee S1 devices [1] as the
constrained nodes. The principal characteristics are the following :

• Incorporates the MC1312x transceiver by NXP Semiconductors [3].
• Point-to-multipoint network topology.
• Low-power sleep modes.
• 2.4 GHz for communications with O-QPSK modulation.

The MC1312x transceiver is similar in characteristics to the CC2420 [48] transceiver im-
plemented in the Tmote Sky, Zolertia Z1, and other motes widely used in the research of the
WSN. However, only the fabricant firmware can be uploaded to the XBee devices.

Figure 4.2: XBee S1 device used to conform the WSN

Each XBee device is connected to a chip ATMega2560 [49] using a Shield device that
allows an easy connection. The ATMega2560 are used to extend the functionality of the
transceivers and to acquire more relevant data in the implemented scenarios. In particular,
an experimental testbed is proposed to analyze the networks under jamming attacks by the
use of this interconnection between the MC1312x and the ATMega2560.

Figure 4.3: Transceiver with the XBee incorporated to the Arduino by the use of a Shield.

Given that the impact of the jammer in the communication processes is not always clear,
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the network incorporates a sniffer device that can hear all the transmissions. For example,
the Software Defined Radio (SDR) N-210 shown in Figure 4.4, is used as a sniffer [2].

Figure 4.4: SDR used as sniffer of the communications

We choose the Wide Band Constant Jamming strategy to cause great damage to the
network. Therefore, to implement the jammer device with a wide pulse, we need to use
the following circuit. Using a Voltage Controlled Oscillator, we can generate an interference
signal with a wideband to interfere with several channels of communications. The problem is
that the VCO is generally used to produce the output of a single frequency due to the voltage
tune. For this reason, we use a frequency generator with the generation of a triangle wave.
With the triangle wave, we can sweep the voltage in the desired tuning voltage. Then, to
power up the VCO, we use a simple DC supply. Finally, the implemented circuit is presented
in Figure 4.5.

ZX95-2650+

GFG-8216A

DC Supply 12V;1A

Triangle Wave

DS6062

Jamming Wide-Band 

Figure 4.5: Block diagrams of the jammer circuit used to produce the Wide Band Denial
Jamming strategy.

Several experiments have been carried out to found the optimal parameters that produce
a Wide-Band Denial Jamming. Using a triangle wave with the parameters show in Table 4.1
the desired output is achieved.

To control the triangle wave and to measure the different times of the processes in the
transceivers, we use an Oscilloscope DS6062 EV. Also, to see the correct function of the
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Table 4.1: Parameters of the function generator to produce the tune voltage for the VCO

Device Function Generator Frequency Vpeak−to−peak Vminimum Vmaximum Voffset
GFG-8216A Triangle Wave 1 kHz 4 V 8 V 12 V 10 V

VCO, we change the configuration of the SDR to a spectrum analyzer and we obtain the
FFT and Waterfall plot as shown in Figure 4.6.

Figure 4.6: FFT and Waterfall plot showing the incidence of the constant jamming in the
communication channel

Finally, the parameters of the circuit for the VCO that produces the Wide-Band Denial
in the network are tabulated in Table 4.2

Table 4.2: Parameters of the VCO used to produce the Wide Band Signal.

Device Output Power Output Frequency Antenna Gain Imax Vcc

ZX95-2650+ 4.76 dBm 2358.3 to 2526.8 MHz 3 dBi 27 mA 12 V

4.1.1 Synchronization

The synchronization between the different devices used in the experimental testbed is critical
to ensure the analysis of the different jamming strategies. In this section, we review the
methods used in the literature with their pros and cons to show the ideal methodology to
our work. We highlight that the energization of the transceivers was made using USB 3.0
ports that we manually connect in the different rounds of experiments to ensure the correct
behavior of the devices.

Code synchronization

The XBee devices incorporate a python library named Digi-XBee that allows the use of
Python to communicate with the devices using the SPI port. The possibility to use Python
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to control the XBee devices it is a great solution considering the easy use of the language
and the notable libraries to control process and multi-threading. However, the transceiver
MC1312 of the XBee is directly connected to the ATMega2560 chip with the use of a shield
that uses the UART port to perform the communications. As a consequence, the connection
between the PC and the MC1312 through the SPI port is not possible that leads to an
important disadvantage. An example of this methodology is show in Figure 4.7.

The principal problem when Python is used to control the communication process of the
MC1312 transceiver is the complexity to control the interrupts produced in the UART and
SPI port when the different handlers are functions are called. In particular, we saw that
the aperture of the SPI port produces a reset in the association process of the devices that
interferes with the correct log of the data. Additionally, the energization of the devices pro-
duces the initialization of the association process in differents instants of times that provokes
inconsistences in the syncronization.

Figure 4.7: Representation of the code synchronization technique.

MCU syncronization

To overcome the problems of the anterior methodology in the interrupts generated by the
code, we upload the neccesary codes to the ATMega2560 MCU that directly communicates
with the MC1312 transceiver chipset. Also, we use a USB HUB to energize the devices at the
same instant of time to guarantee the same time of initialization of the association process.
The execution of the codes in the devices waits for an instruction in the SPI port connected
to the PC by the use of delay times. The methodology is represented in Figure 4.8.

Despite the energization at the same time and the execution of the codes by a common
signal generated in the principal PC, we saw that the association process differs between the
devices. The delay only ensures the association times at the same time but not the same
time of execution of the codes in the devices.

Figure 4.8: Representation of the MCU synchronization technique
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Master clock configuration

In order to ensure a collision for our scenario, a Master-Slave configuration is used (4.9). In
this configuration, a Master clock implemented in an ATMega 2560 chip is programmed to
generate signals at precise times to the transmitting and interfering devices on the network.
Using this configuration, the execution times of the streaming processes have a maximum
delay of 80µs. The devices are connected between them using wires to ensure that the jammer
device is not capable to interfere with synchronization process as shown in Figure 4.9.

Figure 4.9: The master clock synchronizes all the transmitter’s devices in the network.

The experiments show that the Master clock configuration fulfill the requirements to
analyze the jamming attacks in the implemented network.

4.1.2 Energy Consumption

To obtain the energy consumption associated with the transmission of the packets and the
different processes involved in the communications, we adequate the formula used in [15]
to the used transceiver. Moreover, the data is corroborated with experimental measures.
To obtain the energy consumption measured in Joules Ed, we need to know the current
consumption for the different modes of each MCU and the operation voltage. Consequently,
we can obtain the energy consumption for each device as

Ed = (tatitat + tidiid + tsis) vcc , (4.1)

where each t is the time in milliseconds that the MCU is in that state with their corresponding
current consumption. Specifically, tat is the time of the duty cycle where the device is active,
tid is the idle portion of the device in this state, and finally ts are the sleep or low consumption
state of the device. Additionally, we use the same time of the length of the experiments txp
to compare the energy consumption in the different scenarios and devices.

XBee

Using the formulas provided by the manufacturer of the XBee devices, we correlate the
different times of the communication process with the times present in the formulas of each
device [1]. Additionally, by the use of an oscilloscope, the process is analyzed to link with the
presented formulas. According to the analyzed pulses in the oscilloscope, we assume that the
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transmission and the CCA process use almost the same amount of current. On other hand,
the ACK and reception process is similar.

In our experiments, we use 64-bit addressing, 32µs of byte time and a unicast transmission
in a ideal conditions. We also know that the CCA have a fixed value of 0.128ms and the
ACK 0.864ms when is activated. Finally, when the random delay is configured by the use of
the backoff exponent, this value is calculated according to the minMacBE and maxMacBE
as tRandom Delay = 2(BE−1) · 0.032 ms

ATMega2560

For the ATMega2560, we have the following process running that makes the transition of the
processor in different states.

• The generation of the transmissions and the data packets to be uploaded to the MC1312x
MCU.

• The processor continually senses the digital input for the incoming pulse from the
master clock to initiate the transmission.

• The reception of the data from the MC1312x MCU and the redirects of the data through
the UART port.

Therefore, the ATMega2560 continually changes from the idle to the active states without
entering sleep mode. With these processes running in the processor, we can correlate the time
active and idle with each of them [3]. As a consequence, the generation of transmission and
the reception of the data is the active part tat = ttx + trx. Consequently, the sense of digital
input corresponds to idle time tid = tsense. Besides, we consider that the baud rate configured
in the code corresponds to 38400 Bd to estimate the time active for the transmission and
reception of the data packets printed to the UART and serial port.

ZX95-2650

The VCO ZX95-2650+ is used to generate the Wide Band Denial jammer as a constant
jammer rate [50]. Therefore, the device is always on in the experiments, and the power
consumption will be constant through the experiment tat = txp. However, we highlight that
the energy consumption is calculated considering only the VCO and not the tuning circuit.

Finally, Table 4.3 presents the different current consumption and the respective operation
voltage of each device for the calculation of the power.

Table 4.3: Current consumption for each state and operation voltage for each device used in
the experimental testbed [1–3]. The consumption of the devices used for the synchronization
and the tuning circuit are not considered for the comparison analysis.

Device Current Consumption VoltageTransmission Idle Sleep
XBee 45 mA 50 mA 10 uA 3.3 V

ATMega2560 4 mA 13 mA 15 uA 5 V
ZX95-2560+ 27 mA - - 12 V
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4.2 Software

The open-source GNURadio software is used to program and to acquire the data of the
sniffer implemented in the SDR N-210 [2]. The implemented code is a variation of [47] to
acquire the transmitted packets in our implemented scenarios. The code is divided into two
flow graphs: the physical layer and MAC layer implementation. In the PHY flow graph,
the modulation, demodulation, synchronization, pulse shaping, and process of the data are
performed as specified by the standard. Finally, the PHY flow graph is encapsulated in a
hierarchical block to improve the clearness of the complete code as shown in Figure 4.10.

Figure 4.10: Flow graphs of PHY layer implemented in GNURadio

In the MAC flow graph, the different blocks that allow the obtention and transmission
of the data are present. The RIME stack is implemented as a block to communicate with
the IEEE 802.15.4 motes in the network. Additionally, a block with the MAC parameters
itself is implemented to interact with the RIME block and the encapsulated PHY flow graph.
The data acquired by the SDR is stored in a way that can be analyzed using the Wireshark
software.

For our proposed testbed, the transceiver code needs to be modified to not intervene in
the communication process in the network and behave like a sniffer. As a consequence, some
blocks of the MAC layer was suppressed, and only we preserve the blocks that permit the
capture of the data. Also, the blocks of the USRP were modified to ensure the match of the
frequency, bandwidth, and gain with the implemented network as presented in Figure 4.11.
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Figure 4.11: Flow graphs of MAC layer implemented in GNURadio

The data captured by the sniffer needs to be analyzed to correlate with the parameters used
in this work. The Wireshark software is used in the sniffer side to analyze the data acquired
in the different experiments, using the provided filters for the IEEE 802.15.4 standard. Later,
the data is tabulated in an excel sheet with the data obtained in the transmitters and sink
side.

In the sink and the transmitter side, composed by the XBee devices, we use python
libraries to manipulate and log the data. For the transmitter side, we use the uploaded
code to the ATMega2560 in conjunction with the software ExtraPutty to log the data. The
code in the ATMega2560 has the instructions to send data through the UART port of the
communication process. Then, for each transmitter, an instance of ExtraPutty is initialized
to log the data with their corresponding timestamp of the event. For the sink side, we use
the terminal provided by the manufacturer Digi that permits an easy way to configure the
devices Over The Air (OTA) and log the data.

Simulations were carried out to compare the analytical and experimental results of the
different scenarios. The Cooja simulator incorporated in the Contiki OS was used to realize
the simulations of the experimental scenarios under jamming attacks. The simulator emulates
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the physical devices (motes) with their particular characteristic as show in Figure 4.12. Also,
the simulated code could be uploaded to the mote if the device admits the upload of open-
source firmware. Moreover, several MAC protocols and networking stacks can be configured.

Figure 4.12: Graphical interface of a simulation in the Cooja simulator

The Cooja simulator also integrates four types of model channel. We use the Unit Disk
Graph(UDGM) Radio Medium for the simulations implemented. The range of transmission
of the transmitter is abstract as a circle with two ranging parameters: one for transmissions
and one for interfering with other radios and transmissions.

Finally, the analytical results, the experimental results, and the model were implemented
in Matlab to obtain the different probabilities and values of the performance metrics.
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Chapter 5

Results and Discussion
With the novel experimental testbed implemented, we proceed to acquire the performance
metrics in different scenarios. Next, we perform the correlation of the experimental data with
the obtained theoretical results from the previous chapter. Consequently, several conclusions
arise from the analysis of the results in the jamming scenarios from the analyzed performance
metrics.

5.1 TSCH & Orchestra

We conducted extensive experiments using the Cooja simulator to evaluate the performance
of the simulated network in the presence of a jamming node. We evaluated the TSCH and
Orchestra algorithms on two simulated scenarios generated in the Cooja simulator. Once
we have simulated the network, we test the network to verify a correct operation. Then, we
acquire the performance metrics. Next, we add a jammer device into the network to generate
the second scenario. Finally, we establish a comparison between the simulated scenarios.

Due to the limitations in terms of memory available on the emulated nodes, the algorithms
of the application layer are not implemented to guarantee the correct behavior of the MAC
and routing layer. The routing protocol used in the experiments is Contiki RPL, which
is supported for the Zolertia Z1 motes (MSP430, 8KB RAM, 92KB Flash, and CC2420
transceiver) [51].

Figure 5.1 shows the ideal scenario with five constrained nodes (1 root, 4 senders), trans-
mitting packets related to the MAC and RPL non-storing mode. The nodes are uniformly
distributed in a 10 times 10 m2 square network area. The distance between each node is
equal to 10m with a communication range of 50m, without variations in the experiments.
Also, the distribution order of the nodes in the deployment is the same, shown in the Figure
5.1. During the experiments, we do not consider mobility of the nodes. The radio model
simulated is a Zolertia Z1 with a data rate of 250kbps in the 2.4 GHz band.

In the experiments, the ideal scenario is used to establish a comparison. We employ this
scenario to acquire performance metrics without an attacker. After that, the scheduling
algorithms are implemented in the nodes to achieve Orchestra mode and later acquire the
same performance metrics.
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Figure 5.1: The first scenario for the simulations consists in the ideal scenario with the
presence of four transmitters and one sink node in the absence of jamming attacks.

Subsequently we put a disrupt node in the simulated network, that will be the jammer
device performing a DoS attack. The jammer generates a interference signal when a trans-
mission of any legitime nodes is performed. We select two fixed places to put the jammer.
These places allow the jammer to impact various nodes at the same time. The interference
signal power and the transmission range is the same as the sender nodes. Also, we obtain
the performance metrics for each node. Later, we compare and analyze the results obtained
of the both scenarios.

Using the defined metrics, we evaluated the performance of TSCH and Orchestra mode.
In the scenario with the presence of an attacker, the disrupted node (jammer) is deployed in
two different places as showed in Figure 5.2 with the following considerations: interferes one
transmitter node, interferes two transmitters and neighbors node, interferes two transmitters,
neighbors and coordinator nodes. These variations are performed to analyze the behavior of
the network and also, acquire the metrics of PDR and energy consumption. Also, we perform
a third scenario where the jammer interrupts two transmitter nodes and the coordinator of the
network. When the coordinator is affected, the scheduling algorithm is lost in the transmitter
nodes but not in the coordinator. Consequently, the results of the PDR and duty cycle are not
relevant as the other two scenarios. For this reason, the results obtained are not considered
in the analysis.

Figure 5.2: The figure in the left show the jammer disrupting the communication on a
one transmitter node. Meanwhile, the figure in the right show the jammer disrupting the
communication on two transmitters node.
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We analyze the results in three parts. First, we simulate the network and we obtain
the performance metrics of both TSCH and Orchestra mode in an ideal scenario. Then,
we generate the second scenario. We perform the same steps as the first scenario with the
presence of the jammer on the network. Finally, we compare the results of the performance
metrics in both scenarios with TSCH and Orchestra mode. In the experiments the concurrent
transmission of two or more packets always results in a collision and, hence, a transmission
failure. Also, in the simulator, the radio medium is simulated and configured as Unit Disk
Graph Medium (UDGM) in concordance with the related work. The other related parameters
are configured with the default value described in the standard. To obtain the PDR, we use
radio message tool. This tool performs a log of the packets generated, transmitted or received
for each node of the network with timestamps. Also, the tool incorporates a 6LoWPan
analyzer with PCAP option to analyze the packets.

Table 5.1: PDR summary for the experiments. Both protocols are affected by the jammer
device.

Mode Ideal (%) Jamming(A) (%) Jamming (B) (%)
TSCH 99.3 81.04 62.78
Orchestra 99.9 80.82 63.14

In the ideal scenario, TSCH and Orchestra mode have an optimal performance in terms
of the evaluated metrics as presented in . Under the jamming attack, the legitimate packets
have more chances to collide with the jamming packets. Consequently as shown in Table
5.1, and Figure 5.3 the PDR decreases to 80.82% and 81.04% in the Orchestra and TSCH
mode, respectively. Furthermore, as we expected when two transmitter nodes are affected
the PDR decreases in 17% for both modes. As a consequence, the scheduling algorithm used
in Orchestra mode cannot overperform the random allocation channel of TSCH mode. As a
result, PDR is almost the same for both scenarios.

Figure 5.3: Average PDR obtained from both tested scenarios. The bar corresponding to the
jamming scenario (orange) is the average value of the two scenarios.

Finally, the energy consumption is analyzed. We acquired the results of the duty cycle and
the energy consumption for each node and the network. In the ideal scenario, both modes
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achieve a low duty cycle and energy consumption. Most of the time, the nodes stay in an
’ON’ state when the network is formed, as represented in Figure 5.4.

Figure 5.4: Duty cycle of the transmitter node in the ideal scenario for both modes. The
transmission and reception states are negligible.

In the jamming scenario, and as expected, a higher energy consumption exists. A higher
chance of collision of the packets triggers the retransmission and sense of the channel algo-
rithms frequently. Consequently, the execution of the algorithms demands more energy to
the nodes that increase the duty cycle to 96% on average, as shown in Figure 5.5.

Figure 5.5: Duty cycle of the transmitter node in the jamming scenario. The reception state
leads to a considerable increase in energy consumption as show for the reception state that
have an average value of 92.265% from TSCH and Orchestra.

Also, we can observe an unusual behavior of the nodes affected by the jamming attack.
When a transmitter node is in the presence of the attacker, the synchronization and sched-
ules are affected. As a consequence, the nodes decided to leave the network and enters a
steady receiver state. In this state, the node performs a sense of the transmission channels
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perpetually. Therefore, the duty cycle of the node increases to almost 99% for both MAC
modes as represented in Figure 5.6.
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Figure 5.6: Energy consumption as a timeline for TSCH mode in the different scenarios

Furthermore, we obtained a higher energy consumption in the joining process of the nodes
for both MAC modes. During the joining time process, the Orchestra mode achieved a lower
energy consumption than the TSCH mode by 5% The duty cycle values for the simulated
scenarios are summarized in Fig. 5.6 as a timeline for the TSCH mode. Moreover, the
timeline for Orchestra mode presents the same behavior to the obtained with TSCH. As a
result, the duty cycle is almost five times higher in the network with the presence of an
attacker for TSCH mode and twenty times for Orchestra mode, as shown in Table 5.2.

Table 5.2: Average Duty cycle summary for the network in the experiments. Both protocols
are affected by the jammer device.

Mode Ideal (%) Jamming(A) (%) Jamming (B) (%)
TSCH 5.24 24.08 42.792
Orchestra 0.96 20.768 40.176

With the duty cycle obtained, we calculate energy consumption. For both modes in the
jamming scenario, the consumption is considerably higher as represented in Table 5.3. The
node with orchestra mode is the most affected by the incidence of the jamming attack. To

Table 5.3: Average energy consumption summary for the node in the experiments.

Mode Ideal (mJ) Jamming (mJ)
TSCH 6.534 · 10−4 1.6491 · 10−1

Orchestra 4.176 · 10−4 1.61463 · 10−1

minimize energy consumption when an attack is present, the use of an algorithm that brakes
the perpetual receiver state is recommended. Also, the number of documented times that a
node synchronize with the coordinator could give insights about a jamming attack.

Finally, we remark that the relative position of the jammer from the transmitter devices
is critical. In particular, the impact of the jamming signal is higher from transmitters close
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to the jammer device. Therefore, the impact of the jammer can be analyzed in terms of
distance or signal strengths like the SINR ratio despite the relative position of the jammer
device from the transmitters. The results acquired from the simulation for two fixed positions
of the jammer can be extended to another position distribution of the devices.

5.2 Unslotted CSMA/CA
For the CSMA/CA unslotted mode, we do not perform simulations in the Cooja simulator
for inconsistencies with the standard. As stated in the works [52, 53], the CSMA/CA code
implemented in the Contiki OS has parameters that are not in line with the specifications
of the standard. Specifically, the behavior of the random delays using the Backoff Exponent
(BE) is not possible and always is fixed to 125 ms. Moreover, the unicast packets are
treated as broadcast packets when the MAC queue is full. As a consequence, no sensing is
performed in the transmission of the packets.For these reasons and explained in both works,
the comparison with simulated results is not shown.

5.2.1 Channel Parameters

The first environment used for the experiment was a office enviroment with the coexistence
of different communication protocols. Due to the unique characteristics of each environment,
most radio propagation models use a combination of analytical and empirical methods. One
of the most common radio propagation models for the indoor enviroment is the log-normal
shadowing path loss model. This model can be used for large and small coverage systems;
furthermore, empirical studies have shown the the log-normal shadowing model provides more
accurate multi-path channel models than Nakagami and Rayleigh for indoor environments.
The model is given as follows:

PL(d) = PL(d0) + 10nlog10

(
d

d0

+Xσ

)
. (5.1)

However, due to the contingency of the COVID-19, the experimental testbed was changed
to a new place. The new place used for the experiments consists of a bedroom adapted to
implement the devices. Therefore, several considerations needed to take into account. To
fulfill the requirements that this kind of experiment needs, several rounds of experiments
were performed in the first instance to characterize the environment.

In our new scenario, we obtain that path loss exponent is equal to 1.8 and PL0 = 39.616
dB. This results are consistent with the values presented in the works [54–56] for the indoor
office environment with LOS component. For our work, the shadowing component is called
Xσ .

In Figure 5.7 we plot the theoretical and experimental path loss characterization curves
for the obtained values of our scenario, as well as prediction bounds of 95%. Using the
spectrum analyzer and the transmission of data with one transmitter, we analyzed the RSS
values and behavior of the communications on several days and time hours. The results show
that the optimal range of hours to perform the experiments is between 08 AM and 04 PM
in the week. In the weekend or outside of this range of hours, the environment has a lot
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Figure 5.7: Experimental and theoretical path loss characterization with n=1.8, σ = 1.8827,
and Xσ = 53.28.

of interference signals, and erratic behavior of the RSS values reported. We also found that
channel 12 (fc = 2410MHz) is the best for communication through the experiments.

With the results obtained for the channel environment and the protection ratio founded
by the experimental results that shows a good agreement with the regression model, we plot
the Capture Effect when is accounted in the probability of success. The parameters founded
are α = 3.1 dB and β = 1.8 according to the experimental results, and the curve is plotted
in Figure (5.8).
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Figure 5.8: Probability of success for length of packet equal to D = 2 when the capture effect
is accounted using the acquired parameters of path loss α = 3.2dB and β = 1.8
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5.2.2 General Proccedure

Each device on the network records the data. The registers showed the different processes of
the transmission as the reception, transmissions, and ACK in the network. The sink node
continuously records the packets that receive from each transmitter with the corresponding
RSSI value. The transmitters log the status of each transmission reported by the ACK.
Finally, the sniffer records all the data packets that could capture in the experiments. The
correlation of the log files is performed by the timestamp of the packets.A dedicated code in
Python and Wireshark performs the analysis of the metrics and the transformation from the
RSSI to RSS.

Before starting each round of experiments, the transmission of 2000 packets was carried
out between one of the transmitting nodes and the sink node to obtain the noise floor.
For cases in which the ambient noise is significant, the RSS values present a high variance
and therefore are not used for the analysis of the metrics. Besides, the environment was
evaluated for different times and locations of the nodes, without presenting great variations.
The average noise floor for the different rounds of the experiment is −82dBm.

5.2.3 PDR and Goodput

Later, we carry out the experiments to analyze the performance of the network composed
of the XBee devices under the different jamming strategies. The main difference between
the experiments resides in the variation of the BE parameter for the transmitter node to
transform into an interferer node. With this modification and the assumptions for our work,
this node behaves like a reactive jamming strategy. When the reactive strategy is used, the
scenario implemented has a circular distribution of the transmitters nodes to the sink node.
Specifically, with the sink node, we deploy the sniffer device in the center of the circle. We
also use the same distribution for the constant strategy. However, the distance of the constant
jammer device is fixed to one position due to the power output and the impossibility to vary
between experiments. The scenarios for the experiment is presented in Figure 5.9. When the
transmitter is used as an interferer, the circular distribution is maintained.

A network composed of N transmitting nodes is used using the IEEE 802.15.4 protocol with
ACK’s. The transmitting nodes are located in random positions and distributed circularly in
a radius R = 70cm to the sink node as show in Figure 5.9. Also, all the nodes can listen to
each other and use a packet length of 25 bytes in the 2.4 GHz band and use the same channel
throughout the experiments, so the Channel Hopping mechanism has been deactivated.

The synchronization is critical to evaluate the performance of the network under jam-
ming attacks. In the experiments, the attacker has complete knowledge of the time of the
transmission of the packets. Therefore, the overlapping between the legitimate and attacker
packets initiates in the headers. The transmission occurs every 100ms, and the turnaround
time is 1.728ms. The calculated times are verified using an oscilloscope in the different PIN
of communications of the transceiver.
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Figure 5.9: The figure on the left shows the bedroom environment used for the experiments
of reactive strategy and the channel characterization. Meanwhile, the right figure shows the
distribution for the constant strategy where the jammer is fixed to the presented position at
60 cm of the sink. Both scenarios use a circular distribution for the transmitters.

To determine the performance metrics for the scenarios under jamming attacks, we activate
the ACK mechanism. Therefore, we have the information of the transmitters, the received
packets in the sink, and the registered packets by the sniffer to analyze the behavior. For
the first round of experiments, we vary the number of interferers present in the scenario to
analyze the performance against one transmitter. Consequently, we start the experiments
with one transmitter and one interferer. We remark that the sniffer and the sink node are
always implemented in all the experiments.

Using a reactive strategy with one interferer in the scenario, we analyze the PRR from
different SINR values. Therefore, we configure a BE = 0 for the transmitter and the interferer
nodes to generate collisions. The results showed that for values of SINR greater than 4.5dB,
the PRR is almost 0.99. We also corroborate this information with the ACK status reported
by the transmitters, which show almost null errors in the transmission.

On the contrary, for values of SINR in the range of [1.07, 4.5]dB, the PRR does not
converge. Therefore, for the interval of SINR values between 0 to 4.5dB, the signal overlaps
that induces destructive interferences in the communication as reported in Figure 5.13. The
PRR-to-SINR acquired in the multiple experiments with the effect of one interferer is plotted
in Figure 5.10. The curve is obtained considering the device with the larger value of average
RSS obtained in the experiment as the legitimate sender. Despite the presence of interferers,
the capture occurs for multiple values of SINR.

Then we analyze the goodput metric for the same range SINR values with BE = 0. For
values of SINR greater than 4.5dB, the goodput has its maximum value similar to an ideal
scenario in the range of 2902.49 to 3048.38bps. Similar to the behavior of the PRR, for values
lesser than 4.5dB, the goodput decreases to values in the range of the 1006.28 to 556.038bps.
The goodput for values of BE = 0, BE = 3 , and SO = 0 are plotted in Figure 5.10.

Using the same configuration as above with an interfering node and transmitter transmit-
ting to the sink node, we vary the value to BE = 3 in the transmitter node. A round of
experiments was carried out for different SINR values, and the effects of using the backoff
mechanism for the first iteration of the algorithm were analyzed. The results of the PRR-
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to-SINR show a constant behavior for the range of SINR values between 1.8 to 12dB. The
PRR value is stable and approaches a value of 0.99 for the different SINR values obtained.
Figure 5.10 presents the PRR-to-SINR values obtained for the stated configuration.

Similar to the behavior of PRR-to-SINR for BE = 3 and , goodput values for an ideal
scenario are obtained. The goodput value converges to a value of 2900bps for the different
SINR values between 2.3 to 9dB. Only for an SINR value equal to 1.8dB there is a slight
decrease in goodput of 2650bps, as shown in Figure 5.10.

Figure 5.10: On the left, the PRR-to-SINR curve for BE = 0 and BE = 3 for one transmitter
Nc = 1 and one interferer Ni = 1. For values of SINR higher than 4.5dB both curves converge.
The curve of the regression model is plotted to show a good agreement with the experimental
results obtained. On the right side, the Goodput-to-SINR curve for BE = 0 and BE = 3.

Then, we increment the number of interferer nodes Ni = 2 to analyze the performance of
the transmitter Nc = 1. Following the circular distribution, we deploy the nodes at different
distances from the sink node. From here, we only analyze the performance metrics for a
total collision scenario, and all the nodes are configured with BE = 0. The results show that
the interferers generate a constructive interference that completely blocks the reception of
packets, as shown in Table 5.4. Therefore, we focus on finding a threshold value that permits
the reception of packets with two interferers.

Table 5.4: PRR values for Ni = 2 and Nc = 1, using BE = 0 . The PRR is almost zero
independent of the SINR values. Two experiments are shown to graph the behaviour.

Transmitter RSS(dBm) SINR(dB) ACK Packets Capture
(Sniffer + Sink) PRRSuccess Error

t1 -58.66
8.372

0 2955 23 0.00067
i1 -66.5 0 2925 3 0.00103
i2 -67.5 0 2910 1 0.00034

t1 -56
3.0978

0 2856 2 0.00175
i1 -56.5 0 2920 2 0.00069
i2 -59.33 0 2910 3 0.00103
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For the different experiments, the sniffer can capture packets that the sink node has
not been able to decode. The packets that have been received and reported as a success
by the ACK are tabulated in 5.5. Furthermore, transmission errors reported by the ACK
are included. The sniffer captures approximately 45% more packets than the total packets
received and reported by the ACK in scenarios with collisions. However, some packets have
not been possible to capture by the sink and can not be registered in the log. This behavior
is because the ACK will report an error after the specified number of transmissions (three
by default) have not been able to receive [1].

The packets captured by the sniffer are always greater than the ones captured by the
sink node in the scenarios with collisions. However, if collisions do not occur, the sink and
the sniffer have an equal number of packets of data captured. In some cases, CE is also
present in the sniffer side. Particularly, the sniffer can capture a major number of data and
ACK packets for only one of the transmitters that have a greater RSSI value. The tabulated
experiments in Table 5.5 show this behavior.

Table 5.5: Data packets captured by the sniffer and the sink node for differents values of
SINR when collisions occur in the transmissions.

Transmitter RSS(dBm) SINR (dB) ACK Sniffer Capture
Success Error

t1 -42.87647 0.112856 4231 21785 92901
i1 -42.98956 4334 21681 2249
t1 -43.979 2.2638 3605 17467 3546
i1 -46.24354 4400 16672 29372
t1 -39.32021 4.2475776 3988 62 4286
i1 -43.56022 4020 30 4203

Next, to encounter the threshold that permits the reception of packets in the sink node
for the transmitter node, we use the following methodology. First, we fixed the distance
of the transmitter to the sink node. Then, we vary the relative distance of the interferers
from the sink and also between them. According to the results acquired, when the second
interferer have an threshold of almost 3.1 dbm from the first interferer, the reception of
the packets occurs, Table 5.6 shows some experiments performed that reveals this behavior.
Additionally, we remark that the threshold between the interferers and the transmitter follows
the assumptions analyzed in the scenario with a Ni = 1.
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Table 5.6: Several experiments were performed to acquire the threshold in RSS from the
sink node between the devices. The reported values of PRR corresponds to the average
value of the total devices. The experiments show that for a certain RSS threshold between
the interferers, the reception occurs. We also found that a similar threshold between the
transmitter and the interferer with the higher RSS value is needed.

Transmitter RSS(dBm) SINR(dB) PRR

t1 -46.1374
2.4763 0.2525i1 -50.09876

i2 -54.1

t1 -45.9178
2.6255 0.26i1 -50.1

i2 -54.12

t1 -47.7676
6.160 0.2869i1 -51.2

i2 -54.3

t1 -47.8103
7.819 0.3282i1 -50.98

i2 -54.1

After that, we change the interferer node of the reactive strategy to the constant strategy.
For this, we deploy the VCO in a fixed position of 60cm from the sink node. Using the SDR
as a spectrum analyzer and correlating the gain of SDR with the XBee devices, we fixed
the signal strength in −58 dBm for the jammer. Then, we modify the distance of the XBee
transmitter to achieve different SINR values, as shown in Figure 5.9.The results show that
despite the strategy used, the PDR and goodput metrics vary equally. Therefore, the SINR
value is critical to ensure the PDR and goodput for the application scenario used in our work.

Finally, we correlate the experimental results of the PDR with the analytical model for
the ps performance metric. Using a fixed value of Ni = 1 and Nc = 1, 2, 3, 4, we plot the
experimental and theoretical curve of ps. For this, we use the protection ratio α = 3.1 as used
in the work [25] to compare the curves. The experimental curve shows a good agreement
with the proposed model under the assumptions used in our work, as shown in Figure 5.11.
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Figure 5.11: Probability of success ps, including the probability of jamming pj, is plotted with
repect to N . A good agreement exists between the experimental and proposed theoretical
model.
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The results show that the impact of both attackers’ strategies is the same for the range
of SINR analyzed for the PRR and goodput metrics. As a consequence, applications that
manipulate sensitive data as in the healthcare, industrial or urban enviroments are a notorious
risk to be completely denied owing to the data rate requirements for the devices. Therefore,
to guarantee the integrity of the communication system, the power output, the time of
transmissions, and the distance of the devices are critical parameters.

5.2.4 Received Signal Strength and Transmission Status

The graphics presented uses the timestamp of the packets recorded and the RSS value to
show the behavior of the link communications, as depicted in Figure 5.12 . Additionally, the
reports of the transmission by the ACK are plotted to correlate both graphics, as seen in
Figure 5.13 , and Table 5.4. The sniffer is not considered in the graphics of the RSS values
given the difference of the hardware and the process to estimate the received signal.

The first experiments are for the ideal scenario and are performed with the ACKs enable
in the communications. For ideal scenarios, the transmission status reported by the ACK
is always asses as a success. Consequently, the RSS values does not present a significant
variance 5.12.
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Figure 5.12: RSS values are obtained in an ideal scenario. The graphs use the timestamp
of the packets on the x-axis and are plotted for only 20s to show the behavior across the
experiment. The straight lines with colors red and purple represent the average value of RSS
acquired for the experiment.

Then, we analyze the RSS values and their respective ACK status information in scenarios
with the jamming strategy active . For the reactive jammer, we plot the RSS values and
the status transmission in Figure 5.14 . Both graphics show a completely different behavior
compared to the ideal scenario.

In particular, a lot of errors of the 01 type occurs when the jamming strategy is activated.
This means that the packet that was transmitted was reported as a failure transmission due
to collisions 5.13.
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Figure 5.13: Events reported by the ACK in the communications for SINR = 3.1 with
BE = 0 for the transmitter and the interferer as reactive. Only 20s are graphed to show
the behavior of the events across the experiment, but the trend is the same for other time
periods.

Finally, using the same configuration of the experiments with the reactive jammer, we
implement the constant jamming strategy. In the same way as the reactive jammer status
report, the constant jammer presents a lot of errors. However, the major difference is in the
variance of the RSS values as shown in Figure 5.14

Figure 5.14: The differences of the RSS values for the reactive in the left figure, and constant
strategy in the right figure. To show the comparisson, we use the average values of RSS for
each transmitter, in each experiment to present the differences in the behavior. The RSS
scale is the same for both figures, only the time axis is different and presented.

We also analyze the variance and standard deviation of the RSS values for different values
of SINR and jamming strategies. For the reactive strategy, exist a correlation between the
variance and the SINR for the round of experiment realized. When the SINR is lower than
4db, the variance present higher values for the range. However, for values of SINR above
7db, the variance achieves its lowest value of 0.3 as shown in Table 5.7.

Nevertheless, the constant jamming behavior is different for all the range of values of SINR
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analyzed. The variance presents values above of 1.22 for all of the SINR values obtained in
the different experiments. Contrary to the reactive strategy, the constant strategy impacts
the RSS values reported by the sensing states. As a consequence, the RSS can be used to
improve the detection of attacks in the communication channel, under the assumptions of
this work.

Table 5.7: Variance and standard deviation for different experiments and for reactive and
constant jamming strategies. The variance of the experiments with a reactive jammer is
lower than the constant strategy despite the SINR value.

Jamming Strategy SINR (dB) σ2 s

Reactive

1.07543 0.958289 0.923695
2.77794 0.393903 0.57733
4.02021 0.528474 0.684472
7.75030 0.301342 0.546662

Constant

1.18 1.20259 1.44623
2.05376 2.538727 6.441381
4.48245 8.4857244 2.913026
7.0952 0.867233 0.7564364

In some experiments, the channel suffered from impulsive interference noises that affected
the variance of the RSS values in specific time ranges. Specifically, when the impulsive burst
noise affects the transmitters, the ACK immediately reported a failed transmission status.
In Figure 5.15, the occurrence of impulsive burst noise can be appreciated for the timestamp
values between 13:48:57 to 13:49:17. As a consequence, the RSS has the highest values across
the experiment for this timestamp range for both transmitters.

Summarizing, this behavior shows that the CE can cope with the presence of impulsive
interference noises for some packets. For the packets that are not captured, the ACK mecha-
nism can detect the collision and report the transmission failure. We emphasize that the E1
transmitter is under interferences across the experiments but does not lead to an error in the
transmission. According to the study of the interferences realized in Chapter 3, the collision
occurred outside of the preamble or header bytes of the packet.
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Figure 5.15: Figure in the left show the RSS value across the experiments and the presence
of the impulsive interference noise in the range of 13:48:57 to 13:49:17 for both transmit-
ters. Consequently, figure in the right, expose that for that range of timestamp, the ACK
reports a failure in the transmission process. However, the presence of interference for the
E1 transmitter across the experiments does not lead to error in the transmission.

The variance that the noise of the burst type and the constant strategy provokes in
the RSS values are critical for localization applications [57]. To correctly distinguish the
presence of attackers, the analysis of various performance metrics as RSS, PDR, and goodput
is mandatory. Therefore, it is important to use countermeasures that combine use various
performance metrics with the RSS values to analyze the presence of attackers.

5.2.5 Energy Consumption

The energy consumption is calculated using the assumption and associations described in
Section 4.1.2 for the single packet transmission. Consequently, we need to calculate the
energy consumption for the total packets that are transmitted in the time of the experiment
txp in each scenario. Finally, we correlate the ideal and worst-case scenario with the XBee
processes to obtain the time in each scenario for the ATMega2560. Using the time of the
experiment and the total transmissions generated by the master clock, we know that a 9000
process of transmission will be generated. Hence, in Table 5.8, we present the different timing
and energy consumption for each scenario

Table 5.8: Duty cycle and electrical characteristics of each device and strategy of the attacker
used in the experiments. Finally, the energy consumption for each scenario is calculated based
on the estimation and considerations detailed in this section.

Device/Rol Scenario Duty Cycle Current Consumption Vcc Jtat tid On Idle

XBee (Transmitter) Ideal 15 s 885 s 45 mA 50 mA 3.3 V 148.253
Worst 173 s 727 s 145.646

ATMega2560(Transmitter) Ideal 8.676 s 891.324 s 4 mA 14 mA 5 V 62.567
Worst 16.452 s 883.548 s 62.177

VCO(Constant Jammer) - 900 - 27 mA - 12 V 291.6
XBee(Reactive Jammer) - 45 mA - 3.3 V 133.65

The results are consistent with the methodology and the works that analyze these types of
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strategies. The constant jammer has higher energy consumption than the other devices and
the reactive strategy. However, is interesting to remark that the energy consumption of the
transceiver does not present great variations. Moreover, in the worst-case scenario, the XBee
has a lower energy consumption than the ideal scenario. This behavior is because the current
consumption in the transmitting mode is lower than the idle mode. As a consequence, when
a lot of retransmission occurs, the transmitting mode generates more active time, and this
compensates for the energy consumption of the ideal scenario. A similar behavior accounts
for the reactive jamming implemented in the XBee devices, as shown in Figure 5.16
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Figure 5.16: Bar plot of the energy consumption of each device with their corresponding
role in the experiments. The transmitters’ consumption groups the consumption of the
XBee and ATMega2560 MCU. With the used assumptions, the reactive jammer has lesser
energy consumption due to only needs the XBee device. Conversely, the VCO has a higher
consumption owing to the strategy followed.

Specifically, the energy consumption of the transmitters in the worst scenario from the
reactive strategy is 35% lower with a rj = 0.192. As a consequence, the attacker could
severely impact the lifetime of the networks using transceivers with similar characteristics.
Therefore, the integrity of the patients using devices that provides medicine is at notorious
risk. We recommend the use of devices with higher energy efficiency between the transmitting
and idle state to improve the lifetime of the network. However, the detection of the attacker
is mandatory to preserve the integrity of the network and the commmunication systems.
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Chapter 6

Conclusions and Future Work

In this work, we presented an analytical and experimentally evaluation of the performance
of an IEEE 802.15.4 network using CSMA-CA in the presence of reactive and constant
jamming strategies. Furthermore, using different backoff times, we analyze the scheduling of
the protocol to evaluate its impact as a countermeasure of the attackers. Using the PDR,
SINR, goodput, energy consumption , and the RSSI values, we compare the performance
of the network in the presence and absence of the attackers. The results show that both
strategies have a significant impact on the analyzed metrics.

By analyzing the performance metrics, we proposed an extended probabilistic model to
incorporate the presence of attackers. The analytical and experimental results show a good
agreement for the considerations and assumptions used in this work. In particular, the SINR
and the synchronization of the signals are critical factors that diminish the performance of
the network. Specifically, the performance metrics are intrinsically correlated with the SINR
values in the communication link. Therefore, there is a range of SINR values that permits
the reception of the packets, despite the jamming strategy used and synchronization of the
signals. However, this highly depends on the number of interferers present in the network.

The principal differences of the jamming strategy are in terms of energy consumption
and the statistics of the RSSI values . The reactive jamming consumes 54% less energy
than the constant jamming, with the same impact on the network. Moreover, the variance
of the RSSI values is notoriously higher for the constant strategy compared to the reactive
strategy. Although, the implementation of the reactive strategy represents several difficulties
that make this strategy complex to implement.

With the analysis of the experimental, we correlate the probability to jam with the MAC
model. The proposed model for the jammer shows a good agreement with the experimental
data obtained for different numbers of nodes. However, the curve is valid only for one
interferer (Ni = 1) and considering the specific protection ratio of our scenario. Also, the
curve is valid under the assumptions of synchronization and SINR used in this work.

Furthermore, we found that the capture effect is not able to cope with impulsive interfer-
ence noise. Therefore, when the countermeasure mechanisms are implemented, we need to
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consider that some variations of the RSSI or report status can be the product of impulsive
interference noise. As a consequence, the transmission status can improve the detection of
attacks in the network. However, the ACK by itself can not distinguish the real cause of the
failures.

Moreover, the CSMA/CA algorithm can avoid most of the collisions that are generated in
the transmission by using the backoffs. In any case, to counteract the attacker’s effect, the
only way to do it is by knowing the attacker’s strategy and thereby adjusting the BE values
accordingly.

Finally, more experiments, with different packet sizes and different attack strategies need
to be carried out to extend the evaluation of the network under jamming attacks, and the
probabilistic model for a major numbers of nodes.
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Annexes

Appendix A:

International Conferences

• Nicolás López-Vilos, C. A. Azurdia-Meza, Samuel Montejo-Sanchez and Claudio
Valencia, ’Experimental Evaluation of Capture Effect in an IEEE 802.15.4 WSN based
on Unslotted-CSMA/CA,’ in Proc. 2020 IEEE 12th Latin-American Conference on
Communications (LATINCOM), Virtual Conference.

• Nicolás López-Vilos, C. A. Azurdia-Meza, Claudio Valencia and Samuel Montejo-
Sanchez, ’On the performance of 6LoWPAN using TSCH/Orchestra mode against a
jamming attack,’ in Proc. 2019 IEEE CHILECON , Valparaiso , Chile.

Journals

• Nicolás López-Vilos,Claudio Valencia, C. A. Azurdia-Meza and Samuel Montejo-
Sanchez, ’Performance Analysis of the IEEE 802.15.4 protocol for WBAN in a Smart
Home Enviroment Under Jamming Attacks,’ Special Issue "Electronics for E-health
Sensor Systems", Sensors 2020.

Appendix B: Codes
All the codes used in this work are available in the following link:

https://github.com/xb33/Thesis
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