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DESIGN AND EVALUATION OF ADAPTIVE BEACONING ALGORITHMS FOR
COOPERATIVE VEHICULAR SAFETY SYSTEMS

In cooperative vehicular safety systems, the beaconing process is essential for tracking
neighboring vehicles and supporting safety applications. Although different congestion and
awareness control approaches have been proposed, to date, little attention has been paid
on whether these approaches are adequate or not to support safety applications. This the-
sis addresses the challenge of guaranteeing the proper performance of safety applications by
designing and evaluating distributed beaconing algorithms based on adaptive control of trans-
mission parameters. Specifically, I propose and evaluate a POSition-ACCuracy (POSACC)
based adaptive beaconing algorithm which prioritizes the position error and communication
reliability maintaining the warning distance, channel load, and end-to-end latency into the
operative range of safety applications. I also evaluate other relevant adaptive approaches
to understand their benefits and limitations regarding road safety. In addition, I assess the
incident detection capability of the overtaking application in autonomous driving when it is
running with messages gathered from the addressed approaches, considering packet losses due
to channel fading. Simulation results show that POSACC not only is more effective than the
addressed approaches for guaranteeing the operational requirements of safety applications
in a wider range of traffic situations but also for detecting unsafe overtaking maneuvers in
different operating conditions.
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DISEÑO Y EVALUACIÓN DE ALGORITMOS DE BEACONING ADAPTATIVOS
PARA SISTEMAS COOPERATIVOS DE SEGURIDAD VEHICULAR

En los sistemas vehiculares cooperativos, el proceso de beaconing es esencial para proveer
soporte a las aplicaciones de seguridad. Esta tesis aborda el desafío de garantizar el correcto
desempeño de las aplicaciones de seguridad mediante el diseño y evaluación de algoritmos
de beaconing basados en el control adaptativo de los parámetros de transmisión. Específi-
camente, propongo y evalúo un algoritmo de beaconing adaptativo basado en la exactitud
de posición (POSACC) que prioriza el error de posición y confiabilidad de la comunicación
manteniendo la distancia de advertencia, carga del canal y latencia de extremo a extremo en
el rango operativo de las aplicaciones de seguridad. También evalúo otros enfoques adapta-
tivos relevantes para comprender sus beneficios y limitaciones respecto a la seguridad vial.
Además, evalúo la capacidad de detección de incidentes de la aplicación de adelantamiento
para vehículos autónomos cuando esta se ejecuta con mensajes obtenidos de los enfoques obje-
tivos, considerando pérdidas de paquetes debido al desvanecimiento del canal. Los resultados
muestran que POSACC no solo es más efectivo que los enfoques abordados en garantizar los
requerimientos operacionales de las aplicaciones de seguridad en una gama más amplia de
situaciones de tráfico, sino también en detectar maniobras inseguras en diferentes condiciones
de operación.
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Chapter 1

Introduction

Cooperative vehicular safety systems are gaining increasing momentum: automotive manu-
facturers are equipping new vehicles with wireless communication devices, and applications
with different use cases are being designed for road safety. Cooperative safety applications
aim to detect potential crashes on the road and to notify vehicles in advance [1]. To increase
vehicles’ knowledge about the surrounding environment, they are equipped with devices such
as On-Board Units (OBUs), global positioning system (GPS) receivers, on-board sensors pro-
ducing vehicle-state measurements, and antennas [2]. This technology enables the exchange
of information among vehicles, as well as executing cooperative safety applications (e.g.,
cooperative collision warning, lane change assistance, overtaking assistance, and emergency
electronic brake light) to detect and mitigate potential crashes in real-time. If an imminent
danger is identified, the cooperative safety application provides visual and/or audible warn-
ings to drivers in human-driven vehicles and takes collision avoidance actions in the case
of autonomous driving. The Dedicated Short-Range Communication (DSRC) is a short-
range wireless access technology released in the US that operates in the 5.9 GHz frequency
band [3], providing communication support for cooperative vehicular safety systems. In the
US, DSRC usually refers to spectrum or technologies in which vehicular systems operate, in-
cluding the suite of standards defined by the IEEE 1609 Working Group; 1609.4 for Channel
Switching [4], 1609.3 for Network Services (including the WAVE Short Message Protocol -
WSMP) [5], 1609.2 for Security Services [6], as well as the standard created by the IEEE
802.11 Working Group; IEEE 802.11p [7] (currently known as IEEE 802.11-OCB [8]) which
defines the physical (PHY) and medium access control (MAC) layers for Wireless Access in
Vehicular Environments (WAVE) [9].

Cooperative vehicular safety systems rely on the continuous exchange of status informa-
tion between neighboring vehicles on a common control channel (CCH). To make neighbors
aware of its presence, each vehicle regularly transmits one-hop broadcast messages, called
beacons. The beacons are formally known as Basic Safety Messages (BSM) [10] in the US or
Cooperative Awareness Messages (CAM) [11] in Europe. These messages include information
about the status of the transmitting vehicle; such as its position, speed, acceleration, and
heading. The beaconing process allows the receiving vehicle to create a Local Dynamic Map
(LDM) based on the status information of its neighborhood [11]. Then, the status informa-
tion is used by cooperative safety applications to detect and mitigate potentially dangerous
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traffic situations in real-time (e.g., the crash risk can be estimated by analyzing the movement
status of vehicles) [11].

1.1 Motivation
The proper performance of cooperative safety applications requires a correct, reliable and
time-critical exchange of information between vehicles in different traffic conditions. In this
context, the European Telecommunication Standards Institute (ETSI) has specified the oper-
ational requirements in terms of position accuracy, warning distance, and end-to-end latency
for cooperative safety applications such as Longitudinal Collision Risk Warning (LCRW)
and Intersection Collision Risk Warning (ICRW) [12], [13]. According to ETSI, LCRW (e.g.,
safety-relevant lane change and safety-relevant vehicle overtaking) and ICRW (e.g., turning
collision risk warning and merging collision risk warning) applications demand a position
accuracy equal or less than 1 and 2 m (respectively) with a confidence interval equal to 95 %,
a communication range of 300 m when the channel load is at a relaxed state, and end-to-end
latency equal or less than 300 ms [12], [13].

However, meeting such high requirements on different vehicular scenarios remains an open
challenge due to vehicular environment characteristics and limitations of IEEE 802.11p based
wireless communication technology. Vehicles may require a high beacon rate to guarantee
the position accuracy requirements of cooperative safety applications [14], [15]. For instance,
in highways, which usually have a high number of vehicles moving at different speeds and
incurring on lane changes, or in urban roads, where vehicles are characterized by low or
medium speeds, frequent heading and lane changes, sudden braking, and overtaking. On
the other hand, limitations related to the wireless communication technology based on the
IEEE 802.11p standard lead to a degradation of the communication reliability in vehicular
scenarios with a high beaconing load. Examples of these limitations are: a) in both the
US and Europe, the existence of a single 10 MHz shared control channel is considered for
transmitting beacons and dissemination messages [16], [17]; b) due to cost issues, most wireless
communication devices for vehicular networks can only tune one radio channel at a time [18];
c) the MAC mechanism of the IEEE 802.11p protocol is an asynchronous approach that
cannot efficiently utilize the wireless medium, especially in scenarios where nodes transmit in
broadcast mode [19]; d) the physical data-rates provided by the IEEE 802.11p protocol range
from 3 to 27 Mbps, where low data-rates can tolerate poor channel conditions but introduce
severe interferences [20]; and e) safety-related messages are relatively large, i.e., between 250
and 800 bytes, due to security-related overhead (e.g., digital signatures and certificates) [21],
where a higher message size leads to a degradation of communication reliability caused by
packet collisions.

Several works have shown the challenge of providing robust and timely communications
in vehicular environments. For instance, the work in [22] evaluated the static beaconing with
a beacon rate of 10 beacon/s on an unobstructed intersection with a Road-Side Unit (RSU).
The simulation results demonstrated that vehicle dynamics and channel congestion reduces
position accuracy. In this scenario, the position error achieved by the static beaconing of
10 beacon/s is high, exceeding 5 and 10 m for approximately 60 % of the simulation time.
In [15], it is shown that the static beaconing of 10 Hz only provides a position accuracy
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of 2 m for velocities lower than 70 km/h. The Vehicle Safety Communication Consortium
(VSCC) specified that 10 beacon/s is the minimum beacon rate required for cooperative safety
applications [14]. However, the static beaconing of 10 Hz affects negatively communication
reliability especially in scenarios with a high vehicular density. Measurements of 71.1 %
packet error ratio (PER), with 360 nodes transmitting at 10 beacon/s have been reported
in [23]. Such high PER levels significantly impair a vehicle’s ability to identify potential
collision threats in a timely manner. Simply reducing the beacon rate is not a suitable
solution because it reduces the position accuracy perceived by neighboring vehicles. In [15],
it is shown that the static beaconing of 2 Hz provides a position error equal to or higher than
10 m for velocities higher than 70 km/h. According to [24], at a fixed message broadcast rate
every 100 ms (10 beacon/s) per vehicle, it is expected that the DSRC channel congestion
would be severe resulting in message loss probabilities that may be over 20 %. At an average
message broadcast rate every 500 ms (2 beacon/s) per vehicle, the DSRC channel would be
relatively less congested resulting in message loss probabilities that may be between 4 and 5
%. In [25], it is shown that 120 vehicles beaconing at 25 Hz will result in very low reception
rates (less than 20 %). The simulation results reported in [26] show that severe packet loss
can occur in vehicular networks. The reliable transmission range can be reduced by up to
90 %. The main reason for this degradation is the interference caused by transmissions of
other vehicles within the traffic jam. The works in [26], [27] show that the packet collision
probability is high (up to 95 %) for a low contention window (equal to 3), even if only 10
vehicles exist in the communication range.

The varying conditions of the wireless channel and vehicular traffic impose the necessity
of considering adaptive approaches. Although congestion and awareness control approaches
with diverse goals have been proposed in the literature [28], [29], to date, little attention has
been paid on whether the proposed approaches are adequate or not to support cooperative
safety applications. Congestion control approaches [30]-[33] aim at keeping the channel load
below a certain target threshold and to achieve local/global fairness. However, these ap-
proaches usually do not consider the operational requirements of safety-related applications
or vehicle dynamics. In contrast, awareness control approaches [11], [34]-[38] can consider
road safety or vehicle dynamics, but they usually are not designed to simultaneously satisfy
the operational requirements of cooperative safety applications. Furthermore, channel busy
ratio (CBR) is generally used as a priority metric; however other critical metrics directly re-
lated to road safety, such as position error, packet collision rate, packet delivery ratio (PDR),
and end-to-end latency are not considered. In this context, the design and evaluation of adap-
tive beaconing algorithms oriented to provide the quality of service required by cooperative
safety applications are vital for the proper deployment of the next-generation cooperative
vehicular safety systems.

1.2 Problem Statement
I am interested in providing the operational requirements of cooperative safety applications
in a wide range of traffic situations. Therefore, the underlying trade-off between the beacon
transmission parameters should be further investigated. A high beacon rate is required to
improve position accuracy but it could lead to a congested channel, especially, in scenarios
with a high vehicular density. Channel congestion leads to a degradation of communication
reliability caused by packet collisions [39], [40]. Even if the channel is not congested, a high
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beacon rate can still cause severe interferences due to the hidden terminal problem and the
Distributed Coordination Function (DCF) procedure of IEEE 802.11p [41], [26]. At the same
time, packet collisions have a negative impact on position accuracy. Furthermore, increasing
the beacon transmission power cannot be done in an uncontrolled manner. On the one hand,
the probability of successful reception of a single transmission decreases but, on the other
hand, if all vehicles increase their beacon transmission power it might result in a saturated
wireless channel with a high packet collision probability [42]. In addition, increasing the
size of the minimum contention window of IEEE 802.11p can reduce packet collisions, but it
increases the end-to-end latency.

To explain how the position accuracy, communication reliability, and end-to-end latency
impact on collision avoidance capability of cooperative safety applications in both human-
driven and autonomous vehicles, let’s consider the LCRW and ICRW applications. The
LCRW [12] application focuses on detecting potential collisions between vehicles at any part
on the front or rear side. If a longitudinal crash risk is detected, the vehicle must issue a crash
risk warning to the driver or take emergency actions (e.g., in autonomous driving). On the
other hand, the ICRW [13] application focuses on detecting potential crash risks between two
or more vehicles in an intersection area. In the crossing crash case, the crash risk is detected
between vehicles whose trajectories may cross in the conflict zone. To detect a potential
crash, these applications should use the received CAMs in a certain time window for tracking
or predicting the future positions of vehicles [11]. This means that, if the vehicles receive
a low number of CAMs (i.e., low reliability) or not updated status data (i.e., low position
accuracy), the safety application will be impaired in detecting the dangerous situation on time
or accurately predicting the trajectory of vehicles. In this work, communication reliability is
quantified by using a well-established performance metric such as the packet delivery ratio,
whereas the position accuracy is evaluated by using the average position error, which is
a novel performance metric introduced in [15] to evaluate the position accuracy provided
by a certain beacon rate. Note that, end-to-end latency not only affects position accuracy
but also communication reliability. Therefore, providing the operational requirements of
cooperative safety applications in different traffic situations is not a trivial problem and
imposes a challenge in vehicular networks.

1.3 General Objective
Design and evaluate adaptive beaconing algorithms to provide the operational requirements,
in terms of position accuracy, communication reliability, and end-to-end latency, of cooper-
ative safety applications in a wide range of traffic situations.

1.4 Specific Objectives
1. Propose, model, and validate beacon transmission rate control strategies depending on

vehicle movement status to limit the position error perceived by neighboring vehicles
and to control the channel load.

2. Propose, model, and validate complementary beaconing strategies based on the adap-
tive control of transmission power and/or contention window size to control interfer-
ences and end-to-end latency, considering vehicular traffic dynamics and density.
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3. Design, model, and validate adaptive beaconing algorithms by integrating the proposed
control strategies, considering the complexity and trade-off between the required design
goals.

4. Evaluate the performance of the proposed adaptive beaconing algorithms by using
realistic simulation frameworks, considering metrics related to design goals and a com-
parison with other relevant beaconing algorithms.

5. Evaluate the performance of safety applications via realistic simulation frameworks,
using the cooperative awareness generated by proposed and addressed beaconing algo-
rithms.

1.5 Hypotheses
The operational requirements of cooperative safety applications in terms of average position
error, packet delivery ratio, and end-to-end latency, can be provided for a wide range of traffic
situations through the adaptive control of beaconing transmission parameters outperforming
other relevant beaconing approaches.

1.6 Contributions
This thesis contributes to the current state of knowledge by adopting position accuracy and
communication reliability as the highest priority metrics due to their direct impact on the
decision-making process, in real-time, of road safety applications. I have provided a control
mechanism that adapts the beacon rate depending on vehicle movement status to achieve
the required position accuracy and a control mechanism that adapts the transmission power
according to channel load and beacon rate to reduce packet collisions. I have introduced a
dynamic joint power/rate control distributed algorithm that limits the position error com-
puted by surrounding vehicles while reducing packet collisions. To overcome the limitations
of the dynamic joint power/rate control approach, I have provided a control mechanism that
computes the vehicle’s transmission power to maximize the probability of successful recep-
tion at the target warning distance, as well as a control mechanism that computes the size
of the minimum contention window to minimize the probability of packet collisions. Accord-
ingly, I have devised a POSition-ACCuracy (POSACC) based adaptive beaconing algorithm
oriented to provide the operational requirements of road safety applications. I have evalu-
ated the performance of the proposed and other relevant beaconing algorithms in different
traffic conditions using a realistic simulation framework and highlighting their benefits and
limitations related to road safety. Finally, I also have assessed the impact of awareness con-
trol on the overtaking application in autonomous driving by considering different operative
situations.

1.7 Thesis Organization and Papers Published
This doctoral thesis is organized according to “Format 2: New optional doctoral thesis for-
mat based on 2 accepted/published ISI journal papers.” https://www.die.cl/sitio/proceso-
de-doctorado/.
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Therefore, Chapter 1, the Introduction, contains the following sections: the research mo-
tivation, the problem statement, the general and specific objectives, the hypotheses, the
contributions, the thesis organization and papers published.

As a result of this doctoral thesis, two journal papers (WoS) were published, and also two
papers were published at international conferences. As Format 2 requires, the contents of
Chapters 2 through 5 are the published papers in chronological order.

Chapter 2 [43] contains a published international conference paper, presented at the 33rd
Annual ACM Symposium on Applied Computing (SAC’18), Pau, France, April 9-13, 2018.
In this research, I designed a beacon rate control mechanism oriented to limit the position
error perceived by neighboring vehicles, as well as a beacon transmission power control mech-
anism oriented to mitigate packet collisions. These control mechanisms were integrated into
a dynamic joint power/rate control distributed algorithm, which was evaluated with a real-
istic simulation framework in an urban scenario considering different traffic densities. The
proposed algorithm demonstrated its effectiveness to set a good trade-off between position
accuracy, packet collisions, and warning range, by outperforming other combinations of fixed
and adaptive beaconing addressed in the paper. However, it achieves such benefits at the cost
of decreasing the warning range of vehicles with higher dynamics, which is a drawback for
road safety. Accordingly, I continued investigating other alternatives to provide a high posi-
tion accuracy without compromising the communication range of vehicles. Therefore, in [44],
I investigated the beaconing based on probability density functions to better understand its
benefits and limitations regarding road safety.

Chapter 3 [44] contains a published international conference paper, presented at the 4th
International Conference on Vehicle Technology and Intelligent Transport Systems (VEHITS
2018) - Special Session on Resilient Smart city Transportation (RESIST), Funchal, Madeira,
Portugal, March 16-18, 2018. In this research, I evaluated the performance of a dynamic
beaconing strategy where both beacon rate and transmit power are assigned by means of
probability density functions (PDFs). I investigated four types of PDFs (e.g., Constant,
Uniform, Normal, and Triangular), attending to four different performance metrics, in four
distinct vehicular scenarios, using a realistic simulation framework. As a baseline, I used the
beaconing algorithm introduced by Kloiber et al. in [34], which proposes to mitigate recurring
interferences by randomly selecting the transmit power of vehicles. Simulation results allowed
me to set a relationship between the use of a certain distribution and the traffic characteristics
of the vehicular scenario. I observed that although the uniform PDF is effective to mitigate
packet collisions, it also has drawbacks for road safety. The main one is that vehicles can set
a low beacon transmission rate and power when a high position accuracy or warning range is
required to mitigate a critical situation. On the contrary, vehicles with low dynamics can set
a high beacon transmission rate and power when a high position accuracy or warning range
is not required.

Chapter 4 [45] contains the first journal paper, published in IEEE Access, 2020. In this
research, I focused on designing a beaconing algorithm oriented to provide the operational
requirements of cooperative safety applications in a wide range of traffic situations. To
accomplish this goal, I proposed a control mechanism that computes the beacon transmission
power according to vehicle dynamics to maximize the probability of successful reception at the
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target warning distance. I also proposed a control mechanism that computes the size of the
minimum contention window according to the number of surrounding neighbors to minimize
the probability of packet collisions. These two control mechanisms and the beacon rate
control mechanism proposed in [43] were integrated into a POSition-ACCuracy (POSACC)
based adaptive beaconing algorithm. POSACC overcomes the limitations of my previous
work [43], assigning a higher warning range to vehicles with higher dynamics. POSACC
adopts position accuracy and communication reliability as the highest priority metrics, and
it focuses on guaranteeing these metrics, maintaining the vehicle’s warning distance, channel
load, and end-to-end latency into the operative range of cooperative safety applications.
POSACC was compared with three different state-of-the-art adaptive beaconing algorithms;
ETSI DMG [11] which is the awareness control approach specified by European standards,
LIMERIC [31] which is one of the most important congestion control approaches available
in the literature, and DC-BTR&P [43] which is my previous approach. Simulation results
demonstrated that POSACC is more effective than the benchmark algorithms for providing
the operational requirements of cooperative safety applications in a wider range of traffic
situations.

Chapter 5 [46] contains the second journal paper, published in IEEE Communications
Letters, 2021. This research was oriented to evaluate a cooperative safety application and
awareness control approaches working together, as well as to highlight the benefits and limita-
tions of the addressed approaches for road safety. Specifically, I evaluated the effectiveness of
relevant awareness control approaches, such as ETSI DMG [11], IVTRC [35], IVTRC-Th [47],
and POSACC [45], for supporting the V2V-based overtaking application in autonomous driv-
ing. In the comparison, I also included a fixed beaconing approach of 10 Hz which is the
higher message frequency specified by ETSI in [11]. I designed an operation mode for the
overtaking application in autonomous vehicles. Then, I assessed the incident detection ca-
pability of the overtaking application when it is running with messages gathered from these
approaches, taking into account motion state sensors’ errors and packet losses due to channel
fading. Simulation results demonstrated that POSACC is more effective than the remain-
ing beaconing approaches for detecting unsafe overtaking maneuvers in different operating
conditions.

Finally, Chapter 6 contains the general conclusions of this thesis as well as the future
work.

Appendix A contains the published papers on journals (WoS) and conferences that con-
tributed to the development of this thesis.

1.8 Other Publications
This doctoral thesis is composed of two papers published in journals (WoS) and two papers
published at international conferences. However, there are nine more published papers; two
in journals (WoS) and seven at conferences, which are directly related to the topic addressed
in this thesis and therefore are additional contributions. In the following, the published pa-
pers are presented in chronological order.
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The work in [48] is a published conference paper, presented at the III Spring School
on Networks (SSN 2017), Pucón, Chile, 2017. This paper introduces an adaptive beacon-
ing algorithm based on dynamic control of beacon rate oriented to limit the position error
computed by surrounding vehicles. The work in [49] is a published conference paper, pre-
sented at the 2017 CHILEAN Conference on Electrical, Electronics Engineering, Information
and Communication Technologies (IEEE CHILECON 2017), Pucón, Chile, 2017. This work
proposes two novel channel hopping sequence approaches to rendezvous, in order to allow
vehicular applications to use unlicensed channels. The work in [50] is a published conference
paper, presented at the 6th International Workshop on ADVANCEs in ICT infrastructures
and Services (ADVANCE 2018), Santiago, Chile, 2018. This work develops an experimen-
tal setup to evaluate an adaptive beaconing algorithm that helps to maintain cooperative
knowledge in vehicular communication networks. The work in [51] is a published conference
paper, presented at the 4th International Conference on Vehicle Technology and Intelligent
Transport Systems (VEHITS 2018) - Special Session on Resilient Smart city Transportation
(RESIST), Funchal, Madeira, Portugal, 2018. This work presents a genetic-based approach
to determine optimal values of frequency and transmission power in beacon-based vehicular
ad-hoc networks. The work in [52] is a published conference paper, presented at the School
on Systems and Networks (SSN 2018), Valdivia, Chile, 2018. This work analyzes how an
RSU improves connectivity in scenarios where vehicles are approaching over perpendicular
roads on an intersection with obstructing buildings.

The work in [53] is a published conference paper, presented at the IEEE 39th Central
America and Panama Convention (IEEE CONCAPAN 2019), Guatemala City, Guatemala,
2019. This work describes the IEEE 1609 and IEEE 802.11p standards, which define the
DSRC and WAVE technologies. Emphasis is made on the physical and data link layers. The
work in [54] is a published conference paper, presented at the IEEE Latin-American Confer-
ence on Communications (LATINCOM 2020), Santo Domingo, Dominican Republic, 2020.
This manuscript presents a beamforming scheme for V2V communications in the context of
urban intersections. The work in [55] is a journal paper (WoS), published in Electronics,
2021. This work introduces a new channel estimation and equalization technique based on
a Semi-supervised Extreme Learning Machine (SS-ELM) in order to address the harsh char-
acteristics of the vehicular channel and improve the performance of the communication link.
The work in [56] is a journal paper (WoS), published in Sensors, 2021. This work proposes a
neuroevolution of augmenting topologies-based adaptive beamforming scheme to control the
radiation pattern of an antenna array and thus mitigate the effects generated by shadowing in
urban V2V communication at intersection scenarios. The published papers that contributed
to the development of this thesis are shown in Appendix A.
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Chapter 2

Dynamic Control of Beacon
Transmission Rate and Power with
Position Error Constraint in Cooperative
Vehicular Networks

Cooperative vehicular networks require the continuous exchange of beacon messages between
neighboring vehicles to support cooperative awareness applications. The position error com-
puted by surrounding vehicles impacts on applications’ capability to detect and mitigate po-
tentially dangerous traffic situations in real-time. A challenge in cooperative safety systems
is to maintain a high position accuracy while controlling the communication channel load.
In this paper, we propose a novel joint power/rate control distributed algorithm to meet the
position accuracy requirements of cooperative safety applications. The beacon transmission
rate is adjusted dynamically as a function of the vehicle movement status, to constrain posi-
tion error computed by surrounding vehicles. Then, the transmit power is adjusted according
to the channel load and the preset beacon transmission rate, to decrease packet collisions.
This algorithm has been evaluated in a realistic simulation framework, considering different
traffic densities for an urban scenario. The simulation results demonstrate that the proposed
algorithm outperforms other basic beaconing algorithms addressed in this paper, in terms of
trade-off between position accuracy, packet collisions, and warning range.

2.1 Introduction
Intelligent Transportation Systems (ITS), based on Vehicle-to-Vehicle (V2V) and Vehicle-
to-Infrastructure (V2I) communications, are technologies designed to support road safety
and traffic efficiency applications [1]. In these systems, the vehicles are equipped with On-
Board Units (OBUs), global positioning system (GPS) receivers, air interfaces, and sensors
which record the vehicle status. This technology allows the information exchange between
vehicles and infrastructure devices such as Road-Side Units (RSUs), as well as processing and
display information to drivers and passengers. The Dedicated Short-Range Communication
(DSRC) is a short-range wireless access technology that operates in the 5.9 GHz frequency
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band, providing communication support for road safety and traffic efficiency applications in
vehicular networks. In the US, DSRC usually refers to spectrum or technologies in which
vehicular systems operate, including IEEE 802.11p [7] (currently known as IEEE 802.11-
OCB1 [8]) which defines physical (PHY) and medium access control (MAC) layers for Wireless
Access in Vehicular Environments (WAVE) [57].

Cooperative vehicular networks have been identified as a promising technology to enable
ITS. These networks require the continuous exchange of status information between neigh-
boring vehicles to support cooperative awareness applications. For the surrounding vehicles
to be aware of its presence, each vehicle regularly transmits one-hop broadcast messages,
called beacons. The beacons include information about the status of the vehicle, such as its
position, speed, acceleration, and heading [58]. This process, known as beaconing, allows
the receiver vehicles to create a Local Dynamic Map (LDM) based on surrounding environ-
ment information, which is essential for the proper performance of cooperative awareness
applications. For instance, safety applications such as intersection collision warning and lane
change assistance use the beaconing information to detect and mitigate potentially dangerous
situations in real-time.

The highly dynamic mobility of vehicles in these networks leads to a rapid expiration of the
beacons information. Consequently, the position errors can impact the proper performance
of cooperative safety applications, which rely on real-time accurate information. Beacon
transmission rate directly translates into accuracy of cooperative awareness. In traffic jams
scenarios, a beacon transmission rate of 1 beacon/s could be enough to provide the position
accuracy needed for the proper performance of cooperative safety applications. However, this
beacon rate is not enough to achieve the required cooperative awareness level on a multi-lane
high speed highway with frequent lane changes. In this context, the technical report of the
Vehicle Safety Communication Consortium (VSCC) [14] specifies that 10 beacon/s is the
minimum beacon rate required to meet the position accuracy of several cooperative safety
applications, while some cooperative safety-critical applications can demand a beacon rate
up to 50 beacon/s. Therefore, finding the appropriate beacon transmission rate for each
scenario is essential for the proper performance of the system.

A high beacon rate could lead to a congested channel, especially, in scenarios with high
vehicle density, resulting in more packet collisions. Consequently, the increase in position
error according to the number of packet collisions may lead to not meet the accuracy require-
ments of cooperative safety applications. Different strategies have been proposed to control
the load generated by beaconing in the control channel (CCH), and at the same time to
guarantee the communication requirements of safety applications [29]. The algorithm pro-
posed by Zemouri et al. [59] adapts the transmit rate to meet the channel requirements in
terms of collision rate and busy ratio. Then, the transmit power is adjusted to guarantee
a certain level of awareness for closer neighbors. In the algorithm proposed by Sepulcre et
al. [36], the packet transmission rate of each vehicle is configured taking into consideration
the minimum required by the application, plus a certain margin. Then, the transmit power
is set to the minimum power level needed to ensure the demanded packet reception rate at
the application warning distance. In the proposal of Aigun et al. [60], the algorithm adapts
the transmit power in order to reach a desired awareness ratio at the target distance, while

1OCB - Outside the Context of a Basic Service Set (BSS) in IEEE 802.11-2016.
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adjusting the beacon rate to keep the current channel busy ratio below a certain thresh-
old. These approaches have been focused on the channel load and specific communication
requirements, combining the control of beacon rate and transmit power, but do not consider
the vehicle movement status and the vehicular traffic dynamics, as well as its impact on the
position error computed by surrounding vehicles.

The communication requirements of cooperative safety applications can be defined in
terms of warning range [61] and packet inter-reception time [62]. These requirements can
be different according to the application type [63] and the vehicular context [64]. Therefore,
meeting the communication requirements of all applications in each scenario is a very complex
task. The responsibility for meeting the requirements of a specific performance metric in the
worst case (more demanding applications) can lead to not meeting the requirements of these
and other applications, in different metrics. Therefore, in beaconing-based systems, it is
essential to define the metric with the greatest impact for safety-critical applications. We
believe that the precision and freshness of the beaconing information is indispensable for
the decision-making process, in real-time, of cooperative safety applications [15]. For this
reason, we propose the position error as a priority metric, due to its impact on the vehicle’s
systems capability to detect and mitigate potentially dangerous situations on time. In this
context, we propose and evaluate a novel joint power/rate control distributed algorithm that
adjusts the beacon rate and transmit power to meet a target position error according to
the accuracy requirements of cooperative safety applications. The algorithm dynamically
adjusts the beacon rate based on vehicle movement status and then adjusts the transmit
power according to the channel load and the preset beacon rate to decrease packet collisions.

The main contributions of this paper are: i) to model the position error as a priority metric
due to its high impact on the performance of position-based real-time applications in vehicular
systems; ii) to propose a dynamic joint power/rate control distributed method that limits the
position error computed by surrounding vehicles while reducing packet collisions; and iii) to
define an algorithm able to adapt to the vehicular environments considering the movement
status of vehicles and the local-global beaconing load condition. The proposed algorithm
has the best trade-off among the studied performance metrics. It reduces the number of
harmful position errors and the average packet collisions below 50 % in comparison to the
dynamic beacon rate control algorithms that use the maximum transmit power. Further,
the proposed algorithm achieves a position accuracy close to that obtained by the dynamic
beacon transmission power control algorithms that use the maximum beacon rate, but with
less than 15 % of packet collisions and a higher warning range, registering more than three
times the average number of vehicles in the LDM database.

2.2 Proposed Algorithm
In this section, we present a novel joint power/rate control distributed algorithm that uses
the dynamic adjustment of beacon rate and transmit power to meet the position accuracy
requirements of cooperative safety applications. The proposed algorithm is the integration of
two control algorithms; the first one focuses on the dynamic adjustment of beacon transmis-
sion rate, whereas the second one focuses on the dynamic adjustment of beacon transmission
power.
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2.2.1 Dynamic Control of Beacon Transmission Rate

Dynamic Control of Beacon Transmission Rate (DC-BTR) computes the beacon transmission
rate required by the i-th vehicle (denoted as ni) as a function of its movement status, to limit
in real-time the position error computed by surrounding vehicles. DC-BTR avoids the use of
high beacon transmission rates all the time. Instead, each vehicle uses an adaptive beacon
transmission rate according to the traffic dynamics of each scenario. The communication
channel load is implicitly regulated by the flow dynamics of vehicular traffic [15], where a
high speed generally leads to low vehicle densities, whereas a low speed typically leads to
high vehicle densities, especially in urban scenarios.

We denote the average position error (E) as in [15], which expresses the mean error assum-
ing that the event of looking up the position in the LDM database is uniformly distributed
between the minimum and maximum time difference to the transmission event of the beacon,

E =
bEc+ dEe

2
, (2.1)

where bEc denotes the lower error boundary resulting from the transmission delay (tD), and
dEe is the upper boundary that occurs when the position of a vehicle is looked up right
before receiving the next beacon.

By using kinematic equations, E can be expressed as a function of the velocity2 (vi) and
acceleration (ai) of ni,

2Ei = vitD + Ibi

(
vi +

aiIbi
2

)
+ tD(aiIbi + vi), (2.2)

where Ibi is the beacon interval of ni (equivalent to the inverse of beacon transmission rate,
Rbi). We assume beacon messages of the same size (bz) and equal data-rate (RD), so tD is
the same for all vehicles, tD = bz/RD.

From (2.2), a second degree polynomial of the form P (Ibi) = AI2
bi

+ BIbi + C is obtained
as,

aiI
2
bi

+ 2(vi + aitD)Ibi + 4(vitD − Ei) = 0. (2.3)

In the general case of ai 6= 0, the polynomial solutions (Ibi{1,2}) can be computed as follows,

Ibi{1,2} =
−B ±

√
D

2A
, (2.4)

where D = B2 − 4AC with A = ai, B = 2(vi + aitD), and C = 4(vitD − Ei). On the other
hand, if ai = 0, the solution (Ibi) is,

Ibi =
2(Ei − vitD)

vi

. (2.5)

2The velocity vector is not used since position error considers the movement in a straight line between the
last received position and the current position of the vehicle. Therefore, in order to reduce the complexity,
it is assumed that the vehicle moves in a single dimension (direction of longitudinal displacement).
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Fig. 2.1a shows the beacon transmission rate required to achieve a target average position
error of 0.5 m and 1 m. Note that the impact of velocity on beacon transmission rate is greater
than the impact of acceleration. Further, and as expected, the target average position error
decreases when the beacon transmission rate increases. This cost directly impacts on the
communication channel load. Fig. 2.1b shows the average position error as a function of
the acceleration and velocity for an Ibi equal to 1 s. Note that the average position error
increases when the vehicle acceleration increases. This increment on average position error is
significant when a high position accuracy is required. In this context, it should be considered
that the maximum position error computed by the cooperative safety-critical application is
twice the average position error, see (2.1).
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Figure 2.1: (a) Rbi as a function of vi and ai for Ei = 0.5 m and Ei = 1 m with bz = 250
bytes and RD = 6 Mbps, (b) Acceleration vs velocity for different values of Ei with Ibi = 1 s.
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Algorithm 1 describes the steps followed by DC-BTR to compute the beacon trans-
mission rate in real-time according to the movement status of the vehicle ni and the target
position error. The next beacon interval is computed by ni at each beacon transmission.
Lines 1-20 involve the decisions associated according to the movement status of ni: repose
(Line 1-2), the beacon transmission rate is set to 1 beacon/s equivalent to the minimum
value required for the proper performance of the less demanding vehicular applications [58];
accelerated movement (Line 3-7), the beacon transmission rate is computed using (2.4); uni-
form movement (Line 8-11), the beacon transmission rate is computed according to (2.5);
deceleration (Line 12-20) in order to notify with immediacy to surrounding vehicles a possible
braking, it is set a critical beacon interval (Ibc). It should be noted that if two valid solutions
are found, the solution that generates the lowest channel load is selected (see Line 5 and Line
16).

Algorithm 1: DC-BTR
Data: {vi, ai, tD, Ibc , Ei}
Result: {Rbi}

Tx: Algorithm to execute on each beacon transmission:
Begin

1 if (vi == 0 && ai == 0) then
2 Ibi ← 1;

end
3 else if (vi >= 0 && ai > 0) then
4 Compute Ibi{1,2} using (2.4);
5 Ibi ← maximum{Ibi{1} , Ibi{2}};
6 if (Ibi > 1) then
7 Ibi ← 1;

end
end

8 else if (vi > 0 && ai == 0) then
9 Compute Ibi using (2.5);

10 if (Ibi > 1) then
11 Ibi ← 1;

end
end

12 else if (vi > 0 && ai < 0) then
13 Compute D;
14 if (D > 0) then
15 Compute Ibi{1,2} using (2.4);
16 Ibi ← maximum{Ibi{1} , Ibi{2}};
17 if (Ibi > Ibc) then
18 Ibi ← Ibc ;

end
end

19 else if (D <= 0) then
20 Ibi ← Ibc ;

end
end

21 Rbi ← ceil(1/Ibi);
22 return Rbi ;

end

2.2.2 Dynamic Control of Beacon Transmission Power

Dynamic Control of Beacon Transmission Power (DC-BTP) adapts the transmit power ac-
cording to the relative communication channel load and the preset beacon transmission rate,
in order to decrease packet collisions. In scenarios with high vehicle density or high traffic
dynamics, the generated beaconing load could lead to a congested channel, increasing signif-
icantly the packet collisions. As a consequence, the increase in position error due to beacon
message loss impacts negatively the vehicular systems’ capability to detect and mitigate
potentially dangerous traffic situations in real-time.

The normalized relative channel load (Li) on ni is estimated according to the load offered
by ni and the load perceived from all vehicles registered in its LDM database, normalized
with respect to the data-rate,
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Li =

bz

Rbi +

Ni∑
k=1
k 6=i

RbkPSk
PRk


RD

, (2.6)

where PRk
is the probability of successful message reception at ni as a function of the distance

to nk and PSk
is the probability of successful transmission of the k-th vehicle in presence of

multiple transmitters.

PRk
is computed using the analytic model proposed by Killat et al. in [65], which depends

on the distance between the sender (nk) and receiver (ni), the communication range of nk,
the carrier frequency, and the antenna heights. While PSk

is modeled according to Van
Eenennaam et al. [25], where PSk

is the probability that neither shared receivers choose to
transmit in the same time slot used by ni and that the hidden nodes do not transmit in
the same time slot of ni, or in the previous time slot. Fig. 2.2a shows PRk

for different
communication ranges (CR) and distances (d) between the transmitter and receiver, over a
crossover distance of 556 m. Fig. 2.2b illustrates PSk

for a beacon rate of up to 40 beacon/s
and a maximum number of 150 vehicles in the carrier-sense-range, considering that all vehicles
use the same beacon size and transmission rate. Note that, when more than 15 beacon/s are
transmitted and 60 or more vehicles converge, PSk

drops below 0.6.

The transmit power (PTi) is adjusted by the vehicle ni before each beacon transmission as
follows,

PTi = PTmin
+ (PTmax − PTmin

)(1− Li

Lo
)R−βbi , (2.7)

where PTmin
is the transmit power required by ni to generate a minimum warning range, PTmax

is the allowed maximum transmit power, Lo is the normalized critical channel load, and β is
a weight factor which controls the impact of the beacon rate on the transmit power. It should
be noted that (2.7) controls the beacon transmission power between minimum and maximum
transmit power values, being PTi = PTmin

for Li = Lo, and PTi = PTmax for Li ≈ 0 and Rbi =
1 beacon/s. Fig. 2.3 shows the transmit power according to the normalized relative channel
load and beacon transmission rate, with PTmin

= 7 dBm, PTmax = 20 dBm, Lo = 0.4, and β =
2. Note that the transmit power decreases when the normalized relative channel load or/and
the beacon rate increases, while a minimum warning range is guaranteed.

Algorithm 2 describes the steps followed by DC-BTP to compute the beacon transmis-
sion power used by ni in real-time. This algorithm is composed by two subroutines, one of
them is executed on each beacon reception and the other is executed before each beacon
transmission. In the first subroutine (Line 1-5), the relative beaconing load (Lbk) of each
sender vehicle nk is computed and registered in the LDM database. In the second subroutine
(Line 1-10), the beaconing load (Lbi) of ni and the total relative beaconing load (LK) of all
sender vehicles is computed. Finally, the transmit power is computed as a function of the
normalized critical channel load, the normalized relative load, and the beacon transmission
rate.
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Figure 2.2: (a) PRk
as a function of d with carrier frequency of 5.89 GHz and antenna heights

of 1.5 m, (b) PSk
as a function of the number of vehicles and Rbi with bz = 250 bytes and

RD = 6 Mbps.

2.2.3 Joint Power/Rate Dynamic Control

Dynamic Control of Beacon Transmission Rate and Power (DC-BTR&P) combines the con-
trol strategies DC-BTR and DC-BTP, in order to meet the position error requirements of
cooperative safety applications. DC-BTR&P adopts the position error as a priority metric
due to its impact on vehicular systems to detect and mitigate potentially dangerous traffic
situations in real-time. DC-BTR&P is executed before each beacon transmission, but the
LDM database is updated on each beacon reception. The joint control allows adapting to the
vehicular traffic dynamics and to the vehicle movement status, adjusting the transmit power
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Algorithm 2: DC-BTP
Data: {Rbi , Rbk , bz, RD, Lo, PTmin

,PTmax
}

Result: {PTi
}

Rx: Section to execute on each beacon reception:
Begin

1 Get Rbk ;
2 Compute PRk

according to [65, Eq. 1-2];
3 Compute PSk

according to [25, Sec. IV];
4 Lbk ← bzRbkPRk

PSk
;

5 Update LDM Database;
end

Tx: Section to execute on each beacon transmission:
Begin

1 Lbi ← bzRbi ;
2 LK ← 0 ;
3 for k ← 1 to Ni - Number of Nodes in LDM do
4 LK ← LK + Lbk ;

end
5 Li ← (Lbi + LK)/RD;
6 if (Li > Lo) then
7 PTi

← PTmin
;

end
8 else if (Li ≤ Lo) then
9 PTi

← PTmin
+ (PTmax

− PTmin
)(1− Li/Lo)R

−β
bi

;
end

10 return PTi
;

end

to decrease packet collisions, at the same time that the minimum warning range is guar-
anteed. As a result, vehicles use a beacon rate and transmit power that change constantly
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Algorithm 3: DC-BTR&P
Data: {vi, ai, tD, Ibc , Ei, Rbi , Rbk , bz, RD, Lo, PTmin

,PTmax
}

Result: {Rbi , PTi
}

Algorithm to execute on each beacon transmission:
Begin

1 Execute Algorithm 1;
2 Execute Algorithm 2;
3 return Rbi ;
4 return PTi ;

over time, according to the vehicular context. Algorithm 3 shows that DC-BTR&P is com-
posed of two phases. First, DC-BTR dynamically controls the beacon transmission rate as a
function of the vehicle movement status to limit the position error perceived by neighboring
vehicles. Then, DC-BTP computes the transmit power according to the normalized relative
channel load and the preset beacon transmission rate in order to mitigate packet collisions.

2.3 Performance Evaluation
The evaluation is carried out in an urban scenario, defined by a real map section of Chicago
city, US, with an area of 1 km2, as shown in Fig. 2.4. The zone has several traffic lights
and multi-lane roads with a maximum speed limit of 100 km/h. We use a vehicular traf-
fic model based on flows, where vehicles move between a point of origin and destination.
Fig. 2.4 illustrates the seven flows that have been configured with 20, 30, and 40 vehicles
in a simulation time of 500 s, resulting in three different vehicle densities: 50, 70, and 100
veh/km2. The vehicles broadcast beacons to the communication channel by configuring the
beacon rate and transmit power, according to the operation of the beaconing approach un-
der evaluation. According to [58], [15], four typical fixed rates between 1 and 10 beacon/s
have been investigated: high (10 beacon/s), medium (5 beacon/s), low (2 beacon/s), and

(a) (b)

Figure 2.4: Real map section of Chicago city, US, seen from: (a) Google Earth and (b)
SUMO Traffic Simulator.
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minimum (1 beacon/s) beacon rate. The maximum transmit power has been set to 20 dBm,
and the minimum power level to 7 dBm [7]. We define a position accuracy of 1 m accord-
ing to cooperative safety-critical applications such as Longitudinal Collision Risk Warning3

(LCRW) [12]. We perform the simulations by using the Veins framework [66] with the IEEE
802.11p MAC/PHY model introduced by Eckhoff and Sommer in [67]. The radio signal prop-
agation is modeled with the Two-Ray Interference model (with a dielectric constant εr equal
to 1.02), which has been validated based on an extensive set of road measurements [68]. The
communications are established on the CCH channel without considering the multi-channel
operation. The beacon messages have 250 bytes [36] and are transmitted with a priority
corresponding to the voice access category (AC_VO) [67]. Each vehicle is 5 m long, 2 m
wide, and has a maximum acceleration of 0.8 m/s2 and deceleration up to 4.5 m/s2. The
antenna height is 1.5 m [65] and data-rate is 6 Mbps [8]. According to [15], we utilize a
normalized critical channel load equal to 0.4. The most important simulation parameters are
given in Table 2.1.

Table 2.1: Simulation Parameters
Parameter Value
CCH Frequency 5.89 GHz [7]
CCH Bandwidth 10 MHz [7]
Min. and Max. Transmit Power 7 and 20 dBm [7]
Normalized Critical Load (Lo) 0.4 [15]
Weight Factor (β)∗ 2
Critical Beacon Interval (Ibc)

† 0.2 s [15]
Average Position Error (E) 1 m [12]
Beacon Size (bz) 250 bytes [36]
Access Category (AC) AC_VO [67]
Receiver Sensitivity -82 dBm [8]
Thermal Noise -110 dBm
Modulation QPSK [8]
Coding Rate 1/2 [8]
Data-Rate (RD) 6 Mbps [8]
Antenna Gain 0 dB
Antenna Height 1.5 m [65]
Propagation Model Two-Ray Interference [68]
Traffic Density (ρ) 50, 70, 100 veh/km2

∗ β has been selected from the integer range of 1 to 4 based on extensive
simulations, considering its impact on the warning range. † Ibc = 0.2 s is
equal to 5 beacon/s, setting a good trade-off between position tracking
and beaconing load.

2.3.1 DC-BTR: Simulation Result

This experiment focuses on the performance evaluation of DC-BTR. In this case, all vehicles
in the scenario are using DC-BTR (with a fixed transmit power of 20 dBm), to dynamically
adjust the beacon rate in real-time.

Fig. 2.5 illustrates the movement status of a generic vehicle in the scenario. The accel-
eration and velocity are represented in color blue and red, respectively. It should be noted
that the mobility pattern shows a continuous change in vehicle status between acceleration,

3Relevant use cases of the LCRW application are: safety relevant lane change, safety relevant vehicle
overtaking warning, and collision risk warning from third party, in ETSI TS 101 539-3 v1.1.1-2013.

19



0 50 100 150 200 250 300 350 400
Time [s]

-4

-3

-2

-1

0

1

A
cc

el
er

at
io

n 
(a

) 
[m

/s
2 ]

0 50 100 150 200 250 300 350 400
0

6

12

18

24

30

V
el

oc
ity

 (
v)

 [m
/s

]

Figure 2.5: Acceleration and velocity developed by the vehicle during 440 s of the simulation
time.
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Figure 2.6: Beacon interval and beacon rate computed by the vehicle during 440 s of the
simulation time.

deceleration, and repose, which are typical changes of urban environments. Fig. 2.6 shows
the adjustments that the DC-BTR imposes, in real-time, on beacon interval (color blue) to
meet a target average position error of 1 m (see Fig. 2.7). To gain clarity Fig. 2.6 also shows
in color red the beacon transmission rate corresponding to the beacon interval required by
DC-BTR. A high correspondence can be observed between Fig. 2.5 and Fig. 2.6. Note
that, in the different stages of the accelerated movement, the increase in velocity demands
an increase in the beacon transmission rate, ensuring that for high velocity values the beacon
interval is shortened to maintain the target position accuracy, as illustrated in the interval
from 150 s to 200 s. In this time interval the velocity achieves 28 m/s, demanding 15 bea-
con/s; whereas in the interval from 380 s to 410 s, the velocity achieves 18 m/s and it is
demanding 10 beacon/s. It should be emphasized that the adjustment not only responds to
changes in speed, but also to variations of acceleration, as illustrated in the last 30 s. In
this time interval, the transmission rate oscillates between 5 and 3 beacon/s. Note also that,
when the vehicle is stopped, DC-BTR sets a beacon rate of 1 beacon/s, which is considered
the minimum beacon rate. In special cases where the vehicle slows down (see interval from
100 s to 105 s), DC-BTR uses a critical beacon interval equal to 0.2 s, so that neighboring
vehicles immediately record any changes in their movement status. Fig. 2.7 demonstrates the
effectiveness of DC-BTR for the dynamic control of the beacon transmission rate, restricting
the average position error computed by surrounding vehicles to a value that remains most
of the time below 1 m. However, packet collisions involve loss of information for the receiv-
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Figure 2.7: Average position error and packet collisions with DC-BTR (20 dBm) and ρ = 50
veh/km2.

ing vehicle, as shown by the blue marks, which increases the difference between the actual
position of the transmitter vehicle and the last registered position in the LDM database. It
should be noted that the highest occurrence of packet collisions corresponds to the intervals
in which the highest beacon transmission rate is required, exceeding 6 m the average position
error.

2.3.2 DC-BTP: Simulation Result

This experiment focuses on the performance evaluation of DC-BTP. In this case, all vehicles
are using DC-BTP with a fixed beacon rate, to dynamically adjust the transmit power as a
function of the relative channel load.

Fig. 2.8 shows the required transmit power as a function of the relative channel load for
different beacon transmission rates. Note that the transmit power decreases when the channel
load increases. Additionally, low beacon rates lead to high transmit powers, see for instance
the blue line corresponding to DC-BTP with 1 beacon/s. On the contrary, high beacon
rates lead to low transmit powers, consequently to low warning ranges, as illustrated by the
red line corresponding to DC-BTP with 10 beacon/s. Fig. 2.9 compares the probability of
successful transmission of DC-BTP (5 beacon/s) with a basic beaconing algorithm set with
a fixed transmission rate of 5 beacon/s and a fixed transmit power of 20 dBm, called fixed
beaconing algorithm (FB). The power control in DC-BTP (5 beacon/s) achieves a higher
successful transmission probability all the time, reducing the impact of hidden nodes. Table
2.2 shows a comparison of the average packet collisions per vehicle as a function of the vehicle
density for both DC-BTP and FB algorithms at different beacon rates. Note that high vehicle
density leads to more packet collisions as well as the increase of beacon rate. Despite this, the
power control in DC-BTP reduces the packet collisions for high channel load (10 beacon/s),
being less than 30 % in comparison to the FB algorithm. The best results in terms of packet
collisions are related to low beacon rates (1 beacon/s), but these beacon rates lead to high
average position error, as shown in Fig. 2.10. However, the small position error achieved by
a high beacon transmission rate has a high cost in terms of packet collisions and warning
ranges.
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Figure 2.8: Transmit power as a function of the relative load for DC-BTP (1, 2, 5, and 10
beacon/s).
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Figure 2.9: Probability of successful transmission for DC-BTP vs FB (20 dBm), with 5
beacon/s and ρ = 50 veh/km2.

2.3.3 DC-BTR&P: Simulation Result

This experiment focuses on the performance evaluation of DC-BTR&P. In this case, all
vehicles in the scenario are using DC-BTR&P to dynamically adjust the beacon rate and
transmit power in real-time. Previous results have shown that transmitting all the time
with low power compromises the warning range, while transmitting with high power leads
to high packet collisions rates. Fig. 2.11 shows how DC-BTR&P adjusts the transmit power
according to the vehicular traffic dynamics. It should be noted that, when the required
beacon transmission rate is low, it is transmitted with high transmit power, which has a
low negative impact on the channel load and allows to achieve high warning range (see Fig.
2.6, from 100 s to 150 s). However, when the required beacon transmission rate is high, it is
transmitted with low transmit power so as not to increase the channel load (see Fig. 2.6, from
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Table 2.2: Average Packet Collisions: FB vs DC-BTP

Beaconing strategy
vs ρ [veh/km2]

Packet collisions
50 70 100

FB (1 beacon/s, 20 dBm) 134 304 407
DC-BTP (1 beacon/s) 184 285 536

FB (2 beacon/s, 20 dBm) 481 752 1558
DC-BTP (2 beacon/s) 228 829 1354

FB (5 beacon/s, 20 dBm) 2027 5928 11094
DC-BTP (5 beacon/s) 876 2531 3885

FB (10 beacon/s, 20 dBm) 8879 21275 38012
DC-BTP (10 beacon/s) 2162 5740 10592
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Figure 2.10: Average position error for DC-BTP with 1 beacon/s vs 10 beacon/s, and ρ =
50 veh/km2.

Table 2.3: Trade-off between Beaconing Algorithms

Beaconing strategy
vs ρ [veh/km2]

E > 1 m Packet collisions Vehicles in LDM
50 70 100 50 70 100 50 70 100

FB (10 beacon/s, 20 dBm) 2081 3065 4442 8879 21275 38012 29 40 56
DC-BTP (10 beacon/s) 431 412 620 2162 5740 10592 7 10 13
DC-BTR (20 dBm) 603 1225 2006 559 1261 2263 34 51 72

DC-BTR&P 261 480 868 267 617 1169 20 31 42

150 s to 200 s). Table 2.3 shows that DC-BTR&P has the best trade-off among the studied
beaconing control algorithms in terms of position accuracy, average packet collisions, and
warning range. Note that the average number of vehicles registered in the LDM database
is directly related to the warning range. DC-BTR&P outperforms FB (10 beacon/s, 20
dBm), DC-BTR and DC-BTP in terms of average packet collisions. Besides, DC-BTR&P
outperforms FB (10 beacon/s, 20 dBm) and DC-BTR in terms of position accuracy, being
the number of harmful position errors (E > 1 m) less than 50 %. However, DC-BTR&P
has more harmful position errors that DC-BTP for higher vehicle densities, but DC-BTR&P
outperforms DC-BTP in terms of average warning range, registering more than three times
the average number of vehicles in the LDM database.
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Figure 2.11: Transmit power computed by the vehicle during 440 s of the simulation time.

2.4 Conclusion
In this paper we have proposed the use of a novel joint power/rate control distributed al-
gorithm in cooperative vehicular networks, which dynamically adjusts the beacon rate and
transmit power to meet a target position error according to the requirements of cooperative
safety applications. The algorithm has the capability to adapt to vehicular traffic dynamics
of each scenario and vehicle movement status. The simulation results have shown that the
dynamic control of beacon transmission rate limits the average position error, but the use
of maximum transmit power leads to an increase of packet collisions. Further, the dynamic
control of beacon transmission power decreases the average packet collisions, but the use
of a fixed beacon transmission rate is unable to simultaneously achieve a good performance
in terms of warning range and position accuracy. However, the joint power/rate control
allows to constrain the average position error computed by surrounding vehicles, adjusting
opportunistically the communication range to reduce packet collisions. We have shown that
DC-BTR&P outperforms other beaconing strategies addressed in this paper, in terms of a
trade-off between the main performance metrics.
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Chapter 3

Dynamic Beaconing using Probability
Density Functions in Cooperative
Vehicular Networks

Vehicular networks comprise Vehicle-to-Vehicle (V2V) and Vehicle-to-Infrastructure (V2I)
communications based on wireless radio access technologies. These networks require the pe-
riodic exchange of beacon messages between neighboring vehicles, to support cooperative road
safety applications. The regular broadcast of beacon in the common control channel (CCH)
using the IEEE 802.11p standard can lead to interference and recurrent packet collisions.
This issue impacts negatively on the quality and freshness of the beaconing information,
which is essential to detect and mitigate potentially dangerous traffic situations on time. In
this paper, we evaluate the performance of a dynamic beaconing strategy where both beacon
rate and transmit power are assigned by means of probability density functions (PDFs). The
idea is to better understand the benefits and limitations of this approach related to road
safety, as well as to know which PDF is more convenient to increase the system’s perfor-
mance according to traffic characteristics of the vehicular scenario. We investigate four types
of PDFs, attending to four different performance metrics, in four distinct vehicular scenarios,
using the well-established Vehicles in network simulation (Veins) framework. The simulation
results show that a beaconing strategy based on uniform PDF is convenient in scenarios with
high vehicle density and low relative speed, whereas the normal PDF is suitable in scenarios
with high relative speed and low vehicle density.

3.1 Introduction
Vehicular networks include Vehicle-to-Vehicle (V2V) and Vehicle-to-Infrastructure (V2I)
communications using the IEEE 802.11-OCB1 radio access technology in the 5.9 GHz fre-
quency band [7], [8]. Cooperative awareness is the core of several active road safety and
traffic efficiency vehicular applications [69]. The main premise is that, knowing the status
of neighboring vehicles, the active road safety systems will be able to detect and mitigate

1The Outside the Context (OCB) mode allows vehicles that are not members of a Basic Service Set (BSS)
to transmit/receive data without preliminary authentication and association.

25



potentially dangerous traffic situations on time, and successfully coordinate the traffic in
certain points or sections of a road. To make neighbors aware of its presence, each vehicle
periodically transmits one-hop broadcast messages, called beacons, containing its position,
speed, acceleration, and heading [58]. This process, known as beaconing, occurs on the
so called control channel (CCH) and allows the receiver vehicles to create a Local Dynamic
Map (LDM) based on surrounding environment information, which is essential for the proper
performance of cooperative safety applications.

Different beaconing approaches have been proposed in the literature which adapt the
beacon transmission parameters to control the channel load or improve cooperative aware-
ness [29]. For instance, the approach proposed by Sepulcre et al. in [36] integrates a con-
gestion and awareness control process. First, the packet transmission rate of each vehicle is
configured taking into consideration the minimum required by the application, plus a certain
margin. Then, the transmission power is set to the minimum power level needed to ensure the
demanded packet reception rate at the application warning distance. On the other hand, the
approach proposed by Aygun et al. in [60] adjusts the beacon transmission power in order to
reach a desired awareness ratio at the target distance, while controlling the communication
channel load by adjusting the beacon transmission rate to keep the current channel busy
ratio below a certain threshold. Finally, Kloiber et al. in [34] proposed to mitigate recurring
interferences by randomly selecting the transmit power of vehicles while using a fixed beacon
transmission rate. Such randomization reduces the chances that a vehicle is found in the
common packet collision area from multiple senders.

In this paper, we evaluate the performance of a dynamic beaconing approach where both
beacon rate and transmit power are assigned by means of probability density functions
(PDFs). The PDFs-based beaconing approach is compared with the algorithm proposed by
Kloiber et al. in [34], which also explores the benefits of randomizing the beacon transmis-
sion power. The goal is to better understand the benefits and limitations of these approaches
related to road safety, as well as to know which PDF is more suitable to increase the sys-
tem’s performance according to traffic characteristics of the vehicular scenario. The main
contributions of this paper are the following: i) to model the beaconing process adjusting
both beacon rate and transmit power by means of PDFs; ii) to evaluate the impact of the
PDFs-based beaconing approach on the system’s performance, when the same distribution
(Constant, Uniform, Normal or Triangular) is used to control the beacon rate and trans-
mit power; iii) to evaluate the PDFs-based beaconing in four different vehicular scenarios
(Spider, Manhattan, Highway, and Urban) using a realistic simulation framework; and iv)
to set a relationship between the use of a certain PDF and the traffic characteristics of the
vehicular scenario.

3.2 Dynamic Beaconing using Probability Density Func-
tions

The regular broadcast of beacon messages provides updated information in real-time of the
transmitting vehicle status [69]. Through this process, receiving vehicles obtain accurate
information of the surrounding environment, being able to avoid accidents on time helping
to coordinate the traffic on the road. One of the main issues of the beaconing process is
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the high load it can generate on the communication channel. In scenarios with high vehicle
density, the beaconing load can lead to channel congestion, increasing significantly packet
collisions [59]. As a consequence, the degradation of cooperative awareness due to recurring
packet collisions impacts negatively on the system’s performance.

The random dynamic beaconing is based on using a certain PDF to set beacon trans-
mission parameters. The vehicles compute the beacon rate and transmit power by means of
PDFs over a certain valid range on each beacon transmission. Fig. 3.1 shows the concept of
random distribution of beacon transmission rate and power for four different PDFs. In the
normal and triangular distributions, the values closer to the mean (5 beacon/s in Fig. 3.1a
and 50 mW in Fig. 3.1b) present a higher chance of occurrence. The benefits of randomizing
the transmit power are described in [34]. Next, we present the main benefits when both
beacon rate and transmit power are assigned randomly.

• Reduction of recurring packet collisions: randomize the beacon rate and transmit
power by means of symmetric PDFs can significantly decrease recurring interferences. In
scenarios with high vehicle density and low relative speed, the periodicity of beacon trans-
mission leads to recurring packet collisions. The random selection of beacon transmission
rate decreases the probability that two or more vehicles transmit at the same time, whereas
the random selection of beacon transmission power decreases the probability that a vehicle
is in the interference area of multiple senders.

• Local and global fairness: in vehicular networks, it is commonly desired to achieve
local fairness among neighboring vehicles in their contribution to cooperative awareness, and
to achieve overall fairness among all the vehicles of the network in their contribution to com-
munication channel load. PDFs harmonize the access to channel resources, and guarantee
equity in the selection of beacon rate and transmit power of vehicles. For example, vehicles
that broadcast beacons with a higher transmission rate will have greater use of the commu-
nication channel resources, and vehicles that transmit with a high power negatively affect
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Figure 3.1: Representation of the probability density functions for the random assignment
of: (a) Beacon rate and (b) Transmit power.
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vehicles that transmit with a lower energy level. However, the random selection of beacon
transmission parameters avoids such unfairness, for an extended period of time, providing
local and global fairness.

• Implicit congestion control: the random selection of beacon transmission parameters
implicitly controls the communication channel congestion, because vehicles use on average
the mean value of beacon rate and transmit power of the target PDF. For example, if a vehicle
transmits constantly with the maximum beacon transmission rate and power, it will generate
the highest possible beaconing load and reach the pre-established maximum communication
range. However, with the random selection of beacon transmission parameters considering
a uniform PDF over the valid range, the effective beacon transmission rate and power are
reduced to the mean value of the PDF. Even so, the minimum beacon inter-reception time
and the maximum communication range can still be achieved.

• Quality of cooperative awareness: adjusting the parameters of the PDFs (mean
and variance), the quality of cooperative awareness can be adapted dynamically according
to communication requirements of different applications or vehicular context. For example,
the mean can be established to meet a certain target beacon transmission rate and power,
and by adapting the variance it is possible to control the way in which selected values are
distributed around the mean. Further, it is possible to adapt the limits of the valid range of
the PDF according to the vehicle speed or vehicular density in order to improve cooperative
awareness.

3.3 Simulation Setup
The experiments have been conducted using the Veins2 framework [70], which couples the
OMNeT++ network simulator and the SUMO road traffic simulator.

3.3.1 Simulation Scenarios

The performance of the dynamic beaconing approach based on PDFs has been evaluated in
four different scenarios, as shown in Fig. 3.2.

Spider 8x6x100m: it consists of 8 axes, which have a length of 600 m and converge in
the center of the scenario, and by 6 regular octagons all spaced at a distance of 100 m (see
Fig. 3.2a). Each road has two lanes in opposite directions and intersections are managed by
priority. The speed limit for each street is 70 km/h and the surface has an approximate area
of 1 km2. In this scenario, a traffic flow of 30 vehicles was defined for each principal axis.
Therefore, there are eight vehicle flows that move from one end to the other of the axes of
the outer octagon at a simulation time of 220 s.

Manhattan 7x7: it has 8 horizontal and vertical roads, with a separation between streets
of 100 m. The layout of the roads defines a total of 49 blocks, which have an approximate
area of 0.5 km2 (see Fig. 3.2b). The intersections are managed by priority, while each road
has a speed limit of 70 km/h and two lanes in opposite directions. In this scenario were

2Vehicles in network simulation - http://veins.car2x.org/
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Figure 3.2: Scenarios seen from SUMO road traffic simulator: (a) Spider 8x6x100m, (b)
Manhattan 7x7, (c) Highway - Montreal, and (d) Urban - Ottawa.

defined 8 traffic flows of 30 vehicles each. The flows move through the four central roads
located vertically; four traffic flows from the top to the bottom and the four remaining from
the bottom to the top. Therefore, the target roads have two vehicle flows that are moving
in the opposite direction, in a simulation time of 220 s.

Highway: defined by a real map portion of Montreal city with an area close to 5.1 km2

(see Fig. 3.2c). The zone has two main roads, in the opposite direction with a length of 3.4
km. Each road has two lanes in the same direction and a maximum speed limit of 100 km/h.
Two traffic flows of 150 vehicles were defined, one by each main road. Therefore, we have two
vehicle flows that are moving on parallel roads, one to meet the other, intersect and move
away again, in a simulation time of 500 s.

Urban: defined by a real map portion of Ottawa city with an area close to 1 km2 (see
Fig. 3.2d). The zone has two traffic lights and roads with speed limits of 60 km/h and 100
km/h. Two traffic flows of 30 vehicles were defined, which move along one of the main roads
but in opposite directions. The flows intersect in one of the traffic lights so, during the time
that takes the change of light, vehicles remain clustered. Then, the groups are dispersed,
moving away to reach the final destination of the route, in a simulation time of 220 s.

3.3.2 Simulation Parameters

The vehicles use the IEEE 802.11p model [67] of the Veins framework to represent the physical
(PHY) and medium access control (MAC) layers. This is an open-source model, which
fully captures the distinctive properties of the IEEE 802.11p radio access technology. The
vehicles broadcast beacon messages to the communication channel setting the beacon rate
and transmission power by means of PDFs. We define the parameters of the PDFs according
to the standards [7], [58], as shown in Table 3.1. The dynamic beaconing process uses the
same PDF to adjust both the beacon rate and transmit power on each beacon transmission.
We also use the beaconing approach proposed by Kloiber et al. in [34] as a baseline for
the evaluation. The parameters of the two implemented variants of Kloiber’s approach are
shown in Table 3.2. The radio signal propagation is modeled with the Two-Ray Interference
model [68], using εr = 1.02. This model has been validated based on an extensive set of
measurements on the road, improving the accuracy of the simulation of radio transmissions,
especially at short and medium distances. The communications are established on the CCH
without considering the effect caused by the multi-channel operation. The beacon messages
have 250 bytes [36] and are transmitted with a priority corresponding to the voice access
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Table 3.1: Parameters of the Probability Density Functions
PDF Value
Constant 5 beacon/s, 50 mW [7], [58]

Uniform a = 1 beacon/s, 4 mW [7], [58]
b = 10 beacon/s, 96 mW [7], [58]

Normal mean = 5 beacon/s, 50 mW [7], [58]
variance = 1 beacon/s, 10 mW [7], [58]

Triangular
a = 1 beacon/s, 4 mW [7], [58]
b = 5 beacon/s, 50 mW [7], [58]
c = 10 beacon/s, 96 mW [7], [58]

Table 3.2: Parameters of the Kloiber’s Approach
Approach Value
Kloiber - var1 [34] 10 beacon/s, uniform (4 mW - 96 mW)
Kloiber - var2 [34] 2 beacon/s, uniform (4 mW - 96 mW)

Table 3.3: Simulation Parameters
Parameter Value
CCH Frequency 5.89 GHz [7]
CCH Bandwidth 10 MHz [7]
Beacon Size 250 bytes [36]
Access Category (AC) AC_VO [67]
Receiver Sensitivity -82 dBm [8]
Thermal Noise -110 dBm
Modulation QPSK [8]
Coding Rate 1/2 [8]
Data-Rate (RD) 6 Mbps [8]
Antenna Gain 0 dB
Antenna Height 1.5 m
Propagation Model Two-Ray Interference [68]

category (AC_VO) [67]. Each vehicle is 5 m long, 2 m wide and has a maximum acceleration
of 0.8 m/s2, and deceleration up to 4.5 m/s2. The antenna height is 1.5 m and data-rate is
6 Mbps [8]. The most important simulation parameters are given in Table 3.3.

3.3.3 Performance Metrics

We use Monte-Carlo simulations and four performance metrics to evaluate the cooperative
awareness provided by the PDFs-based beaconing approach.

• Average packet collisions: number of packet collisions that, on average, is perceived
by each vehicle.

• Average hidden nodes: number of nodes that, on average, are hidden from each
vehicle.

•Average vehicles in LDM: number of surrounding nodes that, on average, each vehicle
registers in its LDM database.
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• Average position error: average position error computed by a receiving vehicle in
real-time due to the movement of a surrounding node during the beacon interval.

3.4 Results and Discussion
Fig. 3.3 and Fig. 3.4 show the histogram of the beacon rate and transmit power used by
a generic vehicle. In the uniform distribution, the values of the valid interval (1 beacon/s
to 10 beacon/s in Fig. 3.3b and 4 mW to 96 mW in Fig. 3.4b) have the same chances of
occurrence. The result is a fair dynamic assignment of the possible values of beacon rate and
transmission power. Unlike uniform distribution, on the normal PDF, see Fig. 3.3c (mean
5 beacon/s and variance 1 beacon/s) and Fig. 3.4c (average 50 mW and variance 10 mW),
the values clustered to one and two variance of the mean have approximately 95 % and 65
% chance of being selected, respectively. This causes that the random values of beacon rate
and transmission power with more chance of occurrence to be clustered on both sides of
the mean, and the values that remain at the ends of the valid interval occur with very low
frequency (only a 5 % of probability). In the triangular distribution, see Fig. 3.3d (mean 5
beacon/s) and Fig. 3.4d (mean 50 mW), the values with higher probability are still around
the mean. However, these values occur with less probability than in normal distribution. On
the other hand, the values that remain at the ends of the valid interval have more chance of
occurrence than in the normal distribution.
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Figure 3.3: Distribution of the beacon rate used by a generic vehicle: (a) Constant, (b)
Uniform, (c) Normal, and (d) Triangular.
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Figure 3.4: Distribution of the transmission power used by a generic vehicle: (a) Constant,
(b) Uniform, (c) Normal, and (d) Triangular.

Fig. 3.5 shows the performance of the PDFs-based beaconing approaches on the differ-
ent scenarios. We also include the two variants of Kloiber’s approach (see Table 3.2). Fig.
3.5a illustrates that the Kloiber - var1 beaconing approach leads to the highest number of
average packet collisions in all scenarios, followed by the beaconing approach with constant
transmission parameters. This is because the Kloiber - var1 beaconing approach uses a high
beacon rate (10 beacon/s), which increases the channel load and recurring packet collisions,
especially in scenarios with high vehicle densities. The uniform distribution shows the ben-
efits of randomizing the beacon transmission rate compared to the Kloiber - var1 beaconing
approach. Note that in all scenarios, the uniform distribution achieves a number of average
packet collisions similar to obtained by the Kloiber - var2 approach, despite this Kloiber
variant uses a fixed transmission rate of 2 beacon/s. Accordingly, the uniform distribution
of transmission parameters in the valid range reduces recurring interferences. Randomizing
the beacon transmission rate reduces the probability that two vehicles transmit at the same
time while randomizing the transmission power reduces the probability that a vehicle is in
the interference area of multiple senders. On the other hand, the normal and triangular
distributions achieve similar performances on the different scenarios. However, as expected,
the triangular distribution computes a lower number of packet collisions (see Fig. 3.5a) and
registers more vehicles in the LDM database (see Fig. 3.5c) than the normal distribution, but
computes a greater number of hidden terminals (see Fig. 3.5b). Finally, dynamic beaconing
based on PDFs as well as Kloiber’s variants computes a similar number of vehicles in LDM
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and hidden nodes for the Grid, Highway, and Urban scenario, as shown in Fig. 3.5b and Fig.
3.5c.
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Figure 3.5: Performance of the PDFs-based beaconing approaches on the different scenarios:
(a) Packet collisions, (b) Hidden nodes, and (c) Vehicles in LDM.
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Fig. 3.6 and Fig. 3.7 illustrate the cumulative probability of the average position error
computed by a generic vehicle when its neighbors use the dynamic beaconing based on PDFs,
in the Highway and Urban scenarios, respectively. On the other hand, Fig. 3.8a and Fig.
3.8b show the same situation when the surrounding vehicles use the Kloiber’s approach. As
can be observed in Fig. 3.6a, the beaconing approach with constant transmission parameters
produces an average position error less than 3 m most of the time in the Highway scenario.
However, the high number of packet collisions (see Fig. 3.5a) leads to peak values of average
position error that can exceed 5 m and 10 m. This means that at high vehicular densities
more vehicles will be affected by error peaks due to recurrent packet collisions. This behavior
is similar in the Urban scenario (see Fig. 3.7a), where the average position error is close to
1.5 m due to the low speed of vehicles, but exceeding 4 m due to recurrent packet collisions.
The good performance of the uniform distribution in the previous metrics is degraded in
terms of average position error for both scenarios (see Fig. 3.6b and Fig. 3.7b). Using low
beacon rates when vehicles move at high speeds leads to a greater average position error.
In contrast, dynamic beaconing with the normal distribution experiences a lower number of
harmful position errors than those obtained with the uniform and triangular distributions
in both scenarios. Fig. 3.6 shows that the normal distribution outperforms the uniform
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Figure 3.6: Cumulative probability of the average position error computed by a generic
vehicle during 70 s in the Highway scenario: (a) Constant, (b) Uniform, (c) Normal, and (d)
Triangular.
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Figure 3.7: Cumulative probability of the average position error computed by a generic
vehicle during 60 s in the Urban scenario: (a) Constant, (b) Uniform, (c) Normal, and (d)
Triangular.

and triangular distribution in terms of average position error and the number of times that
this position error exceeds 5 m. In the urban scenario (see Fig. 3.7), the same behavior is
observed, with the normal distribution the maximum average position error does not exceed
7 m and the highest number of average position errors is concentrated below 3 m. It could
be thought that the use of a fixed transmission rate of 10 beacon/s in the Kloiber - var1
approach would lead to a small average position error. However, it leads to several harmful
peaks of average position error due to the noxious impact of packet collisions, as can be
observed in Fig. 3.8. In the Highway and Urban scenario, recurring packet collisions lead
to a maximum average position error of 19 m and 9.7 m, respectively. The Kloiber - var2
approach computes a low number of packet collisions (see Fig. 3.5a). However, the use of
a low transmission rate (2 beacon/s) leads to a high average position error (see Fig. 3.8),
especially in the Highway scenario where error peaks exceed 25 m, as can be observed in Fig.
3.8a.
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Figure 3.8: Cumulative probability of the average position error computed by a generic
vehicle using the Kloiber’s approach in: (a) Highway and (b) Urban.

3.5 Conclusion
In this paper, we evaluated the performance of different dynamic beaconing approaches that
use PDFs to randomize beacon transmission parameters. The performance of the beaconing
approaches was evaluated through a realistic simulation framework in four different vehicular
scenarios. The simulation results showed that some PDFs are more convenient than others
for certain scenarios. The uniform PDF is convenient in scenarios with a high vehicle density
and low relative speed, whereas the normal PDF is suitable in scenarios with a high relative
speed and low vehicle density. The uniform distribution allows reducing interferences while
the low speed of the vehicles does not significantly affect the average position error computed
by neighboring vehicles. On the other hand, by adjusting the mean of the normal distribution
it is possible to reduce the average position error perceived in high-speed scenarios, while the
low density of vehicles reduces the noxious impact of packet collisions. In future works, we
intend to develop an adaptive beaconing algorithm, where PDFs are selected and adjusted,
according to vehicular context to simultaneously provide the communication requirements of
cooperative safety applications.
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Chapter 4

POSACC: Position-Accuracy based
Adaptive Beaconing Algorithm for
Cooperative Vehicular Safety Systems

Cooperative vehicular safety systems are expected to revolutionize the driving experience by
providing road safety applications based on incident detection. Two vital quality parameters
for cooperative safety applications are the position accuracy and communication reliability of
the status information. The receiver may take erroneous decisions if the received data does
not correspond to the latest situation of the transmitter (e.g., position, velocity, and trajec-
tory of the target vehicle). In this paper, we propose and evaluate a POSition-ACCuracy
(POSACC) based adaptive beaconing algorithm for cooperative vehicular safety systems.
POSACC integrates three different control mechanisms to guarantee specific performance
metrics. It adopts position accuracy and communication reliability as the highest priority
metrics, due to their direct impact on the vehicle’s systems capability to avoid potential
traffic accidents in real-time. In addition, it guarantees the priority metrics, maintaining the
vehicle’s warning distance, channel load, and end-to-end latency into the operative range of
cooperative safety applications. POSACC is compared with three different state-of-the-art
adaptive beaconing algorithms; ETSI DMG, LIMERIC, and DC-BTR&P. Extensive evalu-
ation results show that POSACC successfully controls the beacon rate, transmission power,
and the size of the minimum contention window. Simulation results also demonstrate that
POSACC is more effective than the benchmark algorithms by guaranteeing the operational
requirements of cooperative safety applications in a wider range of traffic situations.

4.1 Introduction
Cooperative vehicular safety systems are being designed to provide accident-free and efficient
road systems [71]. The new paradigm relies on equipping the vehicle with wireless commu-
nication devices to increase its perception about the surrounding environment. Cooperative
safety applications aim to detect potential crashes on the road and to notify vehicles in
advance. The communication on these systems relies on the IEEE 802.11p [7] radio access
technology in the 5.9 GHz frequency band, which specifies the medium-access-control (MAC)
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and physical (PHY) layers of Wireless Access in Vehicular Environments (WAVE) [9]. The
IEEE 802.11p MAC layer is based on the Carrier Sense Multiple Access with Collision Avoid-
ance (CSMA/CA) protocol and includes the Outside of the Context of a Basic Service Set
(OCB) operation mode recently defined in [8]. The IEEE 802.11p PHY layer is based on
the IEEE 802.11a standard, but it uses channels of 10 MHz to reduce the negative impact of
multipath delay spread and Doppler effect [72].

Cooperative vehicular safety systems rely on the continuous exchange of status informa-
tion between neighboring vehicles on a common control channel (CCH). To make neighbors
aware of its presence, each vehicle regularly transmits one-hop broadcast messages, called
beacons. The beacons are formally known as Basic Safety Messages (BSM) [10] in the US or
Cooperative Awareness Messages (CAM) [11] in Europe. These messages include information
about the status of the transmitting vehicle; such as its position, speed, acceleration, and
heading. The beaconing process allows the receiving vehicle to create a Local Dynamic Map
(LDM) based on the status information of its neighborhood [11]. The status information is
used by cooperative safety applications to detect and mitigate potential crashes in real-time
(e.g., the crash risk can be estimated by analyzing the movement status of vehicles) [11].

Finding the appropriate beacon transmission rate for each vehicular scenario is essential
for the proper performance of cooperative safety applications. The beacon transmission
rate is directly related to the position accuracy perceived by neighboring vehicles [22]. In
realistic scenarios, some vehicles could have high dynamics (high speed and acceleration),
whereas other vehicles could have low dynamics (low speed and acceleration). This may lead
to differences in position accuracy since position error depends on beacon rate and vehicle
dynamics. In traffic jams, a beacon transmission rate of 1 beacon/s could be enough to
provide the position accuracy needed for most safety-related applications. However, this
beacon rate is not enough to achieve the required level of position accuracy on a multi-lane
high-speed highway with frequent lane changes. The technical report of the Vehicle Safety
Communications Consortium (VSCC) [14] specifies that 10 beacon/s is the minimum beacon
rate required to meet the position accuracy of several safety-related applications, while some
safety-critical applications can demand a beacon rate up to 50 beacon/s.

The operational requirements of cooperative safety applications can be defined mainly
in terms of position accuracy, communication reliability, and end-to-end latency [12], [13].
The European Telecommunication Standards Institute (ETSI) has specified in the technical
specification ETSI TS 101 539-3 [12] that cooperative safety-critical applications, such as
Longitudinal Collision Risk Warning (LCRW) (e.g., safety-relevant lane change and safety-
relevant vehicle overtaking), demand a position accuracy equal or less than 1 m with a
confidence level of 95 %, a communication range of 300 m in a line of sight situation and
when the channel load is at a relaxed state, and an end-to-end latency equal or less than
300 ms. Similarly, cooperative safety-critical applications, such as Intersection Collision Risk
Warning (ICRW) (e.g., turning collision risk warning and merging collision risk warning)
defined by ETSI in ETSI TS 101 539-2 [13], require a position accuracy equal or better than
2 m with a confidence level of 95 %, a communication range of 300 m in a line of sight
situation and when the channel load is at a relaxed state, and an end-to-end latency equal
or less than 300 ms. ETSI also specifies in [12], [13] that the required communication range
may be reduced in certain situations (e.g., in congested channel situations).
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Congestion and awareness control approaches have been proposed in the literature [28],
[29] to provide reliable and efficient vehicular communications. However, both approaches
have drawbacks in terms of road safety. Congestion control approaches [30]-[33] aim at
keeping the channel load below a certain target threshold and to achieve local/global fairness.
However, these approaches usually do not consider the operational requirements of safety-
related applications or vehicle dynamics. In contrast, awareness control approaches [11],
[35]-[38] can consider road safety or vehicle dynamics, but they usually are not designed
to simultaneously satisfy the operational requirements of cooperative safety applications.
Furthermore, channel busy ratio (CBR) is generally used as a priority metric; however other
critical metrics directly related to road safety, such as position error, packet collision rate,
packet delivery ratio (PDR), and end-to-end latency are not considered.

4.1.1 Challenges of Beaconing Approaches

A high beacon rate is desirable from the viewpoint of providing fresh information and ensuring
that vehicles have high levels of awareness [37]. However, a high beacon rate also could
lead to a congested channel, especially, in scenarios with a high vehicular density. Channel
congestion leads to a degradation of communication reliability caused by packet collisions [73].
Even if the channel is not congested, a high beacon transmission rate can still cause severe
interference due to the hidden terminal problem and the CSMA/CA Distributed Coordination
Function (DCF) procedure of IEEE 802.11p [41]. Simultaneously, packet collisions have a
negative impact on position accuracy. This underlying trade-off also applies to the beacon
transmission power [42]. A high beacon transmission power increases the probability of
successful reception of a single transmission, but at the same time increases the probability
of packet collisions for all transmissions.

A contradictory behavior is also observed regarding the size of the minimum contention
window used by the backoff algorithm in IEEE 802.11p. Beacons are usually transmitted
with the highest priority access category [29]. Due to the short temporal validity of beacons,
the size of the minimum contention window used by the backoff algorithm in IEEE 802.11p is
often kept small. However, reducing the size of the minimum contention window increases the
probability of packet collisions in broadcast communications where no exponential backoff is
considered [26]. The probability of packet collisions can be reduced by increasing the size of
the minimum contention window; but, it has a negative effect on end-to-end latency.

Meeting the operational requirements of cooperative safety applications is a very challeng-
ing task. The responsibility for meeting the requirements of a specific performance metric
in the worst-case scenario (more demanding applications) can lead to not meeting the re-
quirements of these and other applications in other metrics. In this context, we propose a
novel POSition-ACCuracy (POSACC) based adaptive beaconing algorithm for cooperative
vehicular safety systems. It aims to satisfy the operational requirements of cooperative safety
applications. POSACC is compared with relevant state-of-the-art beaconing algorithms via
a realistic simulation framework and considering performance metrics directly related to road
safety.
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The contribution of this paper is threefold:

1. We adopt the position accuracy and communication reliability as the highest priority
metrics due to their direct impact on the decision-making process, in real-time, of
cooperative safety applications. We establish a design strategy that reduces the conflict
between the required goals. The strategy focuses on providing the position accuracy
and communication reliability required by cooperative safety applications, maintaining
the vehicle’s warning distance, channel load, and end-to-end latency into the operative
range of cooperative safety applications.

2. We design three different control mechanisms to guarantee specific performance metrics.
We design a beacon rate control mechanism that adapts the beacon rate depending on
vehicle movement status to achieve the desired position accuracy. In addition, we design
a transmission power control mechanism that computes the vehicle’s transmission power
depending on its movement status to maximize the probability of successful reception of
beacon messages at the target warning distance. Finally, we design a control mechanism
that computes the size of the minimum contention window depending on the maximum
reported size of the LDM database in order to minimize the probability of packet
collisions.

3. We propose an adaptive beaconing algorithm, called POSACC, to simultaneously guar-
antee the operational requirements of cooperative safety applications. Extensive eval-
uation results show that POSACC successfully controls the beacon rate, transmission
power, and the size of the minimum contention window. Simulation results also demon-
strate that POSACC is more effective than three state-of-the art algorithms: ETSI
DMG [11], LIMERIC [31], and DC-BTR&P [43], by adapting to the vehicle dynamics
as well as guaranteeing the operational requirements of cooperative safety applications
in a wider range of traffic situations.

4.2 Related Work
In the ETSI EN 302 663 standard [74], ETSI has defined a 10 MHz common control channel
for vehicular communications at 5.9 GHz, known as the ITS-G5 radio channel. To enable
cooperative awareness within ITS-G5, ETSI also has delivered the standard ETSI EN 302
637-2 [11] specifying the rules for the exchange of CAMs. The cooperative awareness basic
service is mandatory for all nodes operating in ITS-G5. In this service, vehicles regularly
broadcast their status data by using the CSMA/CA protocol with no acknowledgments or
retransmissions. One key problem of the beaconing activity is the channel congestion that
can arise due to the aggregated load. In this context, ETSI has defined the Cross-Layer De-
centralized Congestion Control (DCC) Management Entity to avoid overloading the ITS-G5
radio channel [75]. Channel congestion can limit the transmission of event-driven messages,
such as the Decentralized Environmental Notification Messages (DENMs) defined by ETSI
in ETSI EN 302 637-3 [76]. Channel congestion can also negatively affect the proper perfor-
mance of cooperative safety applications. In the following, we overview some congestion and
awareness control approaches.

Some examples of congestion control approaches available in the literature are PUL-
SAR [30], LIMERIC [31], FABRIC [32], and DCC [33]. Two of the most important current
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congestion control approaches are PULSAR [30] and LIMERIC [31]. Both approaches adapt
the beacon rate based on the channel load and set the transmission power to a fixed value.
PULSAR relies on a binary rate control using the Additive Increase Multiplicative Decrease
(AIMD) technique. To fulfill the global fairness design principle, vehicles share two-hop CBR
information. In LIMERIC, the underlying function linearly controls the beacon rate of each
vehicle according to local CBR measurements. LIMERIC converges to a fair and efficient
channel utilization in deterministic environments. To ensure the convergence in very dense
scenarios, it uses an effective gain saturation technique. PULSAR and LIMERIC are able
to maintain the channel load below a certain target threshold independently of the vehicular
traffic density. In LIMERIC, noisy CBR measurements produce unfairness in rate allocations,
see [77].

FABRIC [32] is based on a network utility maximization problem. In FABRIC, the beacon
rate of each vehicle in the one-hop neighborhood is recursively optimized. To enable this,
it is proposed that all vehicles share their beacon rates. The main drawback of FABRIC is
controlling the speed of convergence in practical scenarios [37]. ETSI has also specified a set
of DCC mechanisms [33] that adapt the beacon transmission parameters to keep the channel
load below a target threshold. All the mechanisms rely on a state machine that distinguishes
three states: relaxed, active, and restrictive, in increasing order of channel congestion. State
transitions are driven by the channel load conditions locally measured by each node during a
sampling interval. DCC is naturally oscillatory, which implies unstable state transitions [20].

Several awareness control approaches exist in the literature. For example, the awareness
control approach proposed by ETSI is the dynamic message generation mechanism [11], which
we call here ETSI DMG. It adapts the beacon rate depending on the changes in position,
velocity, and heading of the transmitting vehicle. This approach aims to limit the position
error perceived by neighboring vehicles while implicitly controls the channel load. ETSI DMG
has a synchronization problem for cooperative maneuvers that degrades its performance [78].
It also suffers from a divergence effect that leads to oscillations in the beacon rate [40].
IVTRC [35] is an awareness control approach that also considers the position accuracy as a
design goal. It controls the beacon rate depending on differences from position predictions.
However, beaconing based on position prediction has serious drawbacks for road safety, as
specified in [15]. Further, in situations where the channel load increases, IVTRC reduces the
beacon transmission rate of vehicles at the cost of decreasing the position accuracy.

Other awareness control approaches available in the literature are INTERN [36], NO-
RAC [37], TTCC [38], and DC-BTR&P [43]. INTERN [36] assigns the beacon transmission
rates required by the applications, and then equitably shares the excess capacity. It also
controls the transmission power to generate certain level of awareness. NORAC [37] is a
rate and awareness distributed control approach based on non-cooperative game theory. The
underlying congestion control mechanism limits the bandwidth usage of each vehicle and
reduces the beaconing rate in congested situations. NORAC assigns a beacon transmission
rate to each vehicle proportional to its requirements while ensuring fairness between vehicles
with the same requirement. Similarly, TTCC [38] aims to satisfy the constraints on channel
availability, whereas the safety of the surrounding traffic situation is captured with a time-
to-collision metric. TTCC increases the beacon transmission rate of the vehicles involved in
more dangerous situations, so it yields higher rates and better usage of channel capacity.
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DC-BTR&P [43] is an awareness control approach designed to satisfy the position accuracy
requirements of cooperative safety applications. This approach is based on the dynamic
control of the beacon rate and transmission power. The underlying control mechanisms limit
the position error perceived by neighboring vehicles and reduce packet collisions. However,
such benefits are achieved at the cost of decreasing the communication range of vehicles with
higher dynamics. This issue is critical for road safety because drivers need to be notified at
a sufficient distance from the expected impact to initiate a maneuver, as defined by ETSI
technical specifications [12], [13].

4.2.1 Limitations related to Road Safety

The primary motive for using vehicular communications is to improve road safety. Therefore,
congestion and awareness control approaches not only should prevent channel congestion or
improve cooperative awareness, but also ensure the quality of service required for the proper
performance of cooperative safety applications. ETSI specifies that safety applications such as
LCRW [12] and ICRW [13] have strict operational requirements in terms of position accuracy,
communication reliability, and end-to-end latency, as shown in Table 4.1. However, most of
the current congestion and awareness control approaches have not been designed to satisfy
the requirements simultaneously.

Table 4.1: Operational Requirements of LCRW and ICRW Applications
Application Position Accuracy Communication Range† End-to-end Latency
LCRW [12] ≤ 1 m, 95 % 300 m ≤ 300 ms
ICRW [13] ≤ 2 m, 95 % 300 m ≤ 300 ms
† As specified by ETSI, the communication range may be reduced (e.g., in congested channel situations)
but without affecting the safety time required by cooperative safety applications [12], [13].

The main drawback of congestion control approaches such as PULSAR [30], LIMERIC
[31], FABRIC [32], and DCC [33] is that they do not explicitly consider the operational
requirements of cooperative safety applications or vehicle dynamics. Congestion control ap-
proaches generally adapt beacon rate based only on the channel load, without considering
the traffic situation of neighboring vehicles. This could be critical for road safety in vehicu-
lar scenarios such as a highway with a traffic jam in one direction, resulting in a congested
channel, and a free-flow condition in the opposite direction with high-speed vehicles. The
vehicles in free-flow are forced to reduce their beacon rates due to channel congestion even if
they require a high beacon rate to maintain a certain level of position accuracy. In addition,
the interference generated by the vehicles in the traffic jam can significantly affect the com-
munication reliability of vehicles in free-flow, reducing the effectiveness of cooperative safety
applications.

Regarding current awareness control approaches, most of them have not been designed to
simultaneously satisfy the operational requirements of cooperative safety applications. Some
awareness control approaches aim to maintain a certain level of position accuracy. For in-
stance, ETSI DMG [11] and IVTRC [35] adapt the beacon transmission rate according to the
vehicle dynamics to limit the position error perceived by neighboring vehicles. ETSI DMG
does not consider an additional control mechanism to guarantee communication reliability in
dense traffic situations. IVTRC mitigates packet collisions, but at the cost of reducing the
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beacon rate, which directly affects the position accuracy. In contrast, INTERN [36] does not
consider the position accuracy or vehicle dynamics. Furthermore, it also has difficulties to
guarantee the beacon rates and warning distances required by the safety applications. This
issue is represented by feasible regions [36] where the requirements of all vehicles could be sat-
isfied without overloading the channel. Another drawback is that the feasible regions change
with the vehicular density, so it is a challenge to avoid the regions where the requirements
are not satisfied.

NORAC [37] and TTCC [38] aim to improve cooperative awareness by increasing the
beacon rate of certain vehicles. However, these approaches have not been designed to satisfy
a pre-defined position accuracy, nor do they have a mechanism to mitigate packet collisions.
Improving cooperative awareness is not sufficient to guarantee the quality of service required
by safety-critical applications. The main reason is that increasing the beacon rate also leads
to more packet collisions, especially for high vehicular densities and low minimum contention
windows [26], [25]. Further, CBR is generally used as a priority metric, and other critical
performance metrics directly related to road safety, such as position error, packet collision
rate, PDR, and end-to-end latency are not considered.

Finally, DC-BTR&P [43] defines a minimum fixed transmission power independently of
the vehicle dynamics. Further, it reduces packet collisions by decreasing the communication
range of vehicles with higher dynamics. This issue is critical for road safety because vehicles
with high speed should use a higher transmission power in order to increase their notification
capacity. Another limitation is that vehicles adapt the beacon transmission parameters based
on their own dynamics, without considering information from the surrounding environment.
Therefore, in this paper, we design the POSACC approach to overcome these issues and
guarantee the operational requirements of cooperative safety applications.

4.2.2 Approaches used as Benchmark

As a benchmark for comparison, we utilize three different beaconing approaches; ETSI
DMG [11], LIMERIC [31], and DC-BTR&P [43]. ETSI DMG is the awareness control ap-
proach specified by European standards, whereas LIMERIC is one of the most important
congestion control approaches available in the literature. ETSI DMG adapts the beacon rate
depending on vehicle dynamics to provide a target position accuracy. In contrast, LIMERIC
adapts the beacon rate based on the locally measured CBR to maintain the channel load
below a certain target threshold and to achieve fairness. We also include our previous ap-
proach DC-BTR&P, which is an awareness control algorithm that adapts the beacon rate
and transmission power to provide a target position accuracy and reduce interference. The
evaluation of these beaconing approaches will help understand their benefits and limitations
when referring to road safety.

4.3 Proposed Algorithm
This section presents the design of the POSition-ACCuracy (POSACC) based adaptive bea-
coning algorithm for cooperative vehicular safety systems. POSACC aims to satisfy the
operational requirements of cooperative safety applications. The POSACC system architec-
ture is illustrated in Fig. 4.1. We assume that each vehicle obtains its own location from
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the Global Positioning System (GPS) device, as well as its own movement parameters (e.g.,
velocity, acceleration, and heading) from on-board sensors. Each vehicle also has an LDM
database, where the beaconing information from its neighbors is stored. One entry is created
for each neighboring vehicle. The LDM database provides information from the surrounding
traffic situation (e.g., the number of neighboring vehicles as well as their movement parame-
ters). Entries are updated at beacon receptions. If a neighbor does not announce its presence
once the entry expiration time has been reached, the entry is erased from the LDM database.
Cooperative safety applications require fresh status information to successfully detect pos-
sible threats. If a hazardous situation is detected, the safety-critical application provides
warnings to the driver or it may trigger collision avoidance actions (e.g., in autonomous
driving).

                 POSACC: 

      1) Beacon rate control

2) Transmission power control

3) Contention window control

        Warning to the Driver

        Emergency

           Control                    Cooperative Safety Applications

                        (e.g., LCRW and ICRW)

  Local Dynamic Map

             (LDM)

     Vehicle Dynamics

              (Plant)

  Motion State Sensors

     and GPS receiver      IEEE 802.11p PHY Layer

     IEEE 802.11p MAC Layer

Figure 4.1: POSACC system architecture.

To fulfill the design goals, POSACC utilizes three different control mechanisms:

• Beacon rate control: it adapts the beacon rate depending on vehicle dynamics to
provide the required position accuracy.

• Transmission power control: it adapts the transmission power depending on vehicle
dynamics to guarantee the required warning distance.

• Contention window control: it takes advantage of the LDM database information
to adapt the size of the minimum contention window by minimizing the probability of
packet collisions.

In the following subsections, the control mechanisms and POSACC algorithm are pre-
sented in detail.

4.3.1 Beacon Rate Control Mechanism

The beacon rate control mechanism adapts the beacon rate in real-time to limit the position
error perceived by neighboring vehicles. In this mechanism, the beacon rate is controlled
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according to the transmitter vehicle dynamics. Therefore, the beacon rate is reduced when
the vehicle has low dynamics, alleviating the channel load and decreasing the interference
on its neighbors. Furthermore, the resulting beaconing load is implicitly controlled by the
relationship between average velocity and traffic density [15]. As a consequence, the channel
load remains stable when more vehicles drive at lower velocities.

Fig. 4.2 illustrates relevant time parameters that influence position accuracy. If the event
of looking up the vehicle’s position in the LDM database is uniformly distributed between
the minimum and maximum time difference of the beacon transmission event, the average
position error (E) perceived by neighboring vehicles is [15],

E =
Emin + Emax

2
, (4.1)

where Emin is the minimum error resulting from the transmission delay (tD), and Emax is the
maximum error resulting from the beacon interval and transmission delay.

Figure 4.2: Relevant time parameters that determine the position accuracy.

We assume constant acceleration during the beacon interval. So, from kinematic equations,
E is expressed as a function of velocity1 (vi) and acceleration (ai) of the transmitting vehicle
(ni),

2Ei = vitD + Ibi

(
vi +

aiIbi
2

)
+ tD(aiIbi + vi), (4.2)

where Ibi is the beacon interval of ni (equal to the inverse of beacon transmission rate, Rbi).
We assume beacon messages of the same size (bz) and equal data-rate (RD), so tD is the
same for all vehicles, tD = bz/RD.

A quadratic function, f(Ibi) = AI2
bi

+BIbi + C, can be obtained from (4.2) as follows,

f(Ibi) = aiI
2
bi

+ 2(vi + aitD)Ibi + 4(vitD − Ei). (4.3)

In the general case of ai 6= 0, the discriminant (D) and solutions (Ibi{1,2}) of the quadratic
function are computed as follows,

D = 4
[
(vi + aitD)2 − 4ai

(
vitD − Ei

)]
, (4.4)

1The velocity vector is not used since position error considers the movement in a straight line between the
last received position and the current position of the vehicle. Therefore, in order to reduce the complexity,
it is assumed that the vehicle moves in a single dimension (direction of longitudinal displacement).
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Ibi{1,2} =
−vi − aitD ±

[
v2

i + (aitD)2 − 2ai

(
vitD − 2Ei

)] 1
2

ai
. (4.5)

Otherwise, if ai = 0, the solution (Ibi) is computed by using the following linear equation,

Ibi =
2(Ei − vitD)

vi
. (4.6)

Fig. 4.3 shows the numerical solutions of the beacon interval by using (4.3) for different
setups: acceleration (deceleration), velocity, and average position error. To better relate the
analysis with real traffic scenarios, velocity is shown in kilometers per hour. In the analysis
only positive solutions (0 < Ibi) are considered. A real root in the interval (0, 1] exists in
most traffic situations. However, the root may be outside the range (0, 1] in acceleration (see
Fig. 4.3a, vi = 30 km/h and Ei = 5 m), or even the root may not exist in deceleration (see
Fig. 4.3b, vi = 30 km/h and Ei = 5 m).
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Figure 4.3: Numerical solutions of the beacon interval computed using (4.3) for bz = 378
bytes and RD = 6 Mbps, equivalent to a transmission delay of 500 µs.

Fig. 4.4 shows the beacon interval computed by using (4.5) and (4.6) in the accelerated
and uniform movement for different average position errors. As expected, an increase in
velocity demands a shorter beacon interval to guarantee the desired position accuracy. The
beacon interval not only responds to changes in velocity, but also to variations of acceleration.
Note that the impact of acceleration is especially significant at low velocities since for a short
beacon interval the velocity variation is low.
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Figure 4.4: Beacon interval computed by using (4.5) and (4.6) for bz = 378 bytes and RD =
6 Mbps, equivalent to a transmission delay of 500 µs.

Algorithm 4 shows the steps followed by the beacon rate control mechanism to compute
the beacon transmission rate in real-time depending on the vehicle movement status. On
each beacon transmission, the vehicle ni gets its velocity vi and acceleration ai, and sets the
desired position accuracy Ei. Lines 1-20 involve the decisions associated depending on the
movement status of ni: repose (Line 1-2), the beacon transmission rate is set to 1 beacon/s
equivalent to the minimum value required for the proper performance of the less demanding
vehicular applications [11]; accelerated movement (Line 3-7), the beacon transmission rate
is computed using (4.5); uniform movement (Line 8-11), the beacon transmission rate is

Algorithm 4: Beacon Rate Control Mechanism
Data: {vi, ai, tD, Ibc , Ei}
Result: {Rbi}
Begin

1 if (vi == 0 && ai == 0) then
2 Ibi ← 1;

end
3 else if (vi >= 0 && ai > 0) then
4 Compute Ibi{1,2} using (4.5);
5 Ibi ← maximum{Ibi{1} , Ibi{2}};
6 if (Ibi > 1) then
7 Ibi ← 1;

end
end

8 else if (vi > 0 && ai == 0) then
9 Compute Ibi using (4.6);

10 if (Ibi > 1) then
11 Ibi ← 1;

end
end

12 else if (vi > 0 && ai < 0) then
13 Compute D using (4.4);
14 if (D > 0) then
15 Compute Ibi{1,2} using (4.5);
16 Ibi ← maximum{Ibi{1} , Ibi{2}};
17 if (Ibi > Ibc) then
18 Ibi ← Ibc ;

end
end

19 else if (D <= 0) then
20 Ibi ← Ibc ;

end
end

21 Rbi ← ceil(1/Ibi);
22 return Rbi ;

end
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computed according to (4.6); deceleration (Line 12-20), in order to notify with immediacy
to surrounding vehicles a possible braking [15], it is set a critical beacon interval (Ibc). We
demonstrate the applicability of the beacon rate control mechanism in [43].

4.3.2 Transmission Power Control Mechanism

We design the transmission power control mechanism based on the "Dynamic Safety Shield"
concept presented by ETSI in [12], [13]. The dynamic safety shield is a virtual dynamic area
surrounding the transmitting vehicle, as shown in Fig. 4.5. The size of the safety area is
estimated by the transmitting vehicle in real-time. In order to react to a potential crash, a
driver needs to be informed at a sufficient distance from the expected impact to initiate a
maneuver [12], [13]. From the transmitting vehicle’s point of view, this means that it has to
guarantee that its beacon messages are received within a certain distance, which we denote
as target warning distance. The target warning distance (dwi

) depends on the velocity vi of
the transmitting vehicle ni, and the required safety time (ts). Acceleration (deceleration) is
not taken into account to avoid undesired oscillations on the warning distance. The safety
time must consider the maximum latency time (e.g., 300 ms [12], [13]), the average driver’s
reaction time (e.g., 1.5 s [79]), the required action time (e.g., 0.75 s [80]), and a certain time
margin.

Figure 4.5: Dynamic safety shield for the transmitting vehicle ni depending on its velocity vi

and the safety time ts.

We adopt the model based on Nakagami-m proposed by Killat et al. in [65] and used
in [41], [43], [81] to compute the probability of successful reception of beacon messages in
the presence of a single transmitter-receiver pair. This analytical model has been validated
based on extensive evaluations via a discrete-event network simulator, achieving a perfect
match [65]. The model combines the Nakagami-m distribution fast fading model and the
Friis/Two-Ray-Ground path loss model. The probability of successful reception (PSR) is
computed depending on the distance (d) between the transmitter and receiver as follows [65],

PSR =


e−3( d

CR)
2

(
1 + 3

(
d

CR

)2

+
9

2

(
d

CR

)4
)
, d ≤ dco , (4.7)
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(
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(
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(
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+
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2
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(
d2

CR

)4
)
, d > dco , (4.8)

where the crossover distance, dco = 4π
(
hthr
λ

)
, depends on the wavelength of the signal (λ) and

the height of the antennas (ht), (hr), and γ = (dco)
−2.
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The Friis path loss model is considered for distances equal to or less than dco . The
Two-Ray-Ground path loss model is used for distances greater than dco . The intended com-
munication range (CR) depends on the configured transmission power. CR is the maximum
achievable communication distance when only assuming path loss according to Friis/Two-
Ray-Ground and neglecting fast fading effects. Fig. 4.6 shows PSR for different intended
communication ranges and distances between the transmitter and receiver over a crossover
distance of 556 m, equivalent to a carrier frequency of 5.89 GHz and antenna heights of 1.5
m.
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Figure 4.6: Probability of successful reception as a function of distance, using a carrier
frequency of 5.89 GHz and antenna heights of 1.5 m.

The transmission power control mechanism computes the optimal vehicle’s transmission
power (PTi) to maximize the probability of successful reception PSR at the target warn-
ing distance. This control mechanism aims to ensure that the beacons are received at the
target warning distance with certain reliability (rt). If the values of the intended com-
munication range CR that satisfy the condition PSR ≥ rt are grouped into a discrete set
S = {CR1, CR2, ..., CRs}, the valid value of CR in (4.7) or (4.8) that maximizes PSR at the
target warning distance can be computed by solving the following optimization problem,

max
CR

PSR

s.t. d = dwi
,

CR = CR1 ∈ S ∀ PSR ≥ rt.

(4.9)

Algorithm 5 describes the steps followed by the transmission power control mechanism
to compute the optimal beacon transmission power in real-time depending on the vehicle
movement status and the desired safety time. On each beacon transmission, the vehicle ni

gets its velocity vi and sets the desired safety time ts. The target warning distance dwi
is

computed according to basic kinematic equations (see Line 1). A minimum warning distance
(dwo) is guaranteed in Lines 2-3. This is especially useful in low dynamic situations. The PSR
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Algorithm 5: Transmission Power Control Mechanism
Data: {vi, ts, rt, dwo , dco}
Result: {PTi

}
Begin

1 dwi
← vits;

2 if (dwi
< dwo

) then
3 dwi ← dwo ;

end
4 if (dwi

<= dco) then
5 PSR ← (4.7) with d ← dwi

;
6 PT ← Friis model [26];

end
7 else if (dwi

> dco) then
8 PSR ← (4.8) with d ← dwi

;
9 PT ← Two-Ray-Ground model [26];

end

10 CRk ← dwi
;

11 while PSR < rt do
12 CRk+1 ← CRk − P ′SR(CRk)/P ′′SR(CRk);
13 PSR ← PSR(CRk+1);
14 CRk ← CRk+1;

end
15 PTi ← PT (CRk+1);
16 return PTi

;
end

optimization function and the propagation model (used to compute the transmission power)
are defined in Lines 4-9. We use the Newton-Raphson method to compute the intended
communication range CR that maximizes PSR at the target warning distance under the
restriction PSR ≥ rt (see Line 10-14). Note that the first value of CR that satisfies the
restriction is selected. Finally, the transmission power PTi is computed by evaluating the
valid value CR1 in the chosen model (see Line 15).

4.3.3 Contention Window Control Mechanism

IEEE 802.11p [7] considers the DCF procedure for medium contention. It includes the Hybrid
Coordination Function (HCF), which provides prioritization techniques according to IEEE
802.11e. HCF defines different Arbitration Inter-Frame Space (AIFS) and contention window
range depending on the access category (priority) of the packet. Highest priority packets have
the shortest AIFS and the shortest contention window to ensure a high probability of medium
access. The initial contention window size is limited by the minimum contention window. For
broadcast communication, there is no error-handling (e.g., no acknowledgments) and hence
no exponential backoff growth [26]. As the contention window size is not increased, the size
of the minimum contention window always defines the upper limit for the backoff counter.
This limits the prioritization and increases the probability of packet collisions.

To compute the probability of packet collisions, we utilize the analytical model proposed
by Bianchi in [27]. Bianchi’s work is regarded as a standard in this research field. His model
allows analyzing the performance of broadcast communications in vehicular networks based
on IEEE 802.11p [26], [82], [83]. Applying Bianchi’s model to vehicular communications
where no exponential backoff is considered, the probability of packet collisions (p) can be
computed as follows,

p = 1− (1− τ)N−1, (4.10)

where N is the number of contending vehicles, and τ is the probability of a vehicle transmit-
ting in a randomly chosen slot within the contention window size (CW ) with no exponential
backoff,
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τ =
2

CW + 1
. (4.11)

Fig. 4.7 shows the probability of packet collisions for integer values2 of CW in the range
from 3 to 1023 [8]. Note that the probability of packet collisions p is significantly high for small
values of minimum contention windows, even if there is a low number of contending vehicles.
Since interference cannot be completely eliminated in the IEEE 802.11p DCF procedure, the
proposed control mechanism focuses on achieving the lowest possible value of the probability
of packet collisions.
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Figure 4.7: Probability of packet collisions according to the contention window size for dif-
ferent numbers of contending vehicles.

We design the contention window control mechanism to perform a linear distribution of
the size of CW according to N . Let CWmax be the maximum value of CW and Nmax be
the maximum value of N . We denote as p∗ the probability of packet collisions resulting
from the evaluation of Nmax and CWmax in (4.10) and (4.11), respectively. We utilize the
linear function of the probability of packet collisions p̂ = mCW that satisfies the condition
p̂(CWmax) = p∗, so the slope is m = p∗

CWmax
. The solution CW > 0 for each N > 1 that

satisfies the condition p(CW,N) = p̂(CW ) (intersection point) can be computed by finding
the zero of the following function,

P (CW ) = 1−
(

1− 2

CW + 1

)N−1

−mCW. (4.12)

2As specified in [8], CW is divided into equidistant time slots. The valid range of integers for CW is
between 3 to 1023. The length of each time slot is 13 µs.
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The value of CW that minimizes P can be computed by solving the optimization problem,

min
CW

P

s.t. p∗ = 1−
(

1− 2

CWmax + 1

)Nmax−1

,

m =
p∗

CWmax

,

N > 1.

(4.13)

We design the control mechanism to provide the lowest value of p by using Bianchi’s
model when CW = CWmax and N = Nmax. For example, if CWmax = 1023 and Nmax = 500,
the lowest value of p according to Bianchi’s model is p(1023, 500) = p∗ = 0.62 (see Fig.
4.7). However, p̂(1023) = p∗ = 0.62 is the maximum value of probability of packet collisions
according to p̂. As we are interested in the intersection point between both functions, the
optimal value of the minimum contention window CW provides the lower probability of
packet collisions in the interval (0, p∗], for each N in the interval 1 < N ≤ Nmax following a
linear distribution. Fig. 4.8 shows the numerical solutions of CW computed by using (4.12)
for different numbers of contending vehicles.
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Figure 4.8: Numerical solutions of the minimum contention window computed by using (4.12)
for CWmax = 1023 and Nmax = 500.

The proposed mechanism focuses on the collision domain of the transmitting vehicle in
saturation condition, as specified by Bianchi’s model assumptions [27]. The saturation con-
dition assumption means that the control mechanism is able to operate in the worst-case
scenario. This is a key design assumption since communication reliability is critical in safety
communications. We reduce the number of contending vehicles N to the number of neighbors
of the transmitting vehicle. This is a valid assumption since Bianchi’s model [27] only focuses
on the collision domain of the transmitter, neglecting the impact of the hidden terminals.
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Further, computing the number of contending vehicles in ad-hoc scenarios is a challenge
because it involves the vehicles within the carrier-sensing-range.

To fulfill the steady-state principle of Bianchi’s model [27], vehicles compute the optimal
size of CW based on the maximum LDM database size (N̂) reported on their neighborhood.
Vehicles attach to the beacon the maximum value between its LDM database size and the
maximum size announced by their neighbors, as shown in Fig. 4.9. Initially, vehicles n1

and n2 announce that their LDM databases are empty. At step 3, the vehicle n3 announces
a maximum LDM database size equal to 2. At step 5, the maximum size reported by the
vehicles converges to the same value. The dissemination process allows vehicles to see the
system in a steady-state.

Figure 4.9: Representation of the LDM database size dissemination process.

Algorithm 6 describes the steps followed by the contention window control mechanism
to compute the optimal size of the minimum contention window in real-time. On each
beacon transmission, the vehicle ni gets the maximum LDM database size N̂i reported on
its neighborhood. Lines 1-13 involve the decisions associated with the calculation of CWi

depending on N̂i. The smallest size of the minimum contention window CWmin is set in Lines
1-2. The Newton-Raphson method is used to compute the optimal size of the minimum
contention window when 1 < N̂i ≤ Nmax (see Line 3-11). Note that the optimal size of CWi

is computed with an accuracy (σ) of one slot (see Lines 7 and 9). Finally, the largest value
of the minimum contention window CWmax is set in Lines 12-13.

4.3.4 POSACC Algorithm

POSACC controls the beacon transmission parameters based on the vehicle dynamics and
surrounding situation. POSACC integrates the control mechanisms described above to pro-
vide the position accuracy and communication reliability required by cooperative safety ap-
plications. It also focuses on maintaining the vehicle’s warning distance, channel load, and
end-to-end latency into the operative range of cooperative safety applications. POSACC
takes advantage from the relationship between average velocity and traffic density [15] to
reduce the conflict between the design goals. The interference is decreased without affecting
the position accuracy and warning distance. In addition, a balance between the end-to-end

54



Algorithm 6: Contention Window Control Mechanism
Data: {N̂i, CWmin, CWmax, Nmax}
Result: {CWi}
Begin

1 if (N̂i <= 1) then
2 CWi ← CWmin;

end
3 else if (N̂i > 1 && N̂i <= Nmax) then
4 CWk ← CWmin;
5 Compute p∗ using (4.10) and (4.11);
6 m ← p∗/CWmax;
7 while σ > 1 do
8 CWk+1 ← CWk − P (CWk)/P ′(CWk);
9 σ ← fabs(CWk+1 − CWk);

10 CWk ← CWk+1;
end

11 CWi ← round(CWk+1);
end

12 else if (N̂i > Nmax) then
13 CWi ← CWmax;

end
14 return CWi;

end

latency and beacon interval is maintained in order to avoid packet losses due to expiration
time reached.

Algorithm 7 describes the steps followed by POSACC on each beacon transmission.
First, the beacon rate is computed depending on vehicle movement status to guarantee the
desired position accuracy (see Line 1). Then, the optimal vehicle’s transmission power is com-
puted to maximize the probability of successful reception at the target warning distance (see
Line 2). Finally, the optimal size of the minimum contention window is computed depend-
ing on the maximum LDM database size reported in the neighborhood of the transmitting
vehicle to minimize the probability of packet collisions (see Line 3).

Algorithm 7: POSACC
Data: {data-set: Algorithm 4, Algorithm 5, Algorithm 6}
Result: {Rbi , PTi

, CWi}
Begin

1 Execute Algorithm 4;
2 Execute Algorithm 5;
3 Execute Algorithm 6;
4 return Rbi ;
5 return PTi

;
6 return CWi;

end
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4.4 Simulation Setup
In this section, we present the simulation setup in detail. The basic settings of the evalu-
ation scenario, as well as communication parameters, are introduced in Section 4.4.1. The
configurations of ETSI DMG, LIMERIC, DC-BTR&P and POSACC are given in Section
4.4.2.

4.4.1 Scenarios and Basic Configuration

We conduct our simulations using the Veins framework [84] with the IEEE 802.11p MAC/PHY
model introduced by Eckhoff and Sommer in [67]. We assume a dedicated CCH that is solely
used by safety applications. Consequently, the beaconing process occurs on the CCH without
considering multi-channel operation. The evaluation scenario is a one-way two-lane highway
with a total length of 3 km. Vehicles are randomly located on the first kilometer of the
highway. To address a wide range of vehicular situations (e.g., from low vehicular density -
high average speed to high vehicular density - low average speed), we define eight different
traffic setups, as shown in Table 4.2.

Table 4.2: Traffic Settings
Traffic Setup 1 2 3 4 5 6 7 8
Traffic Density (ρ) [veh/km/lane] 10 20 30 40 50 60 70 80
Maximum Velocity [km/h] 100 90 80 70 60 50 40 30

The transmission power is set to 20 dBm [7]. We utilize the Two-Ray Interference model
[68] with a dielectric constant εr = 1.02 to simulate the radio signal propagation. This model
has been validated based on an extensive set of road measurements, capturing complex signal
effects, especially at short and medium distances [68]. The beacons have 378 bytes [31] and
are transmitted with a priority corresponding to the voice access category (AC_VO) [8], [29].
Each vehicle is 5 m long, 2 m wide, with a maximum acceleration of 2.5 m/s2, and deceleration
up to 4.5 m/s2. We utilize omnidirectional antennas with a height of 1.5 m [65] and a data-
rate equal to 6 Mbps [8]. In order to validate statistically the results, we conducted a total of
800 simulations with random seeds: 8 traffic setups, 5 beaconing algorithms configurations,
and 20 repetitions. The most important simulation parameters are given in Table 4.3.

Table 4.3: Simulation Parameters
Parameter Value
CCH Frequency 5.89 GHz [7]
CCH Bandwidth 10 MHz [7]
Transmission Power 20 dBm [7]
Receiver Sensitivity -82 dBm [36]
Carrier Sense Threshold -90 dBm [36]
Thermal Noise -104 dBm [26]
Data-Rate (RD) 6 Mbps [8]
Beacon Size (bz) 378 bytes [31]
Access Category (AC) AC_VO [8], [29]
Backoff Slot Time 13 µs [8], [67]
Propagation Model Two-Ray Interference [68]
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4.4.2 Configuration of the Algorithms

POSACC is compared with two relevant state-of-the-art beaconing algorithms, such as ETSI
DMG [11] and LIMERIC [31]. POSACC is also compared with our previous adaptive bea-
coning algorithm, DC-BTR&P [43]. We developed a new simulation model using the Veins
framework, which captures the full operation mode of the four adaptive beaconing algorithms.

As specified in [11], ETSI DMG transmits a new CAM if one of the following conditions
has been detected:

• The difference between current and previous position exceeds 4 m (e.g., ∆pos ≥ 4 m);
• The difference between current and previous velocity exceeds 0.5 m/s (e.g., ∆vel ≥ 0.5

m/s);
• The difference between current and previous heading exceeds 4◦ (e.g., ∆head ≥ 4◦);

CAM trigger rules are checked at a time interval denoted as Status Monitoring and Deci-
sion Interval (SMDI).

In LIMERIC [31], each vehicle adapts its beacon transmission rate such that the channel
load converges to a specified threshold. The beacon rate of vehicle j at time instant t is
computed according to,

r̂j(t) = (1− α)r̂j(t− 1) + β(r̂g − r̂C(t− 1)), (4.14)

where r̂C is the aggregate rate of all vehicles participating in congestion control, r̂g is the
goal for the total rate, and α and β are adaptation parameters that control stability, fairness,
and steady-state convergence.

To ensure convergence in very dense scenarios, LIMERIC introduces a novel gain satura-
tion approach. The modified linear rate-control equation based on (4.14) with gain saturation
is,

r̂j(t) = (1− α)r̂j(t− 1) + sign(r̂g − r̂C(t− 1)) min[X, β |(r̂g − r̂C(t− 1)|], (4.15)

where X is a threshold that limits the update offset. We utilize LIMERIC with the gain
saturation approach [31] for comparison purposes. The CBR is measured at a fixed time
interval of 200 ms, as specified in [30]. This time interval is denoted as Channel Monitoring
and Decision Interval (CMDI).

DC-BTR&P [43] adapts the beacon rate and transmission power of the vehicle j to provide
the desired position accuracy. The beacon rate is adjusted according to the beacon rate
control mechanism presented in Section 4.3.1. The transmission power is computed as [43],

P̂tj = P̂tmin
+ (P̂tmax − P̂tmin

)

(
1− Lj

Lo

)
R̂−φbj , (4.16)

where P̂tmin
is a minimum fixed transmission power, P̂tmax is the maximum allowed transmis-

sion power, Lo is the channel load threshold, φ is a weight factor which controls the impact
of the beacon rate R̂bj on the transmission power, and Lj is the channel load on j.
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In POSACC, we specify an average position error of 1 m according to cooperative safety-
critical applications, such as LCRW [12] and ICRW [13]. The critical beacon interval is set to
0.2 s [15], achieving a good trade-off between position tracking and the generated interference.
We set a minimum warning distance of 50 m, which is within the minimum safety range used
in [36]. We define a safety time of 5 s, that is long enough to include a maximum latency
of 300 ms [12], [13], an average driver’s reaction time of 1.5 s [79], a required action time of
0.75 s [80], and a margin of 2.45 s. To achieve a high probability of successful reception of
beacon messages, the target reliability is set to 0.99. According to [8], an interval from 3 to
1023 is used for the contention window. As specified in [85], an optimal contention window
must keep a balance between the expired beacons and the collided ones. Since the trade-off
between communication reliability and end-to-end latency depends on Nmax, two different
setups are investigated. We set the maximum value of N̂ to 200 and 500 vehicles, which are
values into the range of the vehicular density studied in [31]. The algorithms settings are
shown in Table 4.4.

Table 4.4: Algorithms Settings
Algorithm Parameter Value
ETSI DMG ∆pos ≥ 4 m [11]
ETSI DMG ∆vel ≥ 0.5 m/s [11]
ETSI DMG ∆head ≥ 4◦ [11]
ETSI DMG SMDI 20 ms [11]
LIMERIC alpha (α) 0.1 [31]
LIMERIC beta (β) 1/150 [31]
LIMERIC Goal for Total Rate (r̂g) 0.6 [31]
LIMERIC Threshold (X) 0.0005 [31]
LIMERIC CMDI 200 ms [30]
DC-BTR&P Min. Transmission Power 7 dBm [43]
DC-BTR&P Max. Transmission Power 20 dBm [43]
DC-BTR&P Channel Load Threshold (Lo) 0.6 [31]
DC-BTR&P Weight Factor (φ) 2 [43]
DC-BTR&P Average Position Error (E) 1 m [12], [13]
DC-BTR&P Critical Beacon Interval (Ibc) 0.2 s [15]
POSACC Average Position Error (E) 1 m [12], [13]
POSACC Critical Beacon Interval (Ibc) 0.2 s [15]
POSACC Min. Warning Distance (dwo) 50 m [36]
POSACC Desired Safety Time (ts) 5 s [80]
POSACC Target Reliability (rt) 0.99

POSACC Maximum value of N̂ (Nmax) 200, 500 [31]
POSACC Minimum value of CW (CWmin) 3 [8]
POSACC Maximum value of CW (CWmax) 1023 [8]

4.5 Evaluation
POSACC relies on the adaptation of beacon rate, transmission power, and the size of the
minimum contention window. Therefore, we first verify the aforementioned three points in
Section 4.5.1. Then, we present the performance of POSACC and compare it with ETSI
DMG, LIMERIC, and DC-BTR&P in Section 4.5.2.

4.5.1 Performance of the Control Mechanisms

POSACC controls in real-time the beacon rate, transmission power, and the size of the min-
imum contention. Therefore, the first step is to evaluate the performance of the iteration
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Figure 4.10: Complexity of the Newton-Raphson based control mechanisms.

processes. We use small scale Matlab simulations based on data-sets to evaluate the com-
plexity of the iteration processes. Fig. 4.10 shows that the Newton-Raphson based control
mechanisms solve the optimization problems with a really low number of iterations.

To better understand how POSACC reacts to vehicular traffic dynamics, we illustrate in
Fig. 4.11 the acceleration and velocity of a generic vehicle in the scenario during 100 s of
the simulation time. Since the impact of the acceleration on the beacon interval computed
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Figure 4.11: (a) Acceleration and (b) velocity developed by the vehicle during 100 s of
simulation time with ρ = 70 veh/km/lane.
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by the beacon rate control mechanism is more significant at lower velocities, we show the
mobility pattern of the vehicle in the traffic scenario of 70 veh/km/lane (40 km/h).

Fig. 4.12a illustrates the adjustment that POSACC imposes in real-time on the beacon
interval to achieve an average position error of 1 m. The beacon rate corresponding to the
beacon interval required by POSACC is shown in Fig. 4.12b. In accelerated movement, an
increase in velocity demands an increase in the beacon rate computed by POSACC, ensuring
that for high-velocity situations the beacon interval is shortened to guarantee the target
position accuracy, as shown in the interval from 10 s to 30 s. POSACC not only responds to
variations in speed but also to changes of acceleration, as shown in the interval from 3 s to
10 s. In this time interval, the vehicle moves with a velocity of 6.2 m/s (22 km/h) and the
beacon interval (beacon rate) oscillates between 0.32 s (4 beacon/s) and 0.2 s (5 beacon/s).
Positive or zero acceleration leads to a beacon interval close to 0.32 s, as predicted by (4.5)
and (4.6) (see Fig. 4.4). Nevertheless, when the vehicle slows down, POSACC sets a critical
beacon interval equal to 0.2 s. Consequently, surrounding vehicles are more likely to detect
sudden braking.
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Figure 4.12: (a) Beacon interval and (b) beacon rate computed by the vehicle during 100 s
of simulation time with ρ = 70 veh/km/lane.

For comparison purposes, we also include in Fig. 4.12 the beacon interval (beacon rate)
computed by ETSI DMG and LIMERIC in the same traffic scenario. Note that POSACC
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and DC-BTR&P utilize the same beacon rate control mechanism. The vehicle dynamics is
also taken into account by ETSI DMG. However, the asynchrony between the CAM trigger
limit and the SMDI leads to oscillations in the beacon rate. For instance, if the vehicle has
a constant speed of 12 m/s going straight ahead, it is expected that ETSI DMG generates
exactly 3 beacon/s considering ∆pos ≥ 4 m (see [11]). Accordingly, the requirements of
the vehicle dynamics are not fully fulfilled implying a potential risk for road safety. This
divergence effect has been reported in [40]. On the contrary, POSACC achieves a stable
beacon transmission rate once the velocity has increased and the impact of the acceleration
is negligible, as shown in the interval from 30 s to 100 s. LIMERIC adjusts the beacon
transmission rate based on the measured CBR without taking into account the specific vehicle
dynamics. As specified in [77], noisy CBR measurements produce unfairness in rate allocation
even with gain saturation.

Both POSACC and DC-BTR&P adapt the communication range and transmission power
in real-time depending on vehicle dynamics, as shown in Fig. 4.13. Initially, the vehicle moves
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Figure 4.13: (a) Communication range and (b) transmission power computed by the vehicle
for different traffic situations.
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with low dynamics, so POSACC computes an intended communication range of 140 m to
guarantee the default minimum warning distance of 50 m with reliability equal to 0.99. As
velocity increases, POSACC increases the size of the safety shield by adjusting the warning
distance to ensure a safety time of 5 s. For instance, in the traffic scenario of 30 veh/km/lane,
the vehicle moves with a maximum velocity of 22.2 m/s (80 km/h) in the interval from 13 s
to 70 s, resulting in a warning distance and intended communication range of 111 m and 310
m, respectively. Accordingly, POSACC increases the transmission power up to 15.7 dBm to
maximize the probability of successful reception of beacon messages at the computed warning
distance. In contrast, DC-BTR&P reduces the communication range and transmission power
as the vehicle’s velocity increases, as shown in Fig. 4.13. DC-BTR&P aims to mitigate packet
collisions at the cost of decreasing the vehicle’s warning distance. This strategy is suitable for
urban environments where the vehicles’ mobility pattern usually shows a continuous change
between acceleration, deceleration, and repose (see [43]). However, on a highway, this issue
is critical for road safety because drivers need to be notified at a sufficient distance from the
expected impact, as specified in [12], [13]. Note that even in the traffic setup of the lowest
velocity (80 veh/km/lane), the design of DC-BTR&P leads to a stable transmission power
less than 9 dBm.

Fig. 4.14 demonstrates the effectiveness of POSACC to control the size of the minimum
contention window in real-time on different traffic situations. Note that the dissemination
of the maximum LDM database size ensures global fairness in the calculation of the optimal
size of the minimum contention window, as well as the steady-state principle (see [27]).
In POSACC, the size of the minimum contention window increases as more vehicles are
registered in the LDM database, as defined by (4.12). Vehicles converge to the same optimal
size of the minimum contention window. This not only minimizes the probability of packet
collisions in the neighborhood of the transmitting vehicle but also decreases the negative
impact of the hidden terminals.

Figure 4.14: Size of the minimum contention window computed in real-time by the vehicles
on different traffic situations with POSACC.

62



Fig. 4.15 shows the average transmission parameters computed by the beaconing algo-
rithms on each traffic scenario. POSACC adapts to vehicular traffic dynamics by using the
proposed control mechanisms. Note that the design strategy reduces the conflict between the
required goals. The beacon rate and transmission power decrease for higher traffic densities,
since the velocity of the vehicles is reduced and more vehicles are involved in interferences.
Further, the size of the minimum contention window decreases as the beacon rate increases
because the traffic density is reduced and the end-to-end latency becomes more critical. For
instance, in the traffic scenario of 10 veh/km/lane (100 km/h), POSACC increases the trans-
mission rate up to 14 beacon/s to limit the average position error to 1 m, but at the same
time, it sets the smallest size of the minimum contention window (e.g., 200 and 300) to reduce
the latency and minimize the probability of packet collisions.
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Figure 4.15: Transmission parameters computed by the beaconing algorithms.

4.5.2 Performance of the POSACC Algorithm

This subsection presents the evaluation results of POSACC compared with ETSI DMG,
LIMERIC, and DC-BTR&P in terms of position accuracy, communication reliability, channel
load, and end-to-end latency.

Fig. 4.16 shows the histograms with the relative probability of the average and maximum
position error achieved by the beaconing algorithms in the traffic setups of 50 veh/km/lane
(60 km/h) and 10 veh/km/lane (100 km/h). As defined by (4.1), the maximum position
error is twice the average position error. We can observe the effectiveness of POSACC
to achieve an average position error of 1 m. However, ETSI DMG only achieves half of the
position accuracy provided by POSACC. Unlike ETSI DMG and POSACC, LIMERIC cannot
guarantee a pre-defined position error. Note that the position error increases as the velocity
of the vehicle increases. The reason is that LIMERIC controls the beacon transmission rate
according to the channel load, without taking into account the vehicular traffic dynamics.
The gain saturation technique limits the transmission rate to 10 beacon/s in low density -
high speed scenarios (see Fig. 4.15). Despite that a beacon rate of 10 beacon/s provides a
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(a)

(b)

Figure 4.16: Probability-based histograms of the average and maximum position error
achieved by the adaptive beaconing algorithms for (a) ρ = 50 veh/km/lane and (b) ρ =
10 veh/km/lane.

good position accuracy on a wide range of traffic conditions, this transmission rate is not
enough to achieve an average position error of 1 m in vehicular scenarios where the velocity
exceeds 80 km/h, as shown in Fig. 4.16b.

Fig. 4.17a illustrates that the position accuracy achieved by POSACC is better than the
ETSI DMG and LIMERIC in each traffic setup. Note that 95 % of the maximum position
error population falls below 2 m, which means that most of the vehicles compute an average
position error of 1 m. Further, POSACC also achieves lower peaks of the maximum position
error on all conditions, as shown in Fig. 4.17b. Both algorithms ETSI DMG and LIMERIC
have limitations when applied to cooperative safety-critical applications. Trigger conditions
in ETSI DMG lead to low beacon rates in order to alleviate the channel load and maintain
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Figure 4.17: (a) 95 % cut-off and (b) peak values of the maximum position error achieved
by the beaconing algorithms.

a certain level of awareness. However, packet losses have more impact on position error
at lower beacon rates. This means that for each beacon lost in ETSI DMG, the position
error increases by 4 m. Accordingly, the peak values of the maximum position error in ETSI
DMG increase up to 24 m, as shown in Fig. 4.17b. In addition, ETSI DMG has the worst
performance in the traffic setup of 60 veh/km/lane, achieving a 95 % cut-off error higher
than 6 m. This analysis is supported by the packet delivery ratio (PDR) shown in Fig. 4.18.
The vertical lines in Fig. 4.18 represent the 25th and 75th percentiles. We can observe that
the mean PDR achieved by ETSI DMG in the traffic setup of 60 veh/km/lane is below 0.92.

In LIMERIC, the gain saturation technique leads to a high beacon rate in low densities.
Therefore, it only sets a beacon rate lower than 10 beacon/s if the traffic density is high, for
example, when exceeds 50 veh/km/lane (see Fig. 4.15). If the beacon transmission rate is
high, the impact of packet losses on the position error is lower. However, recurring packet
losses eventually will lead to a higher position error, as shown in Fig. 4.17b. Note that the
peaks of the maximum position error in LIMERIC are close to the peaks computed by ETSI
DMG. This effect also can be observed in the traffic densities from 50 to 80 veh/km/lane,
where the 95 % cut-off error achieved by LIMERIC increases up to 4 m (see Fig. 4.17a)
and the mean PDR does not exceed 0.91 (see Fig. 4.18). For instance, it is expected that
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Figure 4.18: Packet delivery ratio computed by the beaconing algorithms on each traffic
setup.
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Figure 4.19: Packet collisions per second measured in the traffic setup of 60 veh/km/lane.

the maximum position error computed by LIMERIC be 1.4 m in the traffic density of 70
veh/km/lane (40 km/h). However, the 95 % cut-off maximum position error is almost three
times higher than the expected value due to packet losses.

Fig. 4.18 shows that POSACC has also the best performance in terms of communication
reliability, achieving a mean PDR higher than 0.95 for each traffic setup. The PDR achieved
by LIMERIC decreases as traffic density increases. Since vehicles adjust the beacon rate to
achieve fairness, it requires a great number of vehicles sharing the channel resources to set
a low transmission rate. Fig. 4.15 shows that even in the more dense setups, the average
beacon rate of LIMERIC is higher than 6 beacon/s. Consequently, more vehicles suffer from
interference, leading to a higher packet collision rate, as shown in Fig. 4.19. This is critical
in non-homogeneous scenarios where vehicles are moving at different speeds (e.g., a two-
way highway in free flow and congested state). The interference generated by the congested
section leads to a low position accuracy in the vehicles that move at high speed. ETSI DMG
is also affected by vehicular density. We notice that controlling the beacon rate according to
vehicle dynamics is not sufficient to guarantee a PDR higher than 0.95 on each traffic setup.

Fig. 4.20 shows that POSACC is able to regulate the channel load by adapting the beacon
rate according to vehicle traffic dynamics. In this figure, the vertical lines also represent the
25th and 75th percentiles. As expected, ETSI DMG and LIMERIC measure the lower and
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Figure 4.20: Channel busy ratio computed by the beaconing algorithms on each traffic setup.

higher CBR, respectively. ETSI DMG achieves a low CBR at the cost of reducing the
position accuracy. Instead, LIMERIC maximizes channel utilization at the cost of reducing
communication reliability. Whereas for POSACC, the measured CBR does not exceed 35 %
of the channel capacity, and it is controlled by the relationship between the average velocity
and traffic density (see [15]). Note that the CBR increases, then it remains stable and finally
decreases. However, in the more dense traffic setups, the CBR measured by LIMERIC
exceeds 50 % of channel capacity.

In POSACC, the adaptive control of the minimum contention window provides a high
position accuracy without significantly affecting communication reliability, as shown in Fig.
4.19. Note that POSACC and ETSI DMG compute a similar packet collision rate, but
POSACC achieves a position accuracy two times higher. POSACC guarantees the priority
metrics at the cost of increasing the end-to-end latency, as shown in Fig. 4.21. However,
the 95 % cut-off end-to-end latency computed in all conditions are far away from the upper
limit of 300 ms specified by ETSI for cooperative safety applications (see [12], [13]). In fact,
the 95 % cut-off latency does not exceed 11 ms, and it is lower than 8 ms for Nmax = 500.
We notice that both setups of Nmax achieve similar performance in terms of communication
reliability (see Fig. 4.18); however, the setup of Nmax = 200 leads to an increase in the
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Figure 4.21: End-to-end latency performance (95 % cut-off latency) achieved by the beacon-
ing algorithms.
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latency up to 3 ms. POSACC keeps a balance between the end-to-end latency and beacon
interval in order to avoid packet losses due to expiration time reached. Note that an increase
in the end-to-end latency also corresponds to an increase in beacon interval (see Fig. 4.15).
Accordingly, POSACC provides the position accuracy and communication reliability required
by cooperative safety applications with a 95 % cut-off latency that does not exceed 8 % of
the beacon interval.

4.6 Conclusion
In this paper, we proposed an adaptive beaconing algorithm, called POSACC, for coopera-
tive vehicular safety systems. We designed three different control mechanisms to guarantee
specific performance metrics. The performance of POSACC algorithm was evaluated in differ-
ent traffic setups and compared against three different state-of-the-art beaconing algorithms;
ETSI DMG, LIMERIC, and DC-BTR&P. Extensive evaluation results demonstrated that
the design strategy was able to reduce the conflict between the required goals. The proposed
control mechanisms proved their effectiveness to control the beacon transmission parameters
in real-time. POSACC was able to limit the position error and improve communication reli-
ability, while maintaining the warning distance, channel load, and end-to-end latency within
the desired limits. POSACC outperformed the benchmark beaconing algorithms by guar-
anteeing the operational requirements of cooperative safety applications in a wider range of
traffic situations. POSACC achieved in each traffic setup a 95 % cut-off average position
error of 1 m and PDR higher than 0.95, with a 95 % cut-off end-to-end latency that did not
exceed 8 % of the beacon interval. Regarding future works, we intend to study the benefits
and limitations of controlling the values of CWmax and Nmax in real-time according to the
surrounding traffic situation, as well as using nonlinear functions in the contention window
control mechanism.
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Chapter 5

Impact of Awareness Control on
V2V-based Overtaking Application in
Autonomous Driving

In autonomous driving, IEEE 802.11p-based vehicle-to-vehicle (V2V) communication is con-
sidered for overcoming the intrinsic limitations of sensors and supporting safety applications.
In this letter, we evaluate the effectiveness of relevant awareness control approaches, such
as ETSI DMG, IVTRC, and POSACC, to support the V2V-based overtaking application in
autonomous driving. For this, we assess the incident detection capability of the overtaking
application when it is running with messages gathered from these approaches, considering
packet losses due to channel fading. Simulations show that POSACC is more effective than
the remaining approaches for detecting unsafe overtaking maneuvers in different operating
conditions.

5.1 Introduction
Autonomous driving is expected to reduce the number of traffic accidents caused by human
errors [86]. Currently, autonomous vehicles (AVs) can perform safety operations such as for-
ward collision avoidance, traffic sign detection, and lane departure warning [87]. However,
performing other safety operations such as overtaking, which requires to determine whether
a gap is safe for the maneuver considering the trajectory of the AVs in the vicinity, is still
challenging. This is because sensors (e.g., radars, lasers, and cameras) are incapable of deter-
mining the location of oncoming traffic successfully. Further, sensors are unable of detecting
potential threats a few blocks away due to their limited view [88]. Despite sensors’ limita-
tions, they still are the cornerstone of different proposals to support overtaking applications
(e.g., in [89], automotive radars are used for video rate control to improve the visual quality
of drivers). A viable solution for overcoming the limitations of sensors is to enable wireless
links between the AVs.

By using vehicle-to-vehicle (V2V) communication based on IEEE 802.11p [8], the motion
parameters of the AV (e.g., its position, speed, and acceleration) can be regularly transmitted
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in the form of cooperative awareness messages (CAMs) [11]. CAMs are essential for tracking
highly dynamic neighboring vehicles and supporting high-level safety applications. Standard
CAMs are broadcasted at a fixed message transmission frequency ranging from 1 to 10
Hz [11]. However, the varying conditions of the wireless channel and vehicular traffic impose
the necessity of considering congestion and awareness control approaches [11], [33], [35], [47],
[45]. For instance, the European Telecommunication Standards Institute (ETSI) defined the
dynamic message generation (DMG) approach in [11], which is a kinematic-based mechanism
that controls CAMs triggering. ETSI also defined a set of decentralized congestion control
(DCC) mechanisms [33] that adapt the message transmission parameters to keep the channel
load below a target threshold. Unlike ETSI proposals, the Inter-Vehicle Transmit Rate
Control (IVTRC) approach set by Huang et al. in [35] and its variant based on tracking error
threshold (IVTRC-Th) [47], adapt the message transmission rate in a probabilistic manner
based on positioning tracking error. Bolufé et al. [45] introduced a POSition-ACCuracy
(POSACC) based awareness control approach where message transmission parameters are
controlled depending on vehicle dynamics and surrounding road traffic to limit the position
error and improve communication reliability.

Although numerous adaptive approaches with diverse goals have been proposed in the
literature, to date little attention has been paid on whether the proposed approaches are
adequate or not to support safety applications. In particular, safety-critical applications
aimed at detecting new neighboring vehicles with sufficient time to react and avoid a traffic
accident, such as the V2V-based overtaking application. To our best knowledge, no literature
has put to work together the overtaking application and awareness control approaches so far.

In this letter, we evaluate the effectiveness of relevant awareness control approaches, such
as ETSI DMG [11], IVTRC [35], IVTRC-Th [47], and POSACC [45], to support the V2V-
based overtaking application in autonomous driving. In particular, we assess the incident
detection capability of the overtaking application when it is running with CAMs gathered
from these approaches. The main contribution of this work is to evaluate the impact of the
addressed awareness control approaches on predicting unsafe overtaking maneuvers, taking
into account motion state sensors’ errors and packet losses due to channel fading.

5.2 System Model
We consider three AVs, A (AV that intends to overtake), C (AV that will eventually be
overtaken by A), and B (AV that oncoming to A and C from the opposite lane), as illustrated
in Fig. 5.1. Then, the overtaking application running on A should monitor the movement
status of C, and at the same time, use the received CAMs for tracking the position of B in
order to evaluate the suitability of the overtaking maneuver and avoid unsafe executions.

5.2.1 Overtaking Time Estimation

Assume that AVs A and C move at the same speed1 (vA = vC) at the beginning of the
overtaking maneuver, and A starts accelerating with aovA to change the lane and overtake

1In order to reduce the complexity, the model considers the movement in a single dimension (longitudinal
displacement of the vehicle), obviating any transverse movement.
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Figure 5.1: Overtaking scenario. AV A changes the lane from its right to left to overtake C.
To ensure the reliability of the maneuver, we assume a time window (tw) for the overtaking
intention equal to the overtaking confirmation.

C, as shown in Fig. 5.1. The initial overtaking heading (θ1) of A can be computed as,
θ1 = tan−1

(
lw
Do

)
[90], where lw is the lane width and Do is the initial distance between A and C

(regarding the front side of A and rear side of C). The distance travelled by A during the lane
change maneuver (from its right to left) is, dA(tRL

ch ) = vA · tRL
ch +

aov
A ·(t

RL
ch )2

2
, where tRLch represents

the time needed by A to change the lane (from its right to left), which can be computed as,

tRLch =
−vA +

(
v2
A +

2aovA lw
sin θ1

) 1
2

aovA
, aovA > 0. (5.1)

We assume that A accelerates with aovA until it reaches the maximum allowed overtaking
velocity, vmax

A . The time (tφ1) needed by A to reach vmax
A once the first lane change has been

done is,

tφ1 =
vmax
A −

(
vA + aovA · tRLch

)
aovA

. (5.2)

Then, A completes the overtaking maneuver at uniform motion. In order to carry out the
overtaking in a reasonable time and represent a more realistic overtaking situation, we also
assume that: i) C moves with uniform motion during the entire overtaking maneuver and ii)
sensor’s noisy measurements over the real acceleration of A and C are considered, as specified
in [91]. Hence, the estimated acceleration of A and C could be non zero even in uniform
motion. Accordingly, aA and aC are the measured acceleration of A and C, respectively, in
uniform motion, as shown in Fig. 5.1. Once vmax

A is reached, the time (tφ2) needed by A to
overtake C in a safety distance, Ds, can be derived from,

dA(tφ1) + dA(tφ2) = dC(tRLch ) + dC(tφ1 + tφ2) +Ds + LA + LC , (5.3)

where LA and LC are the length of A and C, respectively. So, tφ2 can be estimated as follows,
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tφ2 =



dC(tφ1)− dA(tφ1) + dC(tRLch ) +Ds + LA + LC
vmax
A − vC − aCtφ1

,

if aA = aC ,∀vmax
A / ∃ tφ2 > 0,

−(vmax
A − vC − aCtφ1) +

[
(vmax
A − vC − aCtφ1)2 + 2(aA − aC)

(
dC(tφ1)− dA(tφ1) + dC(tRLch )

+Ds + LA + LC
)] 1

2

aA − aC
,

if aA 6= aC ,∀vmax
A / ∃ tφ2 > 0.

(5.4)

The time required by A to change the lane (from its left to right) depending on the final
overtaking heading (θ2) can be computed as,

tLRch =


lw

vmax
A sin θ2

, aA = 0,

−vmax
A +

(
(vmax
A )2 + 2aAlw

sin θ2

) 1
2

aA
, aA 6= 0.

(5.5)

Finally, the total time required by A to overtake C can be computed as follows,

tAC = tRLch + tφ1 + tφ2 + tLRch . (5.6)

5.2.2 Time Window

As shown in Fig. 5.1, we set the complexity of the overtaking maneuver into three different
stages. 1) Overtaking Intention: it starts when AV A receives the first CAM from oncoming
AV B, indicating that there is a sufficient gap to perform a safe overtaking maneuver. Here, A
follows C with uniform motion maintaining controlled the distance Do. If one or more CAMs
are received into a time window confirming that the overtaking maneuver can be successfully
performed, A goes forward to the second stage. 2) Overtaking Confirmation: A (into a time
window) determines whether to continue or not the overtaking maneuver depending on pre-
viously received information and new CAMs arriving from B; and 3) Overtaking Completion:
A completes the overtaking.

We set the same time window for stages 1 and 2. We define this time window as the time
required by A to reach C during the overtaking (see Fig. 5.1). This is a suitable assumption
since this time interval allows A to abort the maneuver without causing a dangerous situation
regarding C. The time window can be computed as,

tw = tRLch + tφ1 + tε, (5.7)

where tε is the time required by A to reach C once vmax
A is accomplished, as shown in Fig.

5.1. The time (tε) can be derived from,
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dA(tφ1) + dA(tε) = dC(tRLch ) + dC(tφ1 + tε). (5.8)

By using kinematic equations in (5.8), tε (which is a small time interval) can be estimated
as,

tε =
vC(tRLch + tφ1)− dA(tφ1)

vmax
A − vC

. (5.9)

Note that: ∃ tε ∀ vmax
A / vC(tRLch + tφ1) > dA(tφ1).

5.2.3 Encounter Time Estimation

The AV A utilizes a kinematics-based trajectory prediction model and the received CAMs
for tracking the new positions of B. Consider that PA is the position of A when the first CAM
from B is received, and P

′
A is the position of A at the end of the overtaking maneuver, as

shown in Fig. 5.1. On each received CAM, the position (PB), speed (vB), and acceleration
(aB) of B are used by A as input for the following prediction model equation,

[
P k
B

vkB

]
=

[
1 ∆t
0 1

]
·
[
P k−1
B

vk−1
B

]
+

[
∆t2

2

∆t

]
aB. (5.10)

If past a ∆t time step no CAM is received, A uses (5.10) and the previous information to
predict the new position (P k

B) and velocity (vkB) of B. In (5.10), k and k − 1 are the current
state and previous state, respectively.

Once the position of B has been updated, A can estimate the encounter distance as follows,

dB|A = |PA − P k
B| − dT , (5.11)

where dT is the euclidean distance between PA and P ′A. This distance is computed as follows,

dT = dA(tw) +Do + dA(tφ1) + dA(tφ2) +
lw

tan θ2

. (5.12)

Finally, the time required by B to encounter A is computed as,

tB|A =


dB|A

vkB
, aB = 0,

−vkB +
(
vkB

2
+ 2aBdB|A

) 1
2

aB
, aB 6= 0.

(5.13)
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5.2.4 Overtaking Maneuver Decision

As can be observed in Fig. 5.1, the time (tM◦) needed by A to complete the full maneuver
(stage 1 and overtaking) regarding the instant to at which the first CAM from B is received,
can be computed as,

tM◦ = tw + tAC . (5.14)

As A moves forward, the remaining maneuver time at the kth time step (τ) can be com-
puted as, tMk

= tM◦−kτ . To increase safety during the maneuver, we consider an additional
margin of time, called safety time (ts), as illustrated in Fig. 5.1. If (tMk

+ ts) is less than
(tB|A), A deems the maneuver as safe and goes forward. However, if (tMk

+ ts) is greater or
equal than (tB|A), A deems the maneuver as unsafe and it is aborted.

5.3 V2V-based Overtaking Application
The steps followed by the V2V-based overtaking application can be observed in Algorithm
8. We assume that the responsibility of setting, controlling, and maintaining the overtaking
maneuver parameters rely on the autonomous driven system (ADS) of AV A. Furthermore,
AVs A and B can get their position, speed, and acceleration from on-board sensors. A also
utilizes short-range sensors to regularly measure the speed and acceleration of C. In addition,
A and B utilize Kalman Filters (KFs) to estimate the values of measured status parameters.
In consequence, the parameters’ values utilized by the overtaking application, as well as the
included in CAMs, are the estimated values2 resulting from applying KFs. Then, on each
received CAM or state prediction, A determines whether to continue or abort the overtaking
maneuver based on the computed values of tMk

and tB|A. To increase the robustness of the
overtaking application, the computed values of tw and tM◦ are averaged (av) over time. The
parameter (γ∗) is a function that returns the current time in milliseconds. Note that state
predictions occur at regular time intervals (∆t) after each CAM received from B.

Algorithm 8: V2V-based Overtaking Application on AV A
Initial Conditions: {PA, vA, aA, PB , vB , aB , vC , aC , to}
Overtaking Parameters: {θ1,2, aovA , vmax

A , ts, Do, Ds}
Result: {ABORT}

Rx: On each CAM from AV B, cancel the scheduled task and, do:
begin

1 call Decide;
2 Every ∆t up to to + 2tavw do

3 Update
[
Pk
B

vkB

]
(5.10);

4 call Decide;

Function Decide(PB , vB , aB)
1 Compute tw (5.7), tB|A (5.13), and tM◦ (5.14);
2 tMk

← tavM◦ − (γ∗ − to);
3 if (tMk

+ ts ≥ tB|A) then
4 set ABORT;

2Since we assume that B is moving along a straight road, the KF not only allows B to accurately estimate
its lateral position, but also allows A to locate B in the correct lane.
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5.4 Awareness Control Approaches
To evaluate the impact of awareness control on the V2V-based overtaking application, four
different approaches proposed in the literature are used on the AV B: ETSI DMG [11],
IVTRC [35], IVTRC-Th [47], and POSACC [45]. The awareness control approach introduced
by European standards is ETSI DMG [11]. It transmits a new CAM if one of the following
conditions has been detected: i) The difference between current and previous position exceeds
4 m (e.g., ∆pos ≥ 4 m); ii) The difference between current and previous velocity exceeds 0.5
m/s (e.g., ∆vel ≥ 0.5 m/s); and iii) The difference between current and previous heading
exceeds 4◦ (e.g., ∆head ≥ 4◦). The objective of ETSI DMG is to provide a certain level of
cooperative awareness while implicitly controlling the channel load.

Unlike ETSI DMG, IVTRC [35] computes the CAM transmission probability of B, pB(t),
based on positioning tracking error, ẽB(t), as follows: pB(t) = 1− exp(−α ẽ2

B(t)), where α is
a positive real number, representing the sensitivity to ẽB(t). After each CAM transmission,
IVTRC uses the packet erasure rate (ΩB) to stochastically determine the positioning tracking
error ẽB(t): ẽB(t+) = (1 − ζB(t))ẽB(t), where ζB(t) is a Bernoulli trial with probability
Pr(ζB(t) = 0) = ΩB. Then, if successful, i.e., ζB(t) = 1, ẽB(t+) is reset to zero; otherwise,
ẽB(t+) accumulates from ẽB(t) based on first-order kinematic model, as specified in [35].
In this work, ΩB is estimated every second depending on CAMs received by the AV A.
This is a suitable assumption since a symmetric network is considered in [35]. IVTRC-
Th [47] is a variant of IVTRC based on tracking error threshold (eth). Here, if the ẽB(t)
is larger than eth, the CAM transmission probability of B is computed as follows: pB(t) =
1− exp(−α| ẽB(t)− eth |2). Otherwise, if ẽB(t) is smaller than eth, there is no transmission at
all from B (i.e., pB(t) = 0). CAM trigger conditions on ETSI DMG, IVTRC, and IVTRC-Th
are checked at a fixed time interval, denoted in this work as Status Monitoring and Decision
Interval (SMDI).

POSACC [45, Alg. 1] adjusts the message transmission rate in real-time depending on
the movement dynamics of B. On each CAM transmission, POSACC gets the velocity (vB)
and acceleration (aB) of B as well as the transmission delay (tD). Then, it defines the
movement status (e.g., repose, accelerated motion, uniform motion, or deceleration) and uses
a kinematic-based model to set the required CAM transmission interval for guaranteeing the
pre-define average position error (EB). The settings of the awareness control approaches are
summarized in Table 5.1.

Table 5.1: Settings of the Awareness Control Approaches

Approach Parameter Value

ETSI DMG†
∆pos ≥ 4 m [11]
∆vel ≥ 0.5 m/s [11]
SMDI 50 ms [11]

IVTRC Sensitivity (α) 30 [35]
SMDI 50 ms [35]

IVTRC-Th
Sensitivity (α) 30 [35]
Tracking Error Threshold (eth) 0.2 m [47]
SMDI 50 ms [35]

POSACC Average Position Error (EB) 1 m [45]
Transmission Delay (tD) 500 µs [45]

† Changes on heading of AV B are not considered since we assume that
it moves along a straight road.
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5.5 Simulation Results and Discussion
The experiments were conducted with Matlab in a two-lane straight road, as illustrated in
Fig. 5.1. To model a wide range of overtaking situations, three different initial velocities
(vA, vC) for the AVs A and C were considered, as can be observed in Table 5.2. We set
initial (Do) and safety (Ds) distances of 18, 25, and 32 m according to the braking distance3

required for a velocity (vA, vC) of 60, 70, and 80 km/h, respectively. These distances also are
within the range analyzed in [92]. We use a normally distributed noise with zero mean and
standard deviation of 0.3 m/s2, 0.27 m/s, and 1.5 m to model sensing errors [91]. These values
are also utilized as initial conditions for KFs. Further, we consider communication channel
impairments associated with low traffic density environments where overtaking maneuvers
are common, such as packet losses due to channel fading. To model packet losses, we utilize an
IEEE 802.11p V2V fading channel4 with additive white Gaussian noise and Doppler spread.
According to [8], at the physical (PHY) layer, we set a 10 MHz channel, a PHY service data
unit (PSDU) of 350 bytes, a quadrature-phase-shift keying (QPSK) modulation, a code rate
of 1/2, resulting in a data-rate of 6 Mbps. The remaining simulation parameters are given
in Table 5.2.

Table 5.2: Simulation Parameters

Parameter Value
Road Length 1 km
Lane Width (lw) 3.5 m [90]
Vehicle Length (LA, LB, LC) 4 m [92]
Vehicle Width 1.8 m
Initial Distance (Do) 18, 25, 32 m [92]
Safety Distance (Ds) 18, 25, 32 m [92]
Overtaking heading (θ1, θ2) ≈ 11◦, 8◦, 6◦
Initial Velocity‡(vA, vC) 60, 70, 80 km/h
Maximum Overtaking Velocity (vmax

A ) 90, 100, 110 km/h
Acceleration in Uniform Motion (aA, aC) 0 m/s2

Overtaking Acceleration (aovA ) 2.5 m/s2

Safety Time (ts) 0.5 s
Prediction Interval (∆t) 50 ms
Number of Simulated Incidents 18 · 105

‡We utilize typical movement parameters of two-way roads where over-
taking maneuvers are common.

Fig. 5.2a illustrates the measurements that AV A gets from its own acceleration and from
the acceleration of C, as well as the acceleration estimated by its KFs. By using the estimated
acceleration, A computes the tw which for an initial velocity (vA, vC) of 70 km/h is 4.6 s (with
tRLch , tφ1, and tε equal to 1.2 s, 2.1 s, and 1.3 s, respectively). Accordingly, the tM◦ is 14.1 s,
where tAC is 9.5 s with tφ2 equal to 5.3 s and tLRch of 0.9 s. In Fig. 5.2a, the AV B moves at 70
km/h and accelerates at 2.5 m/s2 until reaching a maximum velocity of 90 km/h. To model
an incident5, we configure B to accelerate within the tw of stage 2, as shown in Fig. 5.2a.
An incident occurs when the encounter time (tB|A) is less than the remaining maneuver time
plus the safety time (tMk

+ ts), as illustrated in Fig. 5.2b for an ideal channel. Note that
the probability of detecting an incident strongly depends on the transmissions accomplished

3Precise method for calculating the braking distance.
4Matlab, “802.11p Packet Error Rate Simulation for a Vehicular Channel,” 2020.
5We assume our system to work in the worst case, i.e., without channel tracking and that the maneuver

is only aborted by A based on CAMs received from B.
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Figure 5.2: Parameters involved in detecting unsafe overtaking maneuvers.

by the awareness control approach running on B. Fig. 5.2c shows that in real operating
conditions, packet losses due to channel fading significantly impair the incident detection
capability of the V2V-based overtaking application. Here, the overtaking application utilizes
the CAMs gathered from the IVTRC-Th approach for tracking the position of B and deciding
whether to continue or abort the unsafe overtaking maneuver shown in Fig. 5.2b.

Fig. 5.2d illustrates that POSACC is more effective than ETSI DMG, IVTRC, and
IVTRC-Th on reacting to the movement dynamics of the AV B. Note that when B ac-
celerates (see Fig. 5.2a), POSACC increases the message transmission frequency up to 13 Hz
(equivalent to 13 CAMs per second) to maintain an average position error of 1 m (see Table
5.1). In consequence, POSACC is also more effective than the other approaches to support
the V2V-based overtaking application, achieving the best performance in terms of incident
detection rate (IDR), as shown in Fig. 5.3. The IDR is the ratio between the number of de-
tected incidents and the total of simulated incidents. In Fig. 5.3, the error bars represent the
standard deviation of the IDR computed for an initial velocity (vA, vC) of 60 and 80 km/h.
Fig. 5.3 shows the IDR for different operating conditions, where in each simulated incident
the instant at which B accelerates is uniformly distributed within the time interval (tw, 2tw)
of the stage 2. Here, the acceleration (2, 2.5, or 3 m/s2) and maximum velocity (85, 90, or

77



0 1 2 3 4 5 6 7 8 9 101112
SNR [dB]

0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9

1

In
ci

de
nt

 D
et

ec
tio

n 
R

at
e 

(I
D

R
) vB = 70 km/h

70 75 80 85 90 95 100
vB [km/h]

0.7

0.8

0.9

1

In
ci

de
nt

 D
et

ec
tio

n 
R

at
e 

(I
D

R
) SNR = 4 dB

a) b)

Figure 5.3: Incident detection rate (IDR) for different operating conditions.

100 km/h for Fig. 5.3a) of B were randomly selected on each simulation. Like POSACC,
ETSI DMG also considers vehicle dynamics. However, it has serious drawbacks to achieve
a stable message transmission frequency as can be observed in Fig. 5.2d. This is because
of its divergence effect (see [45]) and the uncertainties associated with the on-board position
sensor. Fig. 5.3a demonstrates that CAM trigger conditions specified by ETSI [11] are not
sufficient to support the V2V-based overtaking application for values of signal-to-noise ratio
(SNR) lower than 10 dB, achieving a mean IDR lower than 0.95. Further, unlike POSACC,
ETSI DMG is incapable of achieving a mean IDR greater than 0.99 for an SNR of 12 dB.
Fig. 5.3a also shows that IVTRC and IVTRC-Th are not suitable to support the V2V-based
overtaking application. The reason is that their CAM transmission probabilities mostly de-
pend on the accumulation of ẽB, as shown in Fig. 5.2d. Even, once ẽB is accumulated,
its reset is still stochastic. Therefore, they can not guarantee a high message transmission
frequency in critical situations (e.g., when B changes its movement state). Accordingly, for
an SNR ranging from 2 dB to 6 dB, POSACC increases the probability of detecting unsafe
maneuvers by 10 % and 20 % in comparison to the approaches ETSI DMG and IVTRC,
respectively. In Fig. 5.3, we also include a fixed CAM transmission frequency of 10 Hz,
which is the higher message frequency specified by ETSI in [11]. Fig. 5.3a illustrates that
for velocities of B lower than 70 km/h, the effectiveness of a fixed CAM frequency of 10 Hz
to detect incidents is similar to the one achieved by POSACC, especially for SNRs higher
than 6 dB. However, the drawbacks of using a fixed message frequency of 10 Hz regarding
the vehicle dynamics are shown in Fig. 5.3b. Here, to establish the maximum velocity, we
utilize an excess velocity with respect to vB calculated as vB + random{15, 20, 30 km/h}.
Fig. 5.3b shows that POSACC outperforms the fixed CAM transmission frequency of 10 Hz
in terms of IDR for velocities higher than 70 km/h. Note that the effectiveness of POSACC
increases as a function of the velocity of B, exceeding by 8 % the IDR achieved by the fixed
CAM frequency of 10 Hz for a velocity of 100 km/h and SNR of 4 dB.
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5.6 Conclusion
In this letter, we evaluated the suitability of awareness control approaches, such as ETSI
DMG, IVTRC, and POSACC, to support the V2V-based overtaking application in au-
tonomous driving. Simulation results showed the feasibility of POSACC for rapidly adapting
to changes in vehicle dynamics, achieving a stable CAM transmission rate, which increases
its probability of detecting unsafe overtaking maneuvers. POSACC proved its effectiveness
regarding the remaining addressed approaches for supporting the V2V-based overtaking ap-
plication, achieving the best performance in terms of IDR in different operating conditions.

Finally, we conclude that the design and configuration of the addressed awareness control
approaches should be further investigated to increase the incident detection rate, especially
at low SNRs. In future works, we intend to consider overtaking maneuvers in which the AVs
collaborate to avoid an accident for increasing the performance of the V2V-based overtaking
application.
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Chapter 6

Conclusions

6.1 General Conclusions
I designed a joint power/rate control distributed algorithm oriented to provide the position
accuracy requirements of cooperative safety applications [43]. First, I adopted position accu-
racy and communication reliability as the highest priority metrics due to their direct impact
on the decision-making process, in real-time, of road safety applications. Second, I proposed a
control mechanism that was able of adapting the beacon rate in real-time depending on vehi-
cle movement state and of limiting the position error perceived by neighboring vehicles. I also
proposed a control mechanism that was able of adapting the beacon transmission power in
real-time according to channel load and beacon rate and of reducing packet collisions. Then,
I integrated both control mechanisms in a joint power/rate control distributed algorithm
that was effective in setting a good trade-off between position accuracy, packet collisions,
and warning range, by outperforming other combinations of fixed and adaptive beaconing
algorithms. I demonstrated that, on the one hand, the dynamic control of the beacon rate
limited the average position error, but the use of maximum transmission power led to an
increase in packet collisions. On the other hand, the dynamic control of beacon transmission
power decreased the average packet collisions, but the use of a fixed beacon transmission rate
was unable to simultaneously achieve a good performance in terms of warning range and po-
sition accuracy. On the contrary, the proposed joint power/rate control algorithm allowed to
constrain the average position error computed by surrounding vehicles and opportunistically
adjusted the communication range of vehicles to mitigate packet collisions.

I modeled the beaconing process adjusting both beacon rate and transmit power through
probability density functions [44]. I also evaluated the impact of the distributions-based
beaconing approach on the system’s performance in four different vehicular scenarios using
a realistic simulation framework and metrics directly related to road safety. The beaconing
algorithm introduced by Kloiber et al. in [34] was used as a baseline. I set a relationship
between the use of a certain distribution and the traffic characteristics of the vehicular sce-
nario. I highlighted the benefits and limitations of this approach. I demonstrated that the
uniform distribution is effective for mitigating packet collisions. I also observed that one of
the drawbacks of the uniform distribution for road safety is that vehicles can set a low beacon
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transmission rate and power when a high position accuracy or warning range is required to
mitigate a critical situation. On the contrary, vehicles with low dynamics can set a high
beacon transmission rate and power when a high position accuracy or warning range is not
required.

I designed a POSition-ACCuracy (POSACC) based adaptive beaconing algorithm ori-
ented to provide the operational requirements of cooperative safety applications in a wide
range of traffic situations [45]. I proposed a control mechanism that was able of computing
the vehicle’s transmission power according to its movement status and of maximizing the
probability of successful reception of beacon messages at the target warning distance. I also
proposed a control mechanism that was able of adapting the size of the minimum contention
window according to the number of neighboring vehicles and of reducing the probability of
packet collisions. I evaluated POSACC with a realistic simulation framework in different traf-
fic setups and compared it with other relevant congestion and awareness control algorithms;
ETSI DMG [11], LIMERIC [31], and DC-BTR&P [43]. I highlighted the benefits and limi-
tations of these approaches for road safety. POSACC proved to be effective for overcoming
the limitations of my previous work, DC-BTR&P [43], by assigning a higher warning range
to vehicles with higher dynamics. POSACC demonstrated its effectiveness to control the
beacon transmission parameters in real-time and it also was able to limit the position error
and improve communication reliability, while maintaining the warning distance, channel load,
and end-to-end latency into the operative range of cooperative safety applications. Finally,
POSACC outperformed the benchmark beaconing algorithms by providing the operational
requirements of cooperative safety applications in a wider range of traffic situations.

I evaluated the impact of awareness control on V2V-based overtaking application in au-
tonomous driving [46]. First, I proposed an analytical model for the overtaking with au-
tonomous vehicles. Second, I designed an operation mode for the overtaking application
considering a kinematics-based trajectory prediction model for tracking the new positions
from received CAMs. Then, I evaluated the effectiveness of relevant awareness control ap-
proaches; ETSI DMG [11], IVTRC [35], IVTRC-Th [47], and POSACC [45], for supporting
the V2V-based overtaking application. I also evaluated the fixed beaconing approach of 10
Hz specified by ETSI in [11]. I highlighted the benefits and limitations of these approaches for
road safety. I assessed the incident detection capability of the overtaking application when it
is running with messages gathered from the addressed approaches, taking into account mo-
tion state sensors’ errors and packet losses due to channel fading. POSACC demonstrated
its feasibility for rapidly adapting to changes in vehicle dynamics, achieving a stable CAM
transmission rate, which increases its probability of detecting unsafe overtaking maneuvers.
POSACC proved its effectiveness regarding the remaining addressed approaches for support-
ing the V2V-based overtaking application, achieving the higher IDR in different operating
conditions.

6.2 Future Work
In addition to future work topics presented in the conclusion section of each main chapter,
an interesting extension of this work includes the application of the proposed algorithms and
mechanisms in emergent technologies, such as IEEE 802.11bd [93] and cellular vehicle-to-
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everything (C-V2X) [94]. Supporters of DSRC [16] are looking to evolve some aspects of
its protocols, to prepare for vehicle-to-everything (V2X) applications coming in the future.
Accordingly, in 2018, IEEE 802.11 Working Group established a task group, TGbd, for
the next generation V2X (NGV) to develop a new amendment IEEE 802.11bd [93] as the
natural evolution of IEEE 802.11p [7]. The IEEE 802.11bd standard is supposed to provide
a vehicular ad-hoc environment with performance enhancement compared to IEEE 802.11p
in terms of throughput, latency, reliability, and communication range. On the other hand,
long-term evolution-V2X (LTE-V2X) is an alternative wireless technology for V2X direct
communications [95]. It adopted many of the higher layer standards of DSRC, while it
employed LTE-V2X PC5 mode 4 (i.e., direct communication mode without the help of base
stations) [94] as the protocols of PHY and MAC layers, which was first defined in 3GPP
Rel-14 specifications in 2017. Although LTE-V2X is relatively new, it quickly emerged as
the alternative technology of DSRC in some regions of the world. For example, in 2018,
the Ministry of Industry and Information Technology in China assigned the 5.905 – 5.925
GHz frequency band to LTE-V2X to promote its development and pilot deployment. In
the U.S., the Society of Automotive Engineers (SAE) is developing the minimum system
requirements for LTE-V2X (SAE J3161/1) [96] to support many of the V2X applications
defined for DSRC. In 3GPP Rel-15 standardization, several enhancements of LTE-V2X were
specified to support higher data rate, reliability, and lower channel access latency. In 2020,
3GPP specified yet another 3GPP side-link technology for V2X based on New Radio (NR),
referred to as NR-V2X PC5, as a part of Rel-16 features [94].

There are several technical differences between DSRC [16] and LTE-V2X [94] which im-
pose a challenge for transmitting Basic Safety Messages [10], [97] in C-V2X-based systems.
LTE-V2X PC5 mode 4 employs autonomous resource selection using semi-persistent schedul-
ing (SPS) at the MAC layer to control the channel access. In PC5 mode 4, each node
autonomously selects side-link resources and broadcasts packets using selected side-link re-
sources. Therefore, the operation scenario of PC5 mode 4 is similar to one in DSRC in
the sense that both protocols do not require the help of base stations, and the channel ac-
cess mechanisms are fully distributed. However, the SPS resource selection of LTE-V2X PC5
mode 4 has several drawbacks for road safety. The first issue is the Persistent Packet Collision
Problem, which raises from multiples vehicles selecting the same communication resource.
If multiple vehicles select the same communication resource, transmissions will repeatedly
collide. The second issue is the Persistent Half-Duplex Problem, where multiple vehicles
transmit simultaneously, and even if different sub-channels are used they will not be able
to hear each other while transmitting. The third issue is the Persistent Near-Far Problem,
where the strength of the signal from a nearby vehicle will be too strong that it will affect
the transmissions from cars that are further away. Therefore, these issues should be care-
fully addressed to successfully implement collision avoidance applications on C-V2X-based
systems.
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