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ABSTRACT

Aims. We aim to study several key physical properties of quasar absorption-line systems that are subtly encoded in their absorption
profiles and have not yet been thoroughly investigated or constrained.
Methods. We analysed a high-resolution (R = 140 000) spectrum of the bright quasar HE 0001−2340 (zem = 2.26) obtained with
ESPRESSO, which was recently installed at the Very Large Telescope. We analysed three systems at z = 0.45, z = 1.65, and z = 2.19
using multiple-component Voigt-profile fitting. We also compared our spectrum with those obtained with VLT/UVES, covering a total
period of 17 years.
Results. We disentangle turbulent and thermal broadening in many components spread over about 400 km s−1 in the z ≈ 2.19 sub-
damped Lyman-α system. We derive an average temperature of 16 000± 1300 K, which is about twice the canonical value of the
warm neutral medium in the Galactic interstellar medium (ISM). A comparison with other high-z, low-metallicity absorbers reveals
an anti-correlation between gas temperature and total H i column density. Although requiring confirmation, this could be the first
observational evidence of a thermal decrease with galactocentric distance; in other words, we may be witnessing a thermal transition
between the circumgalactic medium and the cooler ISM. We revisit the Mg isotopic ratios at z = 0.45 and z = 1.65 and constrain them
to be ξ = (26Mg + 25Mg)/24Mg< 0.6 and <1.4 in these two systems, respectively. These values are consistent with the standard solar
ratio; that is, we do not confirm strong enhancement of heavy isotopes previously inferred from UVES data. Finally, we confirm the
partial coverage of the quasar emission-line region by a Fe i-bearing cloud in the z = 0.45 system and present evidence for velocity
substructure of the gas that has Doppler parameters of the order of only ∼0.3 km s−1. This agrees well with the low kinetic temperature
of T ∼ 100 K inferred from modelling of the gas physical conditions.
Conslusions. This work demonstrates the unique insight provided by high-fidelity, high-resolution optical spectrographs on large
telescopes when used to investigate the thermal state of the gas in and around galaxies as well as its spatial and velocity structure on
small scales, and to constrain the associated stellar nucleosynthetic history.
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1. Introduction
The advent of high-resolution spectrographs on 8–10 m class
telescopes, in particular the High Resolution Echelle Spectrome-
ter (HIRES, Vogt et al. 1994) on the Keck telescope followed by
the Ultraviolet and Visual Echelle Spectrograph (UVES, Dekker
et al. 2000) on the Very Large Telescope (VLT), has played a cru-
cial role in the exploration of the distant Universe in absorption
towards quasars and Gamma-ray burst afterglows. These spec-
trographs have enormously increased not only the number and
variety of absorption-line systems observed at high spectral res-
olution but also the amount of information that can be extracted
from them. High-resolution spectroscopy can be used to inves-
tigate the diffuse gas in greater detail, in particular its chemical
enrichment (e.g., Prochaska et al. 2007; Petitjean et al. 2008;
? Based on observations carried out at the Very Large Telescope of

the European Southern Observatory under Prog. ID 0102.A-0463(A).

Vladilo et al. 2018; De Cia et al. 2018; Péroux & Howk 2020,
among many others) and kinematics (Prochaska & Wolfe 1997;
Ledoux et al. 2006), as well as its physical state and the prevail-
ing physical conditions (e.g., Srianand et al. 2005; Vreeswijk
et al. 2007; Neeleman et al. 2015; Noterdaeme et al. 2017;
Balashev et al. 2017).

Over the years, the astrophysical community has learnt to
decode the wealth of information available in the absorption
spectra, with other applications on a wide range of topics,
such as the possible space–time variation of fundamental con-
stants (e.g., Milaković et al. 2021 and references therein), con-
straints on the sizes of the background source emission-line
regions (Balashev et al. 2011; Bergeron & Boissé 2017), mea-
surements of the cosmic microwave background temperature at
high-z (Noterdaeme et al. 2011), measurements of the primordial
abundance of deuterium (e.g., Cooke et al. 2014), and so on.
Many of these studies, which rely on analysing fine details in the
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Table 1. Observational data.

Date range PI VLT Instrument Setup Slit (a) Binning Ttot
(b) IQ (c) R (d)

[′′] [s] [′′] [×103]

09–28/11/2018 Ledoux UT3 ESPRESSO SingleUT-HR ... 2× 1 24 110 0.89 132.0/146.0
21–26/08/2017 Bergeron UT2 UVES B390+R564 0.8 1× 1 21 000 0.83 58.8/59.4/58.3
21–24/09/2009 Molaro UT2 UVES B390+R580 0.7 1× 1 33 870 0.92 64.8/73.4/65.5
20/09/2009 Molaro UT2 UVES B437+R760 0.7 1× 1 16 200 0.78 64.9/72.5/67.3
22/09/2009 Molaro UT2 UVES (B420+)R700 0.7 1× 1 15 000 1.18 (...)/72.5/67.3
29/06/2001 Bergeron UT2 UVES B437+R860 1.0 2× 2 3 600 0.53 60.3/57.3/56.1
15–24/08/2001 Bergeron UT2 UVES B437+R860 1.0 2× 2 18 000 0.87 48.1/48.7/45.7
16–24/08/2001 Bergeron UT2 UVES B346+R580 1.0 2× 2 21 600 0.55 58.6/66.3/59.3

Notes. (a)Slit width. (b)Total on-source exposure time. (c)Image Quality from the Shack-Hartmann sensor of the VLT active optics at 650 nm at the
airmass of observations. (d)Resolving power measured from emission lines in ThAr calibration frames. The listed values correspond to the Blue
and Red arm spectra, respectively, for ESPRESSO, and to the Blue, Lower-Red, and Upper-Red spectra for UVES. For the latter instrument, the
effect of an IQ smaller than the slit width in some cases is taken into account.

spectra, have reached a point where progress is mostly limited by
the quality of the data. With a resolution of up to several times
that of other spectrographs, together with an exquisite wave-
length calibration, the Echelle SPectrograph for Rocky Exoplan-
ets and Stable Spectroscopic Observations (ESPRESSO, Pepe
et al. 2021) on the Very Large Telescope (VLT) has the potential
to reveal a new level of detail. By getting closer to the intrinsic
line widths, which are in general well below the resolution ele-
ment of other spectrographs, ESPRESSO opens up the possibil-
ity to investigate the structure of cold gas with very narrow lines,
to break the degeneracy between macroscopic (turbulent) and
microscopic (thermal) motions in gaseous clouds, and to inves-
tigate the contribution of different isotopes to a given absorption
line, among other applications.

This paper deals with three different and independent topics
that all take advantage of the same ESPRESSO spectrum: that
of the quasar HE 0001−2340. We therefore chose a less stan-
dard paper structure. After describing the observations and data
reduction in Sect. 2 and the systems present along the line-of-
sight in Sect. 3, the subsequent sections deal with the tempera-
ture of the diffuse gas at z = 2.2 (Sect. 4), the Mg isotopic ratio at
z = 0.45 and z = 1.65 (Sect. 5), and the structure of the cold gas
at z = 0.45 (Sect. 6), which we briefly introduce at the beginning
of each section. We summarise our results in Sect. 7.

2. Observations and data reduction

The observations of HE 0001−2340 (V = 16.7, zem = 2.28) were
carried out in service mode during the nights of November 9,
12, and 28, 2018, using ESPRESSO in single UT mode at the
Melipal Unit Telescope #3. Located at the incoherent combined
Coudé focus of the VLT, ESPRESSO is a highly stabilised, ther-
mally controlled échelle spectrograph fed by two fibres, one for
the target and the other for simultaneous reference calibration.
We recorded the sky light in Fibre B for a proper sky subtraction.
We used the high-resolution (HR) mode of the instrument lead-
ing to a median resolving power of 139 000 as measured from
emission lines in ThAr calibration frames. The fibre aperture on
sky in this mode is 1′′.0. Ambient conditions while observing
were good with a typical seeing of 0′′.89, at an average airmass
of 1.13, and clear sky. Once inside the spectrograph, the light
from the two fibres is dispersed by an échelle grating and the
spectral orders are split up into a Blue (379–525 nm) and a Red
(525–788 nm) channel. The corresponding spectra are recorded
on separate charge coupling devices whose pixels were binned

two by one in the spatial direction. This provides a spatial sam-
pling of 4.5 pixels per slice, and similar sampling in the disper-
sion direction.

The data were reduced using the ESO Reflex workflow of the
ESPRESSO Data Reduction System (DRS) version 2.0.0 pub-
licly released by ESO. After bias, dark, and inter-order back-
ground subtraction, an optimal extraction of the 2D spectral
orders is performed using master flat-fields as order profiles.
During this process, dead, hot, and saturated pixels are masked
out and cosmic-ray hits are rejected. After flat-fielding and de-
blazing, the 2D spectra were wavelength-calibrated using the
combination of ThAr and Fabry-Pérot light sources. The sky
spectrum was extracted from Fibre B and subtracted from the
science frames. The latter were then rebinned and merged into
1D data products with associated error and quality maps. Flux
calibration was performed using estimated absolute efficiencies
and atmospheric extinction curves. Each exposure was corrected
for atmospheric absorption features by fitting a synthetic trans-
mission spectrum to the Red-arm spectra using the public code
molecfit (Smette et al. 2015; Kausch et al. 2015). Individual
exposures were then combined with a drizzling-like approach
using the espda_coadd_spec recipe of the Data Analysis System
(DAS) v1.0.3 after conversion of the wavelength scales to helio-
vacuum. The resolving power adopted for each of the final Blue
and Red-arm spectra is given in Table 1, and is about 5% higher
(resp. lower) in the Red (resp. the blue) compared to the over-
all median value. The average signal-to-noise ratio per pixel is
about S/N ∼ 25 in the Blue and S/N ∼ 45 in the Red.

As we complement ESPRESSO with UVES data to inves-
tigate the possible time-variation of absorption lines in Sect. 6,
we provide a log of all these observations in Table 1. Details on
the UVES data are presented by D’Odorico (2007), Agafonova
et al. (2011), and Bergeron & Boissé (2017). The S/N per pixel
of the UVES spectra are around 90, 65, and 60 at 420 nm for the
combined 2001, 2009, and 2017 spectra, respectively1.

3. Systems along the line of sight to HE 0001−2340

Capitalising on the high quality of our ESPRESSO spectrum,
we performed a systematic identification of absorption-line sys-
tems covered by the observations. Firstly, we visually identi-
fied the most obvious absorption systems based on the easily

1 We note that the four spectra (ESPRESSO, UVES-2001, UVES-2009
and UVES-2017) will be jointly analysed in Sect. 6, but are not com-
bined altogether.

A78, page 2 of 17



P. Noterdaeme et al.: A VLT/ESPRESSO investigation of the line-of-sight to HE 0001−2340

recognisable doublets Mg iiλλ2796,2803 and C ivλλ1548, 1550
and marked absorption features from other species at the same
redshift. We then scanned the full spectrum visually, identifying
the remaining absorption features until no unidentified features
remained. This procedure was done independently by two team
members (PN and GD) and re-checked by a third member (CL).
We made our best effort to identify even weak features that may
be helpful for studies other than the one presented here. We used
both the combined 1D spectrum and the individual exposures
to ascertain the astrophysical nature of features versus possible
telluric residuals, which are shifted differently when applying the
heliocentric correction.

In total, we identify no less than 12 absorption systems with
redshifts ranging between z = 0 and the quasar emission redshift,
zem = 2.26. These are summarised in Table 2 together with the
detected transition lines.

4. Kinetic temperatures of the gas at z = 2.2

Thermal balance in neutral gas leads to an equation of state
with two stable phases under an external pressure (Field et al.
1969): a warm and diffuse phase (also known as the warm neu-
tral medium; WNM) with temperatures of the order of 104 K,
and a cold, denser phase (the cold neutral medium; CNM) with
T ∼ 100 K. Below some minimal pressure, the gas is mostly a
WNM while it is predominantly a CNM above some maximal
pressure. Between these two pressure limits, the gas is a mixture
of both warm and cold phases (e.g., Wolfire et al. 2003). This is
generally the case in typical galactic discs. Other, more unsta-
ble phases also complete this picture (e.g., Salpeter 1976), but in
the following we stick to a canonical two-phase description for
simplicity.

The temperature and phase mixing of the neutral gas have
been investigated locally using H i 21-cm emission/absorption
data (e.g., Heiles & Troland 2003) but this technique is still inap-
plicable to the distant Universe. At high redshift, the neutral gas
is currently only detectable through damped Lyman-α absorp-
tion imprinted on the spectra of bright background sources.

The small incidence rate of 21-cm absorption (e.g., Kanekar
et al. 2014) and molecular hydrogen (e.g., Ledoux et al.
2003; Noterdaeme et al. 2008; Jorgenson et al. 2014; Balashev &
Noterdaeme 2018) – both sensitive probes of cold gas – as well
as more indirect constraints from the fine-structure excitation of
C ii and Si ii (Neeleman et al. 2015) show that most damped
Lyman-α systems (DLAs) probe the WNM (see also Krogager
& Noterdaeme 2020 for estimations of intrinsic statistics, i.e.
corrected for selection effects). While the temperature of the
CNM is well constrained from the excitation of the low rota-
tional levels of H2 (see, e.g., Ledoux et al. 2002; Noterdaeme
et al. 2007; Balashev et al. 2019, among other studies), the tem-
perature of the WNM at high redshift is generally assumed to
be around the canonical, local value (8000 K). This was used to
derive the CNM fraction from the observed harmonic mean of
the 21-cm spin temperature (e.g., Srianand et al. 2012). Direct
measurements of the WNM temperature are difficult to obtain
and essentially rely on determining the thermal broadening of the
lines resulting from the Maxwell–Boltzmann distribution of gas
particle velocities. However, as macroscopic motions are also
present, the observed Doppler broadening (b) is the quadratic
sum of thermal and turbulent broadening: b2 = b2

th + b2
turb =

2kBT/m + b2
turb, where T is the gas temperature, m the mass of

the species, and kB the Boltzmann constant. Disentangling ther-
mal from turbulent broadening therefore requires observations of

Table 2. Absorption lines identified in the ESPRESSO spectrum of
HE 0001−2340.

zabs
(a) vrange

(b) Species Line IDs
(km s−1) (Å)

0.00001 Na i 5891, 5897
0.27052 Ca ii 3934, 3969
0.45206 [0, +150] Fe i 2719, 2967, 3021, 3441

3720, 3825, 3861
Mg ii 2796, 2083
Mg i 2852
Ca ii 3934, 3969
Ca i 4227

0.94902 [−60, +130] Mg ii 2796, 2803
Mg i 2852
Fe ii 2586, 2600, 2344, 2382

1.58643 [−200, +150] C iv 1548, 1550
Mg ii 2796, 2803
Mg i 2852
Si ii 1526
Fe ii 1608, 2344, 2374, 2382

2586, 2600
1.65147 [−40, +40] C iv 1548, 1550

Si ii 1526
Al iii 1854, 1862
Mg ii 2796, 2803
Mg i 2852

1.66602 [−100, +120] C iv 1548, 1550
1.72721 C iv 1548, 1550
1.82737 [−40, +50] C iv 1548, 1550

Si iv 1393, 1402
2.03228 [−50, +50] C iv 1548, 1550
2.18716 [−450, +30] H i 1215

D i 1215
C iv 1548, 1550
Si ii 1260, 1304, 1526
Fe ii 1260, 1608, 2344, 2374

2382
O i 1302
C ii 1334
Si iv 1392, 1402
Al ii 1670
Al iii 1854, 1682

2.25710 C iv 1548, 1550

Notes. (a)Redshifts marked in bold face correspond to systems consid-
ered in this work. (b)In case of an absorption complex spread over more
than a few tens of km s−1, we provide in this column the velocity range
over which components are detected (with respect to the main absorp-
tion redshift given in the first column).

several species with different masses within the same clouds, but
this also depends on precise measurements of total b which are
hard to obtain even at relatively high S/N and spectral resolution
(Carswell et al. 2012).

4.1. Thermal broadening

The availability of ESPRESSO is an excellent opportunity to
disentangle turbulent and thermal broadening (Lee et al. 2021)
over the full extent of absorption-line profiles, in particular when
light species are well constrained. In the case of the DLA at z =
2.187 towards HE 0001−2340, the C ii and O i absorption-line
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Fig. 1. Multi-component Voigt-profile fitting of metal lines in the sub-DLA at z = 2.187. The normalised ESPRESSO spectrum is shown in black,
with the best-fit synthetic spectrum overlaid in red. The blue dashed curve corresponds to the synthetic spectrum computed using the best-fit
parameters obtained by Richter et al. (2005) from the analysis of UVES data. We note that their component A here splits into three subcomponents
that we call A1, A2, and A3 in Table B.1 and their component F at v ∼ −150 km s−1 appears to be spurious as seen from C iiλ1334.
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complexes exhibit unsaturated components that make the mea-
surement easier to perform. Richter et al. (2005) already per-
formed a detailed analysis of this system using UVES data. We
therefore do not wish to redo a complete study of this system
but rather focus on disentangling thermal from turbulent broad-
ening. For our analysis, we used the VPFIT software package
v12.3 (Carswell & Webb 2014).

As a starting point, we used the velocity structure inferred
by Richter et al. (2005) as a first guess in the fitting process
and we have adopted their component labelling for an easier
comparison. We do not see evidence for component F, which is
rejected by VPFIT, while at the higher resolution of ESPRESSO
the modelling of component A requires splitting into three sub-
components, that we denote A1, A2, and A3 in this paper (see
Table B.1).

We performed the fit allowing for a mixture of turbulent and
thermal broadening in each component. The best-fit results are
shown in Fig. 1 and the corresponding parameter values are
listed in Table B.1. For most components (namely 12 out of
17), the degeneracy between turbulent and thermal broadening
is easily broken and we obtain good constraints on bturb and
T . We note that, for component D, thermal broadening domi-
nates over turbulence and the fit is essentially consistent with
bturb = 0 km s−1. However, several components (i.e. C, G, H, M,
and N) have poorer constraints and their fit is consistent with tur-
bulent broadening alone (i.e. the 1σ temperature range encom-
passes T = 0 K) and therefore in this case we instead report
upper limits on the temperature. The weakest components (G
and N) are very close to the noise level, meaning that even the
total Doppler parameter values are almost unconstrained, which
leads to loose constraints on the temperature that are of little
practical use, if any.

To further test the robustness of the decomposition into ther-
mal and turbulent contributions, we also fitted the data using
independent (total) b-parameters for each species and derived
bturb and T a posteriori from the relation between the total
Doppler parameter squared and the inverse of the mass of each
species as done by Carswell et al. (2012) for example.

Although the errors on the Doppler parameters evaluated
independently for each species in each component become large,
the increase of b-values with decreasing mass of the species, fol-
lowing the relation b ∝ m−0.5, is very well determined. Such a
measurement was possible for 14 components, which we show
in Fig. A.1. One advantage of this method is that any departure
from the linear relation for a given species would help identify
an issue with the data or the fitting process, or could in princi-
ple mean that the species do not all pertain to the same gas. A
comparison between turbulent Doppler parameters and temper-
atures obtained with each of the two methods is shown in Fig. 2.
Unsurprisingly, the results from the two methods are very much
consistent with each other, which supports the convenient (and
standard) assumption of co-spatiality, and allows us to use turbu-
lent plus thermal broadening for each velocity component while
fitting (i.e. method 1). This also permits the use of fewer free
parameters while the total reduced χ2

ν remains unchanged. In the
following, we therefore use the values derived from method 1,
i.e. with a physically motivated link between Doppler parameters
of different species, but the results remain unchanged if values
from method 2 are used instead.

We measure temperatures in the range 9000−32 000 K (see
Fig. 3) with a dispersion of about 6300 K, which is of the same
order as the 1σ uncertainty on individual temperature measure-
ments. These values are indeed consistent within uncertainties
with a single temperature for all of the velocity components
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Fig. 2. Comparison of the turbulent component of the Doppler parame-
ter (top) and the temperature (bottom) derived from two different meth-
ods (1: using bturb and T as free parameters for all species of a given
component; 2: fitting total b-values for each species and deriving bturb
and T a posteriori from the variation of b with the inverse of the species
mass). Blue dotted lines show the one-to-one relation.
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Fig. 3. Kinetic temperatures determined in various components along
the line profile of the sub-DLA at zabs = 2.187 (zero of the velocity
scale). The dashed blue line and shaded area correspond to the weighted
mean and associated error 〈T 〉 = 16 000±1300 K. The dotted lines show
one standard deviation around this mean.

of the system, with weighted mean 〈T 〉 = 16 000 ± 1300 K
(unweighted 〈T 〉 = 20 000 K, excluding upper limits only). This
temperature is twice as high as the canonical value of 8000 K
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Table 3. Kinetic temperatures in various systems determined from thermal broadening of the lines.

Quasar zabs log N(H i) log(Z/Z�) T (103 K) Reference

Q1009+2956 2.504 17.39± 0.06 ? 18.0± 6.0 Burles & Tytler (1998)
HS 0105+1619 2.536 19.42± 0.01 −1.77 11.5± 0.2 O’Meara et al. (2001)
HE 0001−2340 2.187 19.7 −1.81± 0.07 16.1± 1.3 This work
Q1243+307 2.525 19.76± 0.03 −2.77± 0.03 8.3 ± 0.8 Cooke et al. (2018)
J1444+2919 2.437 19.98± 0.01 −2.04± 0.01 10.1± 5.1 Balashev et al. (2016)
Q0913+072 2.618 20.31± 0.04 −2.42± 0.01 7.2 ± 0.8 Pettini et al. (2008)
J1419+0829 3.050 20.39± 0.01 −1.92± 0.01 10.3± 0.9 Pettini & Cooke (2012)
Q2206-199 2.076 20.44± 0.05 −2.31± 0.07 12.0± 3.0 Carswell et al. (2012)
CTQ 247 2.621 20.45± 0.10 −1.99± 0.10 8.8 ± 1.5 Noterdaeme et al. (2012)
J1358+6522 3.067 20.50± 0.01 −2.33± 0.02 5.1 ± 0.4 Cooke et al. (2014)
J0035-0918 2.39 20.55± 0.10 −2.69± 0.17 6.5 ± 1.5 Dutta et al. (2014)
J1558-0031 2.702 20.75± 0.03 −1.65± 0.04 4.7 ± 1.5 O’Meara et al. (2006)

Notes. The average temperatures and quoted uncertainties were either taken directly from the references provided in the last column, or computed
from tabulated values using the published temperatures or Doppler parameters. In some cases, no uncertainty was provided and the uncertainty
provided here corresponds to the standard deviation between components. Because of this heterogeneity, we do not consider the uncertainties in
our analysis (see text).
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Fig. 4. Kinetic temperatures derived from Doppler broadening in various absorption-line systems as a function of the total H i column densities
of these systems. Empty circles correspond to measurements obtained thanks to the presence of deuterium (typically in one or a few close
components) while filled squares correspond to average measurements in complex systems made possible by high-resolution spectroscopy. Grey
triangles represent measurements in individual components of the DLA towards HE 0001−2340 (Fig. 3). The data exhibit an anti-correlation with
a Pearson coefficient of r = −0.78 and a probability that this is pure coincidence of p = 0.16%. The solid blue (respectively red) line corresponds
to an unweighted linear fit including (resp. excluding) the lowest N(H i) value towards Q 1009+2956.

generally assumed for the Galactic interstellar medium (ISM;
Wolfire et al. 2003).

4.2. Comparison with other measurements at z> 2

To investigate whether the higher-than-canonical temperature
measured here is inherent to one system or is more generally
seen in high-z DLAs, a sample of DLA temperature measure-
ments must be compiled. To our knowledge, no systematic study
of this type has ever been performed. One possibility is to use
deuterium, which is the second lightest species after hydrogen
and whose ∼105 times smaller abundance enables the observa-
tion of unsaturated D i lines.

Little attention has yet been paid to this possibility (but
see Noterdaeme et al. 2012) mainly because the focus has so

far been been on measuring the primordial D/H ratio (e.g.,
Cooke et al. 2018) where the measurement of the temperature
is only a byproduct. We therefore searched the literature for
additional temperature measurements, in particular in D i-related
publications which are easy to identify. When the temperatures
were not explicitly given (for the systems towards Q0913+072
and J1558-0031), we derived them from the provided b-values
(Pettini et al. 2008; O’Meara et al. 2006). Because of the proxim-
ity between D i and H i lines (∆v = −81.6 km s−1), and because
the systems were generally selected to be metal poor (so that the
gas is less processed and the D/H ratio is close to primordial),
these measurements concern only one or a few components at
the blue edge of the profiles. We also included the measurement
of Dutta et al. (2014) who emphasised the importance of taking
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into account thermal broadening to discuss the abundance of car-
bon in metal-poor DLAs2.

The compiled temperature measurements are summarised in
Table 3. All systems are DLAs or sub-DLAs, with the excep-
tion of the absorber at z = 2.504 towards Q 1009+2956 (Burles
& Tytler 1998) which is a Lyman-limit system (LLS) in which
most of the gas is likely ionised. Figure 4 reveals an anti-
correlation between the kinetic temperature and the total H i col-
umn density of the systems, with a Pearson correlation coeffi-
cient of r = −0.78 and a probability of this anti-correlation being
pure coincidence of p = 1.6 × 10−3. A linear decrease of about
3500 K per decade of N(H i) provides a reasonable description
of the data over the full range of N(H i). To test whether the anti-
correlation is driven by the only LLS, which also has the highest
temperature in our sample, we repeated the exercise without that
data point and obtained r = −0.63, with a probability that this
is due to coincidence of still only about 3%. In this case, the
decrease in temperature with increasing N(H i) is even steeper
with 5000 K per N(H i)-dex.

4.3. The anti-correlation between T and overall N(H i)

The decrease in kinetic temperature with increasing N(H i)
appears to be real but the physical reason behind it is not imme-
diately clear. Importantly, temperatures are measured locally,
generally in a few components, while the measured H i column
density corresponds to the total value throughout the absorber.
This indicates that while the kinetic temperatures are likely
determined by conditions belonging to individual clouds (e.g.,
the strength of the UV field, ionisation fraction, and gas metal-
licity), it also shows some dependence on larger scales. The
metallicities are low in our sample, and the systems may there-
fore correspond to gas located far away from star-forming
regions so that the UV flux is dominated by the metagalactic
background (e.g., Khaire & Srianand 2019) and hence is sim-
ilar for all systems. In that case, the observed T–N(H i) anti-
correlation could be connected to the known anti-correlation
between H i column density and impact parameter (e.g., Kro-
gager et al. 2017). One possibility is that, the lower the H i
column density, the greater the distance from the galaxy, and
the greater the mixing with shock-heated ionised gas in the
halo. Alternatively, the typically low N(H i) values in our sam-
ple may enhance photo-ionisation heating and more generally
alter thermal balance, which is sensitive to the ionisation fraction
of the medium. Unfortunately, we cannot discriminate between
these explanations. Further measurements of kinetic tempera-
tures over a wide range of environments (ideally with simulta-
neous constraints on impact parameters) and physical conditions
are needed to understand the observed T–N(H i) anti-correlation.

The dependence between a local (temperature) and a global
property (total N(H i)) demands further investigation with quan-
titative modelling of the thermal state of the gas. In addition
to confirming the observed T−N(H i) anti-correlation, it will be
interesting to investigate its dispersion at any given column den-
sity. One could naively expect that the dispersion is larger at
higher column density —not only from one system to another but
also amongst components in a given system— owing to varying
conditions when the gas closer to or within galaxies is probed. In
2 Milaković et al. (2021) recently used the HARPS spectrograph and
derived gas temperatures as byproducts in a study of the possible
cosmic-time variation of the fine-structure constant. As the redshift
(zabs = 1.1) and metallicity (log Z/Z� = −0.22) of this system are differ-
ent from the rest of our sample, we do not include it in our analysis. We
note however that the corresponding mean temperature (9100±1100 K)
would perfectly match the anti-correlation discussed here.

turn, at large galactocentric distances, conditions may vary more
smoothly. Another possibility is to investigate how the temper-
atures are related to metallicity and kinematics, as simulations
suggest that outflowing gas has both higher metallicities and
temperatures. Deriving kinetic temperatures in a large sample
of systems through high-resolution spectroscopy may therefore
provide new, valuable information that could improve our under-
standing of the thermal state of the neutral phase in the circum-
galactic medium at high redshift.

5. Constraints on the isotopic Mg ratio

Constraining the relative abundances of magnesium isotopes is a
powerful probe of star-formation processes over cosmological
timescales because the main contributors to 24Mg are mas-
sive stars while the other two stable isotopes (25Mg and 26Mg)
come mostly from intermediate-mass stars (Vangioni & Olive
2019). Agafonova et al. (2011) used a UVES spectrum of
HE 0001−2340 to obtain the first measurement of the Mg iso-
topic ratio at cosmological distances, and derived a strong over-
abundance of heavy isotopes. The higher resolution achieved
with ESPRESSO, better sampling, and the exquisite wavelength
calibration allow us to revisit this measurement, in spite of the
lower S/N per pixel in our spectrum. In the following, we test
two methods to measure this ratio.

The first method corresponds to that used by Agafonova et al.
(2011) and is based on the apparent velocity shift of Mg ii lines.
Indeed, for a given transition, the absorption line wavelengths
from different isotopes are very similar, resulting in the observa-
tion of a single line. However, the apparent central rest-frame
wavelengths of the lines depend on the isotopic ratio, mean-
ing that comparing their apparent velocity shift with respect to
other species can in principle constrain this ratio at any redshift
(Levshakov et al. 2009).

The second method relies on a direct fit, explicitly includ-
ing the transitions from the three isotopes into the Voigt-profile
model, assuming no intrinsic shift with respect to other species.
This direct fit is possible because the isotopic wavelength sepa-
ration is comparable to the ESPRESSO resolution element.

5.1. Isotopic ratio from apparent velocity shifts

In Fig. 5, we show the Voigt-profile fit to the Ca ii, Ca i, Fe i,
Mg ii, and Mg i lines detected in the narrow component at
z = 0.45206. The redshifts of calcium and iron lines were tied
together and taken as a reference with which to compare the
apparent velocities of the Mg iiλλ2796,2803 doublet and the
Mg iλ2852 lines. The magnesium lines were fitted using a sin-
gle component and the composite wavelengths from Murphy
& Berengut (2014), λ0 = 2796.35379, 2803.530982 (Mg ii)
and 2852.962797 (Mg i), which correspond to weighted wave-
lengths with solar relative isotopic abundances 78.99:10:11.01
(24Mg : 25Mg : 26Mg). From this, we obtained an apparent
velocity shift of +0.03 ± 0.12 km s−1 and +0.53 ± 0.32 km s−1

for Mg ii and Mg i, respectively. While the positive shift of Mg i
indicates in principle an abundance of heavy isotopes of less than
solar, this is only marginally significant (1.6σ) and based on a
single and weak absorption line. From Fig. 5, it also appears that
assuming a smaller velocity shift (−0.17 km s−1 from Agafonova
et al. 2011) also provides a good fit, without noticeable structure
in the residuals. Hence, we do not consider this line in the fol-
lowing. In any case, the sensitivity of the Mg i line to the isotopic
ratio is even smaller than for Mg ii.
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Fig. 5. Single Voigt profile fit to the cold, narrow component at z =
0.45206 (ESPRESSO data: black with grey error bars, synthetic spec-
trum: red). Residuals (in units of standard deviation) are shown in the
subpanel above each line panel. The zero of the velocity scale is taken
at the velocity of the iron and calcium lines. The redshifts of the magne-
sium lines were left to vary independently from the other lines and are
displayed as short red tick marks. The blue profiles and the correspond-
ing blue tick marks and residuals correspond to the apparent velocity
shift (−0.47 and −0.17 km s−1 from Mg ii and Mg i respectively) mea-
sured by Agafonova et al. (2011) from UVES data.

In turn, the velocity shift for Mg ii is better constrained,
but our measured value, ∆v(Mg ii) = +0.03 ± 0.12 km s−1, is
in tension (>3σ) with the velocity shift, ∆v(Mg ii) = −0.44 ±
0.05 km s−1, obtained by Agafonova et al. (2011)3. This is clearly
seen in Fig. 5, where assuming this latter value introduces a shift
with respect to the ESPRESSO data, which is mostly noticeable
as an s-shaped structure in the Mg iiλ2796 residuals.

To test the significance of our measurement and the con-
version from velocity shift to isotopic ratio, we generated
artificial spectra featuring the Mg ii absorption doublet with
an input total column density of N(Mg ii) = 1012 cm−2 to
mimic the line observed here and varying isotopic ratio ξ =

(25Mg +26 Mg)/24Mg, assuming r = 26Mg/25Mg = r� ≈ 1.
We convolved these spectra with the appropriate instrumental
profile, used the same wavelength binning, and added Gaussian

3 The authors use slightly different composite Mg ii wavelengths,
meaning that their velocity shift should in principle be increased by
∼0.03 km s−1 when compared to our adopted values. The value for the
adopted Mg i composite wavelength differs by only ∼2 m s−1.
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Fig. 6. Velocity shift (with respect to lines with the standard iso-
topic ratio) as a function of ξ = (25Mg + 26Mg)/24Mg assuming r =
26Mg/25Mg = 1 for mock ESPRESSO data. The solid blue line corre-
sponds to the mean value for 100 mock spectra for each input ξ value,
and the dark and light-blue regions represent the regions containing
68.3% and 95.5% of the values, respectively. The pink line corresponds
to a noiseless mock spectrum. The observed velocity shift and associ-
ated 1σ uncertainty for the system at z = 0.45206 are shown as orange
horizontal solid and dotted lines, respectively.

noise (with S/N = 20, as in our data). For each ξ value, we gen-
erated 100 artificial spectra that we fitted using the same proce-
dure. The results of this exercise are shown in Fig. 6. The average
obtained for 100 artificial spectra (dark blue line in Fig. 6) agrees
very well with the values obtained for a noiseless spectrum (pink
line in the same figure), showing that the finite S/N of the data
does not introduce any systematic bias. Considering the Mg ii
values only, the measured velocity shift of +0.03 ± 0.12 km s−1

translates to ξ = 0.27+0.33
−0.27 (using the mean of 100 spectra with

S/N = 20). The 68.3% interval on the measured velocities in the
artificial noisy data assuming this central ξ-value is ≈0.1 km s−1.
This is in agreement with the formal 1σ uncertainty from fit-
ting the real data, and is even slightly smaller. Indeed, the latter
uncertainty takes into account the uncertainty on the anchor red-
shift from the other lines in the error budget.

5.2. Explicitly including the isotopes in the absorption model

Next, we tried the second, more direct method, explicitly includ-
ing the three isotopes in the Voigt profile model and assuming no
intrinsic shift with respect to other species. We derived the best-
fitting χ2 values for a range of assumed isotopic abundance ratio,
following a standard method as described by Lampton et al.
(1976). In practice, we tied together the redshift of all species
shown in Fig. 5 and assumed fixed isotopic ratio, while letting
the total column densities and the Doppler parameters free. How-
ever, we assumed r = 26Mg/25Mg = 1 as previously. The ∆χ2 as a
function of ξ are shown in Fig. 7. The minimum value is reached
for ξ = 0.25 (this best fit is shown in Fig. 8) and the associated
68.3% confidence range using this single parameter is given by
∆χ2 = 1. We then obtain ξ = 0.25+0.38

−0.24, nicely confirming the
value and confidence region obtained from the apparent velocity
shift method.

5.3. The system at z = 1.65

Agafonova et al. (2011) also obtained constraints for compo-
nents in the systems at z = 1.58 and z = 1.65 from the same
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Fig. 7. ∆χ2 = χ2 − χ2
min values as a function of the assumed isotopic

ratio ξ for the Voigt profile fit of Mg ii lines explicitly including all
three isotopes in the model. χ2

min = 899.6 (891 degrees of freedom) is
reached for ξ = 0.24 (dotted orange line). The corresponding 1σ range
goes from ξ = 0.01 to ξ = 0.63 (green dotted lines).

data along the same line of sight. For the system at z = 1.58,
modelling the absorption profile of the subsystem that they con-
sidered requires several components. In addition, the Mg ii lines
are saturated and partially affected by telluric absorption. There-
fore, we did not attempt to get a constraint on the Mg isotopic
ratio for this system. For the simpler, single-component system
at z = 1.65, we obtain ∆v = −0.08 ± 0.27 km s−1 (Mg ii) and
∆v = −0.23 ± 0.35 km s−1 (Mg i), which are surprisingly consis-
tent with the values reported by Agafonova et al. (−0.08 ± 0.20
and −0.28 ± 0.44, respectively) and again consistent with no
velocity shift (see Fig. 9). Using the variation of χ2 as a func-
tion of the assumed ξ as described above, we derive a 68.3%
confidence interval of ξ = 0.09−1.36 with the best fit-value at
ξ = 0.42, see Fig. 10.

5.4. No evidence for strong enhancement of heavy isotopes

Before concluding, we note that while our single component
Voigt-profile fits provide a very good representation of the data
for both systems, they may not capture any possible hidden
velocity structure. Indeed, as we show in the following section,
substructure is likely present in the cold, Fe i-bearing gas. Even
in the presence of substructures, a strong enhancement of heavy
isotopes remains unlikely. Indeed, the presence of a velocity
component in the red wing of the main profile could in principle
compensate for the velocity shift induced by heavy isotopes, but
it would require an ad hoc combination of velocity and strength.
Furthermore, such a peculiar situation should be the case for both
systems studied here. On the other hand, the presence of an addi-
tional component in the blue wing of the profile could mimic the
presence of 25Mg and 26Mg when their actual abundance is close
to zero. While we do not see any evidence for such a component
in the profile of other species, the obtained constraints should
conservatively be considered upper limits, that is, ξ < 0.6 and
ξ < 1.4 for the systems at z = 0.45 and 1.65, respectively.
We note that the obtained uncertainties on the ξ values already
allowed for zero abundance of heavy isotopes anyway.

Another issue concerns our assumption of r = 26Mg/25Mg =
1 ≈ r�. This is more difficult to address as allowing for a free
value of r would introduce more degeneracy which is hard to
investigate with the S/N reached in our current data. In addi-
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Fig. 8. Synthetic Mg ii absorption profiles for the system at z = 0.452
(red line) corresponding to the best fit (ξ = 0.25, assuming r =
1) including 24Mg ii, 25Mg ii, and 26Mg ii lines (dashed-blue, dashed-
orange, and dashed-green, respectively) overlaid on the ESPRESSO
data (black with grey error bars). The top panels show the residuals.

tion, these two heavy isotopes are expected to arise from stars
of similar mass, and so their relative abundance is not expected
to vary significantly. With the exquisite wavelength calibration
of ESPRESSO, it is possible to investigate this issue, provided
much higher S/N is obtained.

In conclusion, we do not confirm the strong enhancement
of heavy Mg isotopes in either of the two systems considered
here. The apparent shift observed in the UVES data is therefore
unlikely to be due to a space-time variation of the fine-structure
constant α (Murphy et al. 2008) or to strong enhancement of
heavy Mg isotopes, but is instead due to subtle wavelength dis-
tortions in the UVES data that have been revealed and inves-
tigated in a number of works aiming at precision spectroscopy
(Rahmani et al. 2013; Whitmore & Murphy 2015; Dumont &
Webb 2017).

6. Structure of the cold-gas absorber at z = 0.452

D’Odorico (2007) first identified the z = 0.45206 absorption sys-
tem and detected the neutral species Fe i, Si i, and Ca i, which
are rarely found in quasar absorption systems. By modelling the
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Fig. 9. Fit to the metal lines at z = 1.65. The long dashed line (zero of
the velocity scale) corresponds to the redshift of Fe ii and Si ii, while the
short ticks mark the centroids of the Mg ii and Mg i lines. The velocity
shifts seen here are indistinguishable from those measured from UVES
data by Agafonova et al. (2011) for this system.

physical conditions in this system, Jones et al. (2010) constrained
the temperature to be T < 100 K and the density to be in the range
100−1000 cm−3. Given the relatively small column densities
inferred from their model (N(H i) in the range 1018.5−20.8 cm−2),
this suggests a small longitudinal size. For N(H i) = 1019.6 cm−2

and a density of 300 cm−3, the size is l‖ ∼ 0.04 pc.
It is therefore reasonable to expect a similarly small trans-

verse extent as well. A small transverse size of the cloud can in
principle lead to several interesting effects. First, if at a given
wavelength, the size of the background source becomes com-
parable to that of the absorbing cloud, then the former may no
longer be considered a point source. This leads to partial cov-
erage (e.g., Balashev et al. 2011). Indeed, Bergeron & Boissé
(2017) found a partial coverage effect for the Fe iλ2719Å line
that is by chance located on top of the Lyα emission line from
the quasar. However, this Fe i line is blended with Lyα absorp-
tion, which complicates the analysis. Second, the presence of
structures within the cloud may in principle lead to time vari-
ations of the line profiles as the exact location of the line of
sight with respect to the absorbing gas may vary due to rel-
ative motions of the absorber and/or observer with respect to
the background source (Boissé et al. 2015). However, the line
of sight drifts are expected to be at best of the order of a few
10−3 pc over 10 years. This means that time variation of the pro-

0.00 0.25 0.50 0.75 1.00 1.25 1.50 1.75 2.00
= (25Mg+26Mg)/24Mg

0.0

0.5

1.0

1.5

2.0

2.5

2

Fig. 10. Same as Fig. 7 for the system at z = 1.65.
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Fig. 11. Fit to the Fe i absorption lines with one-component model.
From top to bottom, the black line corresponds to the data obtained
with UVES 2009 and ESPRESSO 2018 (Fe iλ2484Å line is missed in
ESPRESSO spectrum), the red and blue profiles are the one-component
models constrained respectively from UVES and ESPRESSO data only.

files is expected only if significant structures are present at such
extremely small scales.

In order to constrain the transverse spatial and line-of-sight
velocity structure of the absorber, we used our ESPRESSO spec-
trum together with UVES spectra obtained previously in 2001,
2009, and 2017, hence covering a time interval of 17 years.
Unfortunately, the strongest Fe i transitions at 2484 and 2523 Å
are not covered by the ESPRESSO spectrum. Notwithstanding,
they are covered by all UVES spectra that have bluer coverage.
As many Fe i lines are weak, we took into account the uncer-
tainty in continuum construction when fitting these lines. The
fitting method is described in Appendix A.

Following previous UVES studies, we first fitted the Fe i
lines with a single-component Voigt-profile. We used combined
spectra obtained for each set of observations. In other words,
we used four different spectra: three from UVES taken in 2001,
2009, and 2017 and our new ESPRESSO spectrum. To fit the
absorption lines for each spectra we adopted the average resolu-
tion powers of 55 000, 65 000, and 60 000 for 2001, 2009, and
2017 UVES spectra, respectively. For the ESPRESSO spectrum,
we used different resolutions for the blue and red channels, as
provided in Table 1. Nevertheless, we were not able to obtain a
simultaneously satisfactory fit of the ESPRESSO + UVES data
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Fig. 12. Fit to the Fe i absorption lines with a two-component model. From top to bottom, the black line corresponds to the data obtained with UVES
(2001, 2009 and 2017) and ESPRESSO (2018). The fit profiles are represented using a 0.68 central percentile interval of their own distributions
sampled from the obtained posterior probability distribution of the fitting parameters. Red and green areas correspond to the total profile and
contribution of each component, respectively. Residuals are shown above each panel.

taken altogether. Considering each spectrum independently, we
find differences in the derived Fe i parameters between epochs,
the most noticeable difference being in the Doppler parameter,
which we find to be significantly higher in the ESPRESSO spec-
trum (2.4+0.5

−0.2 km s−1) than suggested by any of the UVES spectra
(∼0.6 km s−1) with a typical uncertainty of less than 0.1 km s−14.
The inconsistency between the one-component models fitted
to the ESPRESSO and UVES data independently is shown in
Fig. 11. While it is tempting to attribute this to time variation
of the line profiles, such an interpretation is suspicious in light
of the fact that we did not see any significant changes between
UVES 2001 and 2017, and the difference appears only in the
new ESPRESSO spectrum. Therefore, it is more likely that the
difference is actually due to an inappropriate model of the veloc-
ity profile. Indeed, one can see from Fig. 11 that the observed
Fe iλ3021Å and 3720Å line profiles for ESPRESSO and UVES
have about the same width when the resolution of the two instru-
ments differs by a factor of 2.5. This strongly suggests the pres-
ence of more than one component.

Fitting the Fe i lines with a two-component model solves the
issue (see Fig. 12). The whole set of UVES and ESPRESSO
data is now well fitted with the same set of parameters, which
is given in Table 4. Remarkably, we find Doppler parameters of
only b ∼ 0.3 km s−1. Assuming thermal broadening only, this

4 We note that these Doppler parameters are much lower than the
UVES resolution element, but they are constrained from the relative
strengths of the Fe i lines, because several lines with different oscillator
strengths were used.

Table 4. Results from fitting UVES and ESPRESSO altogether.

Species z b log N(X) C f
(a)

(X) (km s−1)

Fe i 0.4520546(+5
−4) 0.22+0.05

−0.03 11.94+0.03
−0.06 0.45+0.06

−0.05
Fe i 0.4520668(+6

−5) 0.39+0.06
−0.04 12.02+0.03

−0.04

H i 2.248242(+9
−12) 19.9+1.3

−1.0 12.50+0.03
−0.03

H i 2.2487523(+20
−20) 27.4+0.7

−0.5 13.39+0.01
−0.01 1

H i 2.249235(+4
−11) 18.8+0.7

−0.5 12.58+0.03
−0.03

Si ii 1.5864332(+1
−3) 2.65+0.07

−0.07 13.07+0.01
−0.01

Notes. (a)The covering fraction corresponds to that at the wavelength
of the Ly-α emission line; it is less than unity for Fe iλ2719 only. Other
Fe i lines are redshifted at wavelengths corresponding to the quasar con-
tinuum emission only.

corresponds to a kinetic temperature T ∼ 300 K. As turbulent
motions can also contribute to the line broadening, the actual
temperature must be lower than this value, in agreement with
the T ∼ 100 K derived from modelling the physical conditions
in the gas.

To take into account the possible partial coverage in
Fe iλ2719Å line, we considered a modified line profile with sim-
ple partial covering model (see e.g., Ganguly et al. 1999), where
the covering factor is an independent and free parameter dur-
ing the fit. We confirm the partial coverage of the Ly-α emission
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Fig. 13. Fit to the region around Fe iλ2719Å line at z = 0.452. From top
to bottom, the black line corresponds to the data obtained with UVES
in 2001, 2009, and 2017 and ESPRESSO in 2018. The fit profiles are
presented in the same manner as in Fig. 12. The horizontal dashed line
and grey stripe show 1 − C f and its uncertainty, respectively. The con-
strained value of C f for each spectrum is given in the bottom-left of
each panel.

by the cold, Fe i-bearing gas with C f ≈ 0.4−0.6, assuming the
same covering factor for both Fe i components and for all expo-
sures. Alternatively, fitting the spectra with independent cover-
ing factor for each exposure, we obtain a gradual increase of the
covering factor, C f , with time from 0.34+0.10

−0.09 in 2001 (consistent
with values obtained by Bergeron & Boissé 2017) to 0.61+0.14

−0.14 in
2018 (see Fig. 13), although this is not highly statistically signif-
icant given the relatively high uncertainties on individual values.

The continuum emission accounts for about 30% of the total
observed flux at the position of Ly-α and is more likely fully
covered by the Fe i-absorbing cloud, as we do not see any evi-
dence for partial coverage at other wavelengths. This is also
expected because the accretion disc responsible for the UV con-
tinuum emission is expected to have a size of at most ∼10−3 pc.
The time-variation of C f , if confirmed, would suggest that the
covering fraction of the Ly-α emission line flux increases from
0.05+0.14

−0.05 to 0.47+0.19
−0.19 between 2001 and 2018 (see Eq. (4) of

Bergeron & Boissé 2017). As the ratio of the continuum to Ly-α
emission line flux does not vary significantly (less than 20% over
the same period), this indicates that the possible time-variation
of C f is likely attributed to the relative motion of the Fe i-bearing
cloud with respect to the line of sight. It also means that a large
fraction of Ly-α photons arise from a region smaller in projec-
tion than the Fe i-bearing cloud. In other words, at least half of
the Ly-α photons with velocities corresponding to the position
of the Fe iλ2719Å line are produced in the very nuclear region
of the quasar. It would be interesting to continue monitoring this
system to see if the covering fraction continues to increase, set-
ting an upper limit to the amount of photons arising from (or

scattered by) gas in more extended regions around the quasar
nucleus.

This work shows that resolving the velocity structure along
the line of sight is a crucial step towards a physical interpretation
of the data. This includes the investigation of possible variations
of the line profiles (e.g., covering factors) due to the transverse
motion of the cloud with respect to the line of sight.

7. Summary

We present an analysis of a very high-resolution spectrum
(R & 130 000) of the quasar HE 0001−2340 obtained using
the new VLT/ESPRESSO spectrograph. Our observations cover
the range 380−788 nm with exquisite spectral fidelity and
wavelength-calibration accuracy. These characteristics allow us
to investigate the velocity profiles of several absorption systems
with unprecedented precision.

We disentangled the thermal and turbulent broadening in
individual components of the metal absorption-line complex
(spread over about 400 km s−1) associated with a low-metallicity
sub-DLA at z = 2.187. We infer temperatures of ∼16 000 K,
which is twice the canonical Galactic WNM value. By compiling
temperature measurements in other low-metallicity high-z sys-
tems, we reveal an anti-correlation between the kinetic tempera-
ture in individual velocity components and the total H i column
density integrated over the profile. Interestingly, the systems
have metallicities, H i column densities, and temperatures in-
between those found in the warm neutral ISM of galaxy discs
and those seen in the intergalactic medium. We are therefore
possibly witnessing gas cooling in the circumgalactic medium
in a transition region between intergalactic medium and ISM.
This finding opens up exciting prospects to further investigate
the thermal state of the gas around galaxies using high-resolution
spectroscopy.

The high spectral resolution and wavelength accuracy
allowed us to constrain the Mg isotopic ratio at z = 0.45 and
z = 1.65, which we find to be consistent with the solar value.
Apparent strong enhancement of heavy Mg isotopes previously
reported in the literature for these systems were hence likely due
to distortion in the UVES wavelength scale. This also shows that
ESPRESSO is well suited for such isotopic measurements in var-
ious absorption systems, opening up a new way to place con-
straints on the stellar nucleosynthetic history over cosmic time
(see also Welsh et al. 2020).

Finally, we confirm partial coverage of the background
source at Ly-α (quasar rest-frame) wavelengths by the Fe i
absorption system at zabs = 0.45. In other words, the background
source can no longer be considered an infinitely narrow beam;
about half of the quasar photons at these wavelengths do not
pass through the absorber. Thanks to the combined analysis of
UVES and ESPRESSO data, we were also able to reveal velocity
substructure within the Fe i-bearing gas that presents two com-
ponents with Doppler parameters of only b ∼ 0.3 km s−1, con-
firming the low kinetic temperature obtained from modelling of
the gas physical conditions.

Our results are mostly S/N-limited, meaning that more strin-
gent constraints could be obtained by the addition of further
exposures. Our work highlights several important science cases
that can be addressed from single-object high-resolution spec-
troscopy with large telescopes. These will certainly become
routinely addressed with future ground-based instruments such
as HIRES on the E-ELT (Marconi et al. 2021), G-CLEF on
the GMT (Szentgyorgyi et al. 2016), and HROS on the TMT
(Froning et al. 2006), as well as Pollux on the LUVOIR space
telescope (Bouret et al. 2018).
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Appendix A: Hierarchical Bayesian modelling of the
Fe i absorber

We describe here the method used to fit the Fe i absorption lines
with Voigt profiles in Sect. 6. As most of the Fe i lines are weak,
we were forced to take into account continuum placement uncer-
tainties. To do this rigorously, we used a hierarchical Bayesian
approach. In a standard Bayesian approach, the distribution of
the model parameters is given by

p(θ|D) ∝ p(D|θ)p(θ), (A.1)

where p(θ) is a prior on the model parameters (denoted by θ) and
D stands for observed data. The likelihood function p(D|θ) under
the assumption of Gaussian distribution of the pixel uncertainties
can be written as

p(D|θ) ∝
∏

i

exp

−1
2

(
m(xi) − yi

σi

)2 , (A.2)

where xi, yi, and σi are the wavelength, flux, and uncertainty
in the ith pixel of the spectrum, respectively. Evidently D ≡

(xi, yi, σi). The model profile, m, is usually specified for absorp-
tion lines as

m(x) =

∫
C(x′)e−τ(x′)I(x, x′)dx′, (A.3)

where τ(x) is an optical depth describing the profiles of absorp-
tion lines, I(x, x′) is the instrument function, and C(x) denotes
the unabsorbed continuum of the background source. When the
background source is a quasar, the continuum does not have
a simple shape. In addition, the spectra are generally not flux-
calibrated, and the presence of absorption lines unrelated to the
absorption system in question affects the apparent continuum.
Therefore, the unabsorbed quasar continuum is usually deter-
mined by interpolating the observed spectrum using regions
unaffected by absorption, as determined by visual inspection.
B-spline functions are frequently used to this end. This works
well for relatively strong absorption lines and does not introduce
significant biases on the inferred absorption model parameters.
However, for weak absorption lines, the subjectivity of contin-
uum placement can have stronger consequences.

To take this uncertainty into account, we propose the fol-
lowing extension of the Bayesian model. For simplicity, let us
first describe a single absorption line. The observed spectrum
is subject to random statistical noise, resulting in the dispersion
of spectral pixels, around some smooth envelope. In the model
situation, this dispersion corresponds to the value of the pixel
uncertainties, that is, to the spectral quality. Hence the disper-
sion of the continuum placement (the difference between the
constructed and true continuum) is expected to be proportional
to σ̄ – a mean pixel uncertainty within some wavelength range
in the vicinity of the line. Therefore, it is natural to describe the
continuum displacement in the units of σ̄. This is particularly
useful for the modelling of multiple absorption lines in distinct
wavelength ranges, with different spectral quality. In the first
approximation, the effect of continuum placement uncertainty
can be addressed by changing the continuum following

C(x)→ C(x)(1 + σ̄α), (A.4)

where α is a parameter specifying the continuum displacement
in units of σ̄. Therefore, a model profile m̃(x) that takes into
account continuum uncertainty can be expressed as

m̃(x) = m(x)(1 + σ̄α). (A.5)

One can in principle use α as a nuisance parameter during
the fit and constrain absorption model parameters jointly with α.
However, the result is that an improper choice of the continuum
model may bias the absorption model parameters. Additionally,
in cases of multiple absorption lines, each line (or line region if
some lines are blended) should have its own α. This may lead to
an undesired significant increase in the number of model param-
eters. This can be circumvented by using a hierarchical Bayesian
approach.

We assume that α follows some distribution p(α|d) described
by some parameter d. This corresponds to the sampling of the
continuum placement, i.e. we mimic the situation where different
people obtain independent continuum placement. The posterior
distribution of the parameters can then be written as

p(θ, α, d|D) ∝ p(D|θ, α)p(α|d)p(d)p(θ), (A.6)

where θ is the set of the model parameters describing only the
absorption profile, and p(d) is a prior on d. As we are not
interested in the distribution of α, we can marginalise over this
parameter

p(θ, d|D) ∝
(∫

p(D|θ, α)p(α|d)dα
)

p(d)p(θ), (A.7)

which means that the integral in the bracket is a modified likeli-
hood function, p(D|θ, d).

Considering that p(D|θ, α) is described by Eq. (A.2) with
replacement Eq. (A.5), and assuming that p(α|d) is a Gaussian
function with zero mean and dispersion d, we can take an inte-
gral over α in analytical form, which gives

p(D|θ, d) = p(D|θ) ·
1

√
2πAd

exp
(

B2

2A

)
, (A.8)

where

A =
∑

i

m(xi)2σ̄2
i

σ2
i

+
1
d2 (A.9)

B =
∑

i

m(xi)σ̄i(yi − m(xi))
σ2

i

, (A.10)

where σ̄i is the mean dispersion within the spectral region
around pixel i.

In case of several continuum regions (when fitting multiple
lines), this formalism can be applied to the set of (α1, . . . , αn)
describing piece-wise correction to the continuum. In that case,
we have a product of p(αk |dk) in Eqs. (A.6) and (A.7) (with
marginalisation over each αk). To minimise the number of
parameters it is reasonable to assume that all p(αk |dk) have the
same shape with d1 = · · · = dn ≡ d, that is, we are left with only
one parameter d that is used to describe the sampling of the con-
tinuum uncertainty. In that case we obtain a similar likelihood
function

p(D|θ, d) = p(D|θ) ·
n∏

k=1

1
√

2πAkd
exp

 B2
k

2Ak

 , (A.11)

where Ak and Bk are expressed by similar expressions to those in
Eqs. (A.9) and (A.10) with the exception that the sums are taken
over the pixels corresponding to kth interval of the continuum
correction.

Following this approach, we fitted the Fe i lines at z = 0.45
towards HE 0001−2340. We assume flat priors on the z, b, log N
and covering fraction C f . For continuum placement uncertainties
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Fig. A.1. Temperature and turbulent broadening parameter determinations using independent Doppler parameters for each species (i.e. method 2)
in various components. For the weakest component (C, G and N), the uncertainties are too large to provide meaningful constraints. Black points
and error bars represent the square of the total Doppler parameter b measured for various species (Fe ii, S ii Si ii, Al ii, O i and C ii) as a function
of the inverse of their mass. The blue line and shaded area represent the linear fit to the data and 1σ confidence band.

we used one hyper-parameter, h, which as presented above,
describes the dispersion of the continuum displacements distri-
bution (we assumed it to be a Gaussian) in units of median pixel
uncertainties in ∼1 Å-wide region around each of the considered

lines. We used a prior on h to be Gaussian with 1.0 mean and
dispersion 0.2. The posterior probability function of the parame-
ters was sampled using an affine-invariant Monte-Carlo Markov
Chain sampler.
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Appendix B: Additional table

Table B.1. Results from Voigt-profile fitting of metal species associated to the DLA at z = 2.187.

Comp vrel (km s−1) zabs Ion log N (cm−2) bturb (km s−1) T (104 K) btot

A1 +24 2.18725 C ii 12.96± 0.08 1.96± 1.35 2.99± 0.99 6.72
O i 13.16± 0.08 5.91

Al ii 10.73± 0.16 4.72
Si ii 12.22± 0.04 4.64
S ii 12.98± 0.19 4.40
Fe ii 11.81± 0.05 3.57

A2 +15 2.18716 C ii 13.86± 0.09 2.44± 0.18 0.99± 0.25 4.43
O i 14.48± 0.08 4.03

Al ii 11.52± 0.09 3.47
Si ii 13.11± 0.03 3.44
S ii 13.16± 0.08 3.33
Fe ii 12.79± 0.02 2.98

A3 +11 2.18711 C ii 13.62± 0.07 5.45± 0.76 2.94± 0.95 8.39
O i 13.06± 0.24 7.76

Al ii 11.74± 0.06 6.91
Si ii 12.71± 0.07 6.86
Fe ii 12.17± 0.08 6.20

B −29 2.18669 C ii 13.18± 0.03 5.46± 0.55 1.28± 0.82 6.90
Al ii 11.00± 0.06 6.14
Si ii 12.33± 0.02 6.12
Fe ii 11.86± 0.03 5.80

C −111 2.18583 C ii 12.51± 0.10 5.94± 2.35 <3.01 5.94
Si ii 11.54± 0.07 5.94
Al ii 10.73± 0.12 5.94

D −145 2.18546 C ii 12.99± 0.05 . . . 3.23± 1.52 6.69
Al ii 11.17± 0.04 4.46
Si ii 11.87± 0.03 4.37

E −160 2.18530 C ii 13.61± 0.02 2.46± 0.24 1.71± 0.22 5.45
O i 13.21± 0.05 4.88

Al ii 11.87± 0.01 4.07
Si ii 12.85± 0.01 4.02
Fe ii 12.29± 0.01 3.34

G −226 2.18460 C ii 13.15± 0.09 10.44± 4.18 <21.16 15.98
Al ii 11.35± 0.07 13.19
Si ii 12.12± 0.08 13.10

H −230 2.18455 C ii 12.53± 0.20 2.44± 1.73 <2.02 3.88
Si ii 11.81± 0.07 3.14
Fe ii 11.09± 0.14 2.81

I −240 2.18445 C ii 12.95± 0.10 4.31± 0.83 1.45± 1.33 6.22
Al ii 10.98± 0.12 5.24
Si ii 12.11± 0.06 5.21
Fe ii 11.82± 0.04 4.78

J −269 2.18414 C ii 13.04± 0.04 2.27± 0.80 1.68± 0.61 5.33
Al ii 11.20± 0.04 3.94
Si ii 12.12± 0.02 3.88
Fe ii 11.65± 0.04 3.18

K −282 2.18400 C ii 13.40± 0.02 2.79± 0.43 1.99± 0.41 5.94
O i 12.82± 0.10 5.33

Al ii 11.68± 0.02 4.47
Si ii 12.57± 0.01 4.42
Fe ii 11.99± 0.02 3.70

L −305 2.18376 C ii 13.20± 0.03 2.84± 0.66 2.19± 0.61 6.20
O i 12.61± 0.16 5.55

Al ii 11.36± 0.03 4.64
Si ii 12.29± 0.01 4.59
Fe ii 11.78± 0.03 3.82
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Table B.1. continued.

Comp vrel (km s−1) zabs Ion log N (cm−2) bturb (km s−1) T (104 K) btot

M −327 2.18352 C ii 12.96± 0.07 6.30± 1.40 <3.70 7.50
Al ii 11.55± 0.03 6.86
Si ii 12.03± 0.04 6.84

N −339 2.18340 C ii 12.57± 0.17 4.01± 3.23 <4.03 5.35
Al ii 10.79± 0.17 4.65
Si ii 11.46± 0.13 4.63

O −355 2.18323 C ii 13.48± 0.03 3.68± 0.65 2.22± 0.79 6.66
O i 12.40± 0.25 6.06

Al ii 12.20± 0.01 5.22
Si ii 12.98± 0.01 5.17
Fe ii 11.74± 0.04 4.49

P −369 2.18308 C ii 13.57± 0.02 5.47± 0.42 1.25± 0.68 6.88
O i 12.34± 0.30 6.55

Al ii 12.37± 0.01 6.14
Si ii 13.07± 0.01 6.11
Fe ii 11.65± 0.05 5.80
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