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## ASYMPTOTIC DESCRIPTION OF DYNAMICS IN PLASMA AND WATER-WAVES TYPE MODELS

This thesis is devoted to the study of the asymptotic dynamics in several fluid models of key interest. These are on the one hand related to the classical Schrödinger equation and on the other hand can be derived from the Zakharov Water Waves model, in the Craig-Sulem-Zakharov formulation. Precisely, the models to be considered here are the following: the Nonlinear Schrödinger equation (NLS), the Hartree equation, the Zakharov and Klein-Gordon-Zakharov systems, the Zakharov-Rubenchik/Benney-Roskes system, and finally, the Zakharov Water Waves problem. All these models are analyzed in one dimension, which is interesting because of the lack of suitable dispersive estimates in the nonlinear setting.

Additionally, in terms of key questions, this thesis is divided in three main parts: a first part where local virial estimates will provide spatial decay on compact sets, a second part where time-expanding virial estimates permit to prove extensive decay properties for completely untreated physical systems, and finally, a constructive part related to the existence of nonlinear solitary waves in variable bottom water waves.

First of all, Chapter 2 is devoted to the study of the Nonlinear Schrödinger equation (with and without potential), and the Hartree equation. We consider the decay property as a form of nonlinear scattering in one dimension. We use virial identities to prove decay in compact intervals in space for both equations under oddness (and sometimes smallness) condition on the initial data.

Zakharov and Klein-Gordon-Zakharov systems are considered in Chapter 3, where we prove two types of decay: one in compact intervals around the origin, and another one for the energy norm in compact intervals along curves outside the light cone. No oddness conditions are imposed for the second result.

Chapter 4 analyses decay properties of the Zakharov-Rubenchik/Benney-Roskes system using different virial techniques. This time, we want to show strong local decay in extensive regions of space, which is somehow unknown in the previous models. Taking advantage of the underlying characteristic curves for the equation under work, a new virial method is introduced to prove a decay result in growing compact intervals around these curves. We also prove decay of the energy norm along curves outside the light cone.

The main part of this thesis is Chapter 5, which is concerned with the solitary wave problem for the Zakharov water waves equation under variable domain. Indeed, we assume a slightly changing, nonflat bottom. Adapting and extending the techniques introduced by Martel, and recently by Ming, Rousset and Tzvetkov, we prove the existence of a soliton-like solution for the nonflat bottom problem before it encounters the strong interaction regime. The collision problem remains the main open question to be considered in the future.

Finally, Chapter 6 is devoted to the conclusion of this work, as well as new ideas and forthcoming projects. Some of them have been remained elusive for us during these years, but we plan to attack them in the near future.
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## ASYMPTOTIC DESCRIPTION OF DYNAMICS IN PLASMA AND WATER-WAVES TYPE MODELS

Esta tesis está dedicada al estudio de la dinámica asintótica en varios modelos de fluidos de interés clave. Estos están por un lado relacionados con la ecuación clásica de Schrödinger y por otro lado pueden derivarse del modelo de Zakharov Water Waves, en la formulación de Craig-Sulem-Zakharov. Precisamente, los modelos a considerar aquí son los siguientes: la ecuación no lineal de Schrödinger (NLS) y Hartree, los sistemas de Zakharov y Klein-GordonZakharov, el sistema de Zakharov-Rubenchik/Benney-Roskes, y finalmente, el problema de Water Waves de Zakharov. Todos estos modelos se analizan en una dimensión, muy interesante debido a la falta de estimaciones nolineales dispersivas adecuadas.

Además, en términos de preguntas clave, esta tesis se divide en tres partes principales: una primera parte donde las estimaciones viriales locales proporcionarán decaimiento en conjuntos de espacio compactos, una segunda donde las estimaciones viriales que se expanden en el tiempo permiten demostrar propiedades de dispersión para sistemas físicos que no han sido tratados, y finalmente, una parte constructiva relacionada con la existencia de ondas solitarias no lineales en Water Waves de fondo variables.

En primer lugar, el Capítulo 2 está dedicado al estudio de las ecuaciones NLS (con y sin potencial) y Hartree. Consideramos la propiedad de decaimiento como una forma de dispersión no lineal. Usamos identidades viriales para probar dispersión en intervalos compactos en espacio en condiciones de imparidad (y a veces, pequeñez) para el dato inicial.

Los sistemas de Zakharov y Klein-Gordon-Zakharov se consideran en el Capítulo 3, donde probamos dos tipos de decaimiento: uno en intervalos compactos alrededor del origen y otro para la norma de energía en intervalos compactos a lo largo de curvas fuera del cono de luz. No se imponen condiciones de imparidad para el segundo resultado.

El Capítulo 4 analiza las propiedades de decaimiento del sistema Zakharov-Rubenchik / Benney-Roskes utilizando diferentes técnicas viriales. Esta vez, queremos mostrar un fuerte decaimiento local en extensas regiones del espacio, desconocidas para los modelos anteriores. Aprovechando las curvas características subyacentes para la ecuación en estudio, se introduce un nuevo método virial para probar un resultado de dispersión en intervalos compactos crecientes alrededor de estas curvas. También demostramos la dispersión de la norma de enería a lo largo de las curvas fuera del cono de luz.

La parte principal de esta tesis es el Capítulo 5, que trata el problema de onda solitaria para la ecuación ondas de agua de Zakharov, bajo un dominio variable. Asumimos un fondo no plano ligeramente cambiante. Adaptando y ampliando las técnicas introducidas por Martel, y por Ming, Rousset y Tzvetkov, probamos la existencia de una solución tipo solitón para el problema de fondo no plano antes de que encuentre el régimen de interacción fuerte. El problema de las colisiones sigue siendo la principal pregunta abierta a considerar en el futuro.

Finalmente, el Capítulo 6 está dedicado a la conclusión de este trabajo, así como a nuevas ideas y proyectos futuros, algunos esquivos durante estos años.
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### 1.1 Preliminaries

Physics, as every science, became an important source of questions and, eventually, (although, not always) of answers. As a consequence, the joint growth of both physics and mathematics, the last one being the main tool to model the observable world, became more complex and more synergetic. Such evolution of mathematical methods for application to problems in physics is commonly referred to as mathematical physics. The study of Partial Differential Equations is, perhaps, one of the theories most closely associated with this concept.

In physics, dispersion relations constitute the characterization of the plane wave motion in a medium. They represent an important part of mathematical physics and cover various types of classical and quantum scattering phenomena, describing the behaviour and interaction between solutions to partial differential equations. Hence, the study of dispersive equations becomes essential to understand physical events. In this context, the Schrödinger equation is probably one of the most relevant equations of the area. Not only it constitutes the basis for quantum mechanics, it is also a good dispersive model, as it is usually simpler in terms of techniques than others in the area, such as the wave equation or the Korteweg-de Vries equation.

In fluid dynamics, dispersion of water waves usually means that waves of different wavelengths travel at different phase speeds, that is, frequency dispersion. In fluids with a free surface, water waves are travelling waves dealing with surface tension and gravity forces, that coerce its elevation into the resting state. Such interaction between restoring forces and surface elevation shape what is considered a dispersive medium, and different mediums imply specific mathematical models. For instance, if the water depth is large compared to the wave length of the water waves (deep water), envelope solitons described by Schrödinger equation may occur. Another deep water model for the description of gravitational waves is the Zakharov-Rubenchik/Benney-Roskes system. In this context, an important model that has exhibited an increasing interest in the bibliography over the last years is the Zakharov/CraigSulem formulation. It arises when considering a non-vanishing shoreline and assuming that the flow is at rest at infinity, which essentially means to be away from the coast. We will give a more detailed derivation of the Zakharov/Craig-Sulem model in Chapter 5 .

Other examples of dispersive fluid models that we will consider in this work are the Zakharov systems, which describe long-wavelength small-amplitude Langmuir oscillations in a ionized plasma, and Zakharov-Rubenchik/Benney-Roskes, mainly treated in Chapter 3 .

This thesis was made with important collaborations and research visits. Part of this work was done while I was visiting Université Paris-Saclay (Paris) and Universidad de Granada FisyMat (Granada). I would like to acknowledge professors Juan Soler and Frédéric Rousset for their great support and their help making these travels possible.

Before moving to the description of the models considered in this thesis, we shortly recall some important notions for this work. We concentrate ourselves in the concept of dispersion and decay.

### 1.1.1 Notion of dispersion and decay

Dispersion occurs when pure plane waves of different wavelengths have different propagation velocities, so that a wave packet of mixed wavelengths tends to spread out in space; they scatter. A linear PDE is said to be dispersive if plane wave type solutions present such dispersion.

For instance, let us consider the linear Schrödinger equation

$$
\begin{equation*}
\mathrm{i} u_{t}+\Delta u=0, \quad(t, x) \in \mathbb{R} \times \mathbb{R}^{\mathrm{d}} \tag{1.1}
\end{equation*}
$$

Then, wave plane solutions of amplitude $A$ of the form $u(t, x)=A \mathrm{e}^{\mathrm{i}(k x-\omega t)}$ satisfy that the frequency $\omega$ is given by the square of the wave-number $k$, namely $\omega(k)=|k|^{2}$. Moreover, using Fourier transform we obtain an explicit convolution representation from which we also have the dispersive inequality:

$$
\begin{equation*}
\|u(t)\|_{L^{\infty}\left(\mathbb{R}^{\mathrm{d}}\right)} \lesssim_{\mathrm{d}}|t|^{-\mathrm{d} / 2}\|u(0)\|_{L^{1}\left(\mathbb{R}^{\mathrm{d}}\right)} . \tag{1.2}
\end{equation*}
$$

Such decay estimate holds for any solution whose initial data $u(0)$ belongs to $L^{1}\left(\mathbb{R}^{\mathrm{d}}\right)$.

Now, the non-linear case is another matter in terms of what to expect from solutions and their asymptotic behaviour. The main issue in this regard is the existence of non-decaying solutions such as solitons, that is, travelling non-dissipative waves that maintain their shape while they propagate at a constant velocity. Moreover, the interest produced by the dichotomy between the existence of dispersion and solitary waves for non-linear models eventually hinted what is called the "soliton resolution conjecture". This conjecture essentially means that solutions with generic initial data should eventually resolve into a finite number of solitons, moving at different speeds, plus a radiative term which goes to zero. Hence, we can no longer count on decaying solutions without any further condition. The balance between non-linearity and dispersion enables the existence of solitary waves and enriches the study of large-time behaviour of solutions.

In this thesis, when dealing with non-linear dispersive models, we will say that a form of scattering or dispersion is present if a solution decays to zero in some sense as time tends to $\infty$. In particular, we refer to scattering to a free solution when a global solution behaves asymptotically like solutions to the linear equation. More precisely, for the nonlinear Schödinger equation (NLS):

Definition 1.1. A global solution $u$ of NLS equation is said to scatter in the space $X$ to a free solution as $t \rightarrow \pm \infty$ if there exists $u_{ \pm} \in X$ such that

$$
\lim _{t \rightarrow \pm \infty}\left\|\mathrm{e}^{\mathrm{i} t \Delta} u_{ \pm}-u(t, \cdot)\right\|_{X}=0
$$

where $\mathrm{e}^{\mathrm{i} t \Delta}$ is the semi-group associated to the Scrödinger equation.
The smaller the dimension, the less probable that scattering occur, and modifications are needed. This thesis is concerned with decay properties for the following one dimensional Schrödinger type models: NLS and Hartree equations, Zakharov, Klein-Gordon Zakharov (KG Zakharov), and Zakharov-Rubenchik/Benney Roskes systems (ZR/BR). When proving decay results, the main goal is to avoid encounters with solitary waves, multi-solitions and other non-decaying solutions. To do so, we shall make use of appropriate virial identities, constructed essentially to ensure soliton-free regimes. In addition, in Section 5. we shall study the existence for soliton-type solutions to the Zakharov Water Waves system (ZWW). We will construct a solution to the ZWW that behaves asymptotically (as time tends to $-\infty$ ) like a travelling wave. To that end, we shall also study the already known solitary waves for ZWW (in this case, in the flat-bottom regime).

### 1.2 Introducing Schrödinger Models

Schrödinger equation was first introduced by Erwin Schrödinger in 1925, as he decided to find a proper 3 -dimensional wave equation for the electron. It is the fundamental law of non-relativistic quantum mechanics, a physical theory that deals with those phenomena that occur at microscopic scales of the order of Planck's constant. From a mathematical point of view, the Schrödinger equation is a delicate problem, and it has a jumble of properties of parabolic and hyperbolic equations.

Schrödinger's nonlinear equation has received great attention in mathematics over the past 50 years, in part because of its many applications, such as in nonlinear optics or in deep water models. Variants and generalizations appeared over the years, extending its study and giving rise to new models.

We are concerned with the following models: NLS and Hartree equations, Zakharov, KleinGordon Zakharov, and Zakharov-Rubenchik/Benney Roskes systems. As mentioned before, we are interested in their scattering properties and long-time behaviour, which ultimately imply the need to understand their non-decaying solutions, as well. Throughout this section, we shall introduce the precise models, along with some basic properties, and a summarized study on their non-decaying solutions.

### 1.2.1 Nonlinear Schrödinger equation

In Chapter 2, we will consider the non-linear Schrödinger equation (NLS)

$$
\begin{equation*}
\mathrm{i} u_{t}+u_{x x}=\mu V(x) u+f\left(|u|^{2}\right) u, \quad(t, x) \in \mathbb{R} \times \mathbb{R}, \tag{1.3}
\end{equation*}
$$

where the potential $V: \mathbb{R} \rightarrow \mathbb{R}$ is a Schwartz even function and $f: \mathbb{R} \rightarrow \mathbb{R}$ is a function such that for $1<p<5$,

$$
|f(s)| \lesssim s^{\frac{p-1}{2}},
$$

and satisfies that $f \circ s^{2}$ is locally Lipschitz continuous.
In the particular case,

$$
f(s)=\sigma s^{\frac{p-1}{2}}, \quad 1<p<5
$$

the semilinear Schrödinger equation is recovered. We will say the equation is focusing when $\sigma=1$. Otherwise $(\sigma=-1)$, we will be in the defocusing case. For $p=3$, the model is integrable.

The equation (1.3) is Hamiltonian, and it is characterized by having at least the following
conservation laws, defined as Mass, Energy and Momentum, respectively:

$$
\begin{align*}
M(u(t)) & :=\int_{\mathbb{R}}|u(t)|^{2} \mathrm{~d} x=M(u(0)),  \tag{1.4}\\
E(u(t)) & :=\int_{\mathbb{R}}|\nabla u(t)|^{2} \mathrm{~d} x-\sigma \frac{2}{p+1}|u(t)|^{p+1} \mathrm{~d} x=E(u(0)),  \tag{1.5}\\
P(u(t)) & :=\operatorname{Im} \int_{\mathbb{R}} u(t) \bar{u}_{x}(t) \mathrm{d} x=P(u(0)) . \tag{1.6}
\end{align*}
$$

It is well-known that this one-dimensional semilinear Schödinger equation is globally wellposed for initial data in $H^{1}(\mathbb{R})$ when $1<p<5$, and blow up may occur if $p \geqslant 5$, as was proved by Glassey, [25], Merle-Raphaël [43] and other subsequent works.

Solitons, multi-solitons and breathers: For a better understanding of decay and scattering for NLS (1.3), we need to study non-decaying solutions and how to rule them out from our results. Equation (1.3) presents solitons or solitary waves of the form

$$
u(t, x)=\mathrm{e}^{\mathrm{i} c t} Q_{c}(x)
$$

where $Q_{c}>0$ is a stationary solution to the $\operatorname{ODE} Q_{c}^{\prime \prime}+\left|Q_{c}\right|^{(p-1)} Q-c Q_{c}=0, Q_{c} \in H^{1}$. Early on, Zakharov and Shabat proved that this solution is even in space and small in $H^{1}$ provided $c \gg 1$, (see [81]). Moreover, because of the many symmetries that the equation presents, for any $v, x_{0}, \gamma \in \mathbb{R}$,

$$
u(t, x)=Q_{c}\left(x-x_{0}-v t\right) \mathrm{e}^{\mathrm{i}\left((1 / 2) v x-(1 / 4) v^{2} t+c t+\gamma\right)}
$$

is also a solution. Such solutions are stable, as stated, for instance, by Cazenave-Lions [8] and Weinstein [74].

In addition, there are also multi-solitons solutions that are not even, which means that even though parity conditions are a good way to rule out solitary waves, they are not completely effective. Indeed, Martel, Merle and Tsai [35] proved the existence (and $H^{1}$ stability) of solutions that decompose like the sum of solitary waves with non-zero speed plus radiation (later improved by Vihn [52]), and these solutions could very well be odd.

Finally, equation (1.3) can present breathers, that is periodic in time solutions but with non-trivial period. Such is the case for the (scattering) critical one-dimensional NLS $(p=3)$, that possesses explicit breather solutions, such as the Satsuma-Yajima breather [66],

$$
B_{S Y}(t, x):=\frac{4 \sqrt{2} \mathrm{e}^{\mathrm{i} t}\left(\cosh (3 x)+3 \mathrm{e}^{8 \mathrm{i} t} \cosh (x)\right)}{\cosh (4 x)+4 \cosh (2 x)+3 \cosh (8 t)}
$$

or the Peregrine breather 63],

$$
B_{P}(t, x):=\mathrm{e}^{\mathrm{i} t}\left(1-\frac{4(1+2 \mathrm{i} t)}{1+4 t^{2}+2 x^{2}}\right) .
$$

Both breathers satisfy that are even and arbitrarily small.

### 1.2.2 Hartree equation

The Hartree equation is a non-local model that can be written in one dimension of space as

$$
\begin{equation*}
\mathrm{i} u_{t}+u_{x x}=\sigma\left(|x|^{-\alpha} *|u|^{2}\right) u, \quad(t, x) \in \mathbb{R} \times \mathbb{R} \tag{1.7}
\end{equation*}
$$

where $0<\alpha<1$ and $\sigma= \pm 1$ determines the focusing $(\sigma=-1)$ or defocusing $(\sigma=1)$ nature of the model.

This equation was first derived by Douglas Hartree in 1927, as he sets himself the goal to first calculate the solutions to Schrödinger's equation for individual electrons. The solution to the original Schrödinger equation is a wave function which describes all of the electrons. He assumed that the nucleus together with the electrons formed a spherically symmetric field and found an equation for each electron. Then, the wavefunction of a system could be computed as a combination of wavefunctions of individual particles, solving Hartree's equations for each electron.

The Hartree equation (1.7) is locally well-posed, extended to global well posedness for small initial data. In addition, this equation conserves the Mass, Momentum and Energy, defined (respectively) below:

$$
\begin{aligned}
M(u(t)) & :=\int_{\mathbb{R}}|u(t)|^{2} \mathrm{~d} x=M_{0}, \\
E(u(t)) & :=\frac{1}{2} \int_{\mathbb{R}}|\nabla u(t)|^{2} \mathrm{~d} x+\frac{\sigma}{4} \int_{\mathbb{R}}\left(|x|^{-a} *|u|^{2}\right)|u|^{2} \mathrm{~d} x=E_{0}, \\
P(u(t)) & :=\operatorname{Im} \int_{\mathbb{R}} u(t) \bar{u}_{x}(t) \mathrm{d} x=P_{0} .
\end{aligned}
$$

Non-decaying solutions for Hartree: Regarding the existence of solitary waves, the situation is fairly similar to NLS. Focusing Hartree equation (1.7) $(\sigma=1)$ admits solitary waves solutions (or solitons) of the form

$$
u(t, x)=\mathrm{e}^{\mathrm{i} c t} Q_{c}(x) \in H^{1}
$$

where the ground state $Q_{c}: \mathbb{R} \rightarrow \mathbb{R}$ is an $H^{1}$-solution of the Choquard equation $\Delta Q+$ $\left(\frac{1}{|x|^{a}} *|Q|^{2}\right) Q-c Q=0, c \in \mathbb{R}$. These solutions are, up to translation and inversion of the sign, positive and radially symmetric functions, see, for instance, the works of Cingolani-Secchi-Squassina [11] and Ruiz [64] for the proofs of such properties, or VanSchaftingen for a beautiful review of the Choquard equation [46]. Moreover, solitary waves for the focusing Hartree equation are stable, as was proven by Cazenave and Lions in [8]. It is not expected for the defocusing Hartree equation $(\sigma=-1)$ to present soliton-like solutions.

### 1.2.3 Zakharov and Klein-Gordon Zakharov system

In Chapter 3, we will deal with the Cauchy problem for the one dimensional Zakharov system

$$
\begin{array}{ll}
\mathrm{i} u_{t}+\Delta u=n u, & (t, x) \in \mathbb{R} \times \mathbb{R}, \\
\alpha^{-2} n_{t t}-\Delta n=\Delta|u|^{2}, & (t, x) \in \mathbb{R} \times \mathbb{R},  \tag{1.8}\\
(u, n)(t=0)=\left(u_{0}, n_{0}\right), n_{t}(t=0)=n_{1}, &
\end{array}
$$

where $u(t, x): \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{C}, n(t, x): \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$ and $\alpha>0$.
Chapter 3 also studies the Cauchy problem for Klein-Gordon Zakharov system in one dimension

$$
\begin{array}{ll}
c^{-2} u_{t t}-\Delta u+c^{2} u=-n u, & (t, x) \in \mathbb{R} \times \mathbb{R}, \\
\alpha^{-2} n_{t t}-\Delta n=\Delta|u|^{2} & (t, x) \in \mathbb{R} \times \mathbb{R},  \tag{1.9}\\
(u, n)(t=0)=\left(u_{0}, n_{0}\right),\left(u_{t}, n_{t}\right)(t=0)=\left(u_{1}, n_{1}\right), &
\end{array}
$$

where $u(t, x): \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}, n(t, x): \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}, \alpha>0, c>0$.

Plasma is one of the most abundant form of ordinary matter in the universe, second only to dark matter and dark energy, greatly studied in astrophysics, and can be artificially generated by heating a neutral gas or subjecting it to a strong electromagnetic field. The Zakharov systems, first derived by Zakharov in 1921 [79, model long-wavelength smallamplitude Langmuir waves (rapid oscillations of the electron density in conducting media) in a ionized plasma. They describe nonlinear interactions between high-frequency, electromagnetic waves and low-frequency, acoustic type waves. Here, the unknowns represent the mean mode of the ionic fluctuations of density in the plasma $n$ and the changing amplitude of electric field $u$, which varies slowly compared to the unperturbed plasma frequency. Constants $\alpha$ and $c$ are the ion sound speed and the plasma frequency, respectively.

Zakharov systems can be derived from the two-fluid Euler-Maxwell system by considering a plasma as two interpenetrating fluids, an electron fluid and an ion fluid. See the work of Sulem-Sulem [71] and of Texier [72], where the authors expose a very detailed derivation of the model.

An appealing aspect of these equations are the limiting cases. From the Klein-GordonZakharov system (1.9) in the high frequency case $(c \gg 1)$, one could recover Zakharov (1.8) as a limiting equation. Indeed, if one considers $\tilde{u}=\mathrm{e}^{\mathrm{i} c^{2} t} u$ in (1.9), then it follows that

$$
\begin{aligned}
& c^{-2} \tilde{u}_{t t}-2 \mathrm{i} \tilde{u}_{t}-\Delta \tilde{u}=-n \tilde{u}, \\
& \alpha^{-2} n_{t t}-\Delta n=\Delta|\tilde{u}|^{2}
\end{aligned}
$$

Thus, formally, taking $c \rightarrow \infty$, the Zakharov system (1.8) is obtained.
Another interesting limiting case accurs in the subsonic regime $(\alpha<c)$, in which density perturbations are changing slowly. This would imply that taking $\alpha \rightarrow \infty$, the Langmuir waves follow the cubic semilinear Schrodinger equation. Both subsonic and high frequency limits were extensively studied in the work of Masmoudi and Nakanishi [36]-[39].

System (1.8) in one dimension is globally well-posed for initial data in $H^{1}(\mathbb{R}) \times L^{2}(\mathbb{R}) \times$ $\hat{H}^{-1}(\mathbb{R})$, where

$$
w \in \hat{H}^{s} \text { if there exists } v: \mathbb{R}^{\mathrm{d}} \rightarrow \mathbb{R}^{\mathrm{d}} \text { such that } w=\nabla \cdot v \text { and }\|w\|_{\hat{H}^{s}}=\|v\|_{H^{s+1}}
$$

Some works in this regard are Sulem-Sulem [70] for local well-posedness in $\mathrm{d}=1,2,3$, extended to global well posedness by Ozawa-Tsutsumi [60], Colliander [13] and Pecher 62].

For KGZ (1.9), well-posedness results hold in the energy space $H^{1} \times L^{2} \times L^{2} \times \hat{H}^{-1}$. See, for instance, Ozawa-Tsutaya-Tsutsumi [57]-[58], Otha-Todorova [56], Masmoudi-Nakanishi in [39]-40].

The Zakharov system (1.8) preserves the mass $\|u(t)\|_{L^{2}(\mathbb{R})}=\|u(0)\|_{L^{2}(\mathbb{R})}$ and both systems preserve the energy:

- Energy associated to Zakharov (1.8)

$$
H_{S}(t):=\int_{\mathbb{R}}|\nabla u(t, x)|^{2}+\frac{1}{2}\left(|n(t, x)|^{2}+\frac{1}{\alpha^{2}}\left|D^{-1} n_{t}(t, x)\right|^{2}\right)+n(t, x)|u(t, x)|^{2} \mathrm{~d} x
$$

- Energy associated to KGZ (1.9)

$$
\begin{aligned}
H_{K G}(t)= & \int_{\mathbb{R}} c^{2}|u(t, x)|^{2}+|\nabla u(t, x)|^{2}+\frac{1}{c^{2}}\left|u_{t}(t, x)\right|^{2}+\frac{1}{2}|n(t, x)|^{2} \\
& +\frac{1}{2}\left|\alpha D^{-1} n_{t}(t, x)\right|^{2}+n(t, x)|u(t, x)|^{2} \mathrm{~d} x=H_{K G}(0),
\end{aligned}
$$

where $D=\sqrt{-\Delta}$. We point out that the energy for both systems could very well be negative. Nevertheless, an interesting property of the one-dimensional Zakharov systems (1.8) and (1.9) is the fact that, even though not conserved, it is possible to find uniform bounds for the energy norm of global solutions. Indeed, using Gagliardo-Nirenberg inequality:

$$
\|u\|_{L^{4}}^{4} \leqslant\left\|u_{x}\right\|_{L^{2}}\|u\|_{L^{2}}^{3}
$$

one can prove the existence of constants depending on initial such that:

- For a global solution of Zakharov system (1.8):

$$
\begin{equation*}
\int_{\mathbb{R}}\left(\left|u_{x}(t, x)\right|^{2}+|u(t, x)|^{2}+\left|D^{-1} n_{t}(t, x)\right|^{2}+|n(t, x)|^{2}\right) \mathrm{d} x \leqslant K_{S} \tag{1.10}
\end{equation*}
$$

- For a global solution of KGZ system (1.9):

$$
\begin{equation*}
\int_{\mathbb{R}}\left|u_{t}(t, x)\right|^{2}+\left|u_{x}(t, x)\right|^{2}+|u(t, x)|^{2}+|n(t, x)|^{2}+\left|D^{-1} n_{t}(t, x)\right|^{2} \mathrm{~d} x \leqslant K_{K G} . \tag{1.11}
\end{equation*}
$$

A more detailed proof of both bounds can be found in Chapter 3, Lemmas 3.6 and 3.13.

Non-decaying solution for Zakharov sistem: Solitary waves for the Zakharov system are solutions of the form

$$
\begin{equation*}
u(t, x)=\mathrm{e}^{-\mathrm{i} \omega t} \mathrm{e}^{\mathrm{i} \frac{c}{2}(x-c t)} u_{\omega, c}(x-c t), n(t, x)=n_{\omega, c}(x-c t) \tag{1.12}
\end{equation*}
$$

where $u_{\omega, c}$ and $n_{\omega, c}$ are even functions (the explicit formula can be found in Chapter 3) and $c, \omega$ are real numbers satisfying $4 \omega+c^{2} \geqslant 0$ and $1-c^{2}>0$. Under such conditions, the travelling wave turns out to be orbitally stable, as proven by Wu in [77]. Moreover, for solitons ( $u, n$ ) described by (1.12), it is easy to see that $u, n$ are both even in space, which inspires parity conditions for our results.

In addition to soliton-like solutions, there also exist solutions that blow up both in finite and infinite time. Merle [41, 42] adapts the Glassey technics [25] and uses virial identies to prove that negative energy solutions blow up. Indeed, he considered the perturbed virial quantity:
$\frac{\mathrm{d}^{2}}{\mathrm{~d} t^{2}}\left(\frac{1}{4} \int_{\mathbb{R}}|x|^{2}|u|^{2}+\int_{0}^{t} \frac{1}{\alpha^{2}}\left(x \cdot D^{-1} n_{t}\right) n\right)=\mathrm{d} H_{s}-(\mathrm{d}-2) \int_{\mathbb{R}}|\nabla u|^{2}-\frac{1}{\alpha^{2}}(\mathrm{~d}-1) \int_{\mathbb{R}}\left|D^{-1} n_{t}\right|^{2}$.
Consequently, for solutions to (1.8) in dimension $\mathrm{d}=2,3$ and such that $H_{s}<0$, blow-up is obtained.

Non-decaying solutions for $K G Z$ : Similarly to the Zakharov equation, travelling waves for the KGZ system (1.9) can be constructed as solutions described by

$$
\begin{gathered}
u(t, x)=\mathrm{e}^{-\mathrm{i} \omega t} \mathrm{e}^{\mathrm{i} \frac{c}{2}(x-c t)} u_{\omega, c}(x-c t) \\
n(t, x)=n_{\omega, c}(x-c t)
\end{gathered}
$$

with even functions $u_{\omega, c}, n_{\omega, c}$, described more precisely in Chapter 3. Then, solitary waves exist when the real constants $\omega$ and $c$ satisfy $1-c^{2}-\omega^{2}>0$. Moreover, Chen [10] proved they are orbitally stable.

### 1.2.4 Zakharov-Rubenchik/Benney-Roskes system

Chapter 4 deals with the decay properties for solutions of the initial value problem (IVP) associated with the Zakharov-Rubenchik/Benney-Roskes (ZR/BR) system in one space dimension

$$
\begin{array}{ll}
\mathrm{i} \partial_{t} \psi+\omega \partial_{x}^{2} \psi=\gamma\left(\eta-\frac{1}{2} \alpha \rho+q|\psi|^{2}\right) \psi, & (t, x) \in \mathbb{R} \times \mathbb{R} \\
\theta \partial_{t} \rho+\partial_{x}(\eta-\alpha \rho)=-\gamma \partial_{x}\left(|\psi|^{2}\right), & (t, x) \in \mathbb{R} \times \mathbb{R} \\
\theta \partial_{t} \eta+\partial_{x}(\beta \rho-\alpha \eta)=\frac{1}{2} \alpha \gamma \partial_{x}\left(|\psi|^{2}\right), & (t, x) \in \mathbb{R} \times \mathbb{R} \\
(\psi, \rho, \eta)(t=0, x)=\left(\psi_{0}, \rho_{0}, \eta_{0}\right), &
\end{array}
$$

where

$$
\omega>0, \quad \beta>0, \quad \gamma>0, \quad \beta-\alpha^{2}>0, \quad 0<\theta<1, \quad \text { and } \quad q:=\gamma+\frac{\alpha(\alpha \gamma-1)}{2\left(\beta-\alpha^{2}\right)}
$$

are all real parameters.
Model (1.13) corresponds to the one-dimensional case of the most general system derived by Zakharov and Rubenchik [80] to describe the interaction of spectrally narrow highfrequency wave packets of small amplitude with low-frequency acoustic type oscillations. The unknown $\psi(t, x), \rho(t, x)$ and $\eta(t, x)$ stand for:

- $\psi: \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{C}$, the amplitude of the carrying (high frequency) waves,
- $\rho, \eta: \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$, low-frequency oscillations.

This system was also independently found by Benney and Roskes [5] in the context of gravity waves. System (1.13) has also been derived in several other physical situations, such
as for example, in the study of Alfvén waves (transverse oscillations of the magnetic fields) in the Magneto-Hydrodynamics equations (see for instance [9, 61]).

A characteristic that makes this model so rich is the many limiting cases it contains. For instance, in the supersonic limit, the classical (scalar) Zakharov system (1.8) is recovered. In the subsonic limit it is possible to obtain (formally) the Davey-Stewartson, a generalization in dimensions $\mathrm{d}=2,3$ of Schrödinger equations, but the rigorous proof remains still open. In the one dimensional case, we can also consider the adiabiatic limit, that is, to take $\theta \rightarrow 0$ in (1.13), from where we can formally see that $\rho(t, x)$ and $\eta(t, x)$ satisfy now the following relations

$$
\rho=-\frac{\gamma \alpha}{2\left(\beta-\alpha^{2}\right)}|\psi|^{2}, \quad \eta=-\gamma \frac{\beta-\alpha^{2} / 2}{\beta-\alpha^{2}}|\psi|^{2} .
$$

Then, we infer that the complex amplitude $\psi$ solves the cubic nonlinear Schrödinger equation

$$
\mathrm{i} \partial_{t} \psi+\omega \partial_{x}^{2} \psi=-\frac{\gamma \alpha}{3\left(\beta-\alpha^{2}\right)}|\psi|^{2} \psi
$$

A rigorous justification of such limit was introduced by Oliveira in [54].

On the other hand, the $\mathrm{ZR} / \mathrm{BR}$ system (1.13) is Hamiltonian and preserves the Mass, Energy and Momentum:

$$
\begin{aligned}
M(\psi(t), \rho(t), \eta(t)) & :=\int_{\mathbb{R}}|\psi(t, x)|^{2} \mathrm{~d} x=M\left(\psi_{0}, \rho_{0}, \eta_{0}\right) \\
E(\psi(t), \rho(t), \eta(t)) & :=\int_{\mathbb{R}}\left(\omega\left|\psi_{x}\right|^{2}+\frac{\gamma q}{2}|\psi|^{4}+\frac{\beta}{2} \rho^{2}+\frac{1}{2} \eta^{2}+\frac{\gamma}{2}(2 \eta-\alpha \rho)|\psi|^{2}-\alpha \rho \eta\right) \mathrm{d} x \\
& =E\left(\psi_{0}, \rho_{0}, \eta_{0}\right) \\
P(\psi(t), \rho(t), \eta(t)) & :=\operatorname{Im} \int_{\mathbb{R}} \psi \bar{\psi}_{x}-\theta \int_{\mathbb{R}} \rho(t, x) \eta(t, x) \mathrm{d} x=P\left(\psi_{0}, \rho_{0}, \eta_{0}\right) \cdot x
\end{aligned}
$$

Similar to the Zakharov systems, introduced in the previous subsection, even though the energy could very well be negative, one can use it along with the mass to find a uniform bound on the energy norm. Indeed, thanks to Gagliardo-Nirenberg inequality, one finds that

$$
\|\psi(t)\|_{H^{1}}^{2}+\|\rho(t)\|_{L^{2}}^{2}+\|\eta(t)\|_{L^{2}}^{2} \leqslant C, \quad \forall t \in \mathbb{R} .
$$

The precise statement (and proof) can be found in Chapter 4. Lemma 4.5.
System (1.13) is globally well-posed for the one-dimensional case in the energy space $H^{1}(\mathbb{R}) \times L^{2}(\mathbb{R}) \times L^{2}(\mathbb{R})$. The first approach in this regard is found in [53], where Oliveira proved local and global well-posedness in the space $H^{2}(\mathbb{R}) \times H^{1}(\mathbb{R}) \times H^{1}(\mathbb{R})$, later improved by Linares and Matheus [33] to well-posedness for initial data in the energy space $H^{1}(\mathbb{R}) \times$ $L^{2}(\mathbb{R}) \times L^{2}(\mathbb{R})$.

Existence of solitary waves:
Regarding the existence of solitary waves, in the case $\beta-\alpha^{2}>0, \gamma>0$ and $\theta<1$, Oliveira has proved in [53] the existence and the orbital stability of solitary waves of the form

$$
\begin{equation*}
(\psi, \rho, \eta)(t, x):=\left(\mathrm{e}^{\mathrm{i} \lambda t} \mathrm{e}^{\mathrm{i} c x / 2 \omega} R(x-c t), a(c)|R(x-c t)|^{2}, b(c)|R(x-c t)|^{2}\right) \tag{1.14}
\end{equation*}
$$

where $\lambda \in \mathbb{R}, c \geqslant 0$ and $R(\cdot)$ is an positive, even and exponentially decaying complex-valued function, while $a(c)$ and $b(c)$ are given by the following formulas

$$
a(c):=-\frac{\gamma\left(\beta-\frac{\alpha}{2}(c \theta+\alpha)\right)}{\beta-(c \theta+\alpha)^{2}}, \quad b(c):=-\frac{\gamma\left(c \theta+\frac{1}{2} \alpha\right)}{\beta-(c \theta+\alpha)^{2}} .
$$

under the conditions

$$
\begin{equation*}
a(c)-\frac{\alpha}{2} b(c)+q<0 \quad \text { and } \quad \frac{c^{2}}{4 \omega}-\lambda<0 . \tag{1.15}
\end{equation*}
$$

In particular, we point out that condition (1.15) implies the existence of standing solitary waves only for $\alpha \neq 0$. In other words, for the specific case $\alpha=0$, it is not necessary to avoid standing waves in decay results, since they are not expected to happen.

### 1.2.5 The virial method

Virial, a word derived from the latin vis meaning "force" or "energy", was first used in the context of physics by Clausius in the so called Virial Theorem. The original statement of Clausius' theorem reads: "The mean vis viva of the system is equal to its virial", which, in other words, means that the average kinetic energy is equal to $\frac{1}{2}$ the average potential energy.

In mathematics, virial identities are related to conservation laws. The idea is to study the properties of a conserved quantity, perturbed with an appropriate weight. In dispersive equations, the virial method was introduced by Glassey [25] in 1977, as he presented a blow-up result for the focusing NLS equation. Although the result holds for a more general nonlinearity, let us explain the idea with the semilinear Schrödinger equation. Taking advantage of the conserved momentum (1.6), Glassey considered a weight $|x|=r$ and computed,

$$
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\operatorname{Im} \int_{\mathbb{R}^{\mathrm{d}}} r \bar{u} u_{r} \mathrm{~d} x\right)=\left[\mathrm{d}\left(\frac{p+1}{2}-1\right)-2\right] \int_{\mathbb{R}^{\mathrm{d}}}|\nabla u|^{2} \mathrm{~d} x-\mathrm{d}\left(\frac{p+1}{2}-1\right) E_{0}
$$

where $E_{0}$ stands for the conserved energy, defined in 1.5 , and d is the space dimension. The $\|\cdot\|_{H^{1}}$ norm is bounded by below by $\operatorname{Im} \int_{\mathbb{R}^{\mathbf{d}}} r \bar{u} u_{r} \mathrm{~d} x$, which turns out to be increasing assuming $E_{0}<0$ and $p>1+\frac{4}{\mathrm{~d}}$. Therefore, as a consequence, solutions with initial data such that $E_{0}<0$ blow up. Needless to say, the monotonicity of the modified momentum plays a crucial role in the proof.

Since then, virial methods have been generalized to meet different needs and adapt to various equations. They are used not only to prove blow-up, but also stability or inestability results, and even scattering, almost every time taking advantage of monotonic quantities. In a few words, the idea is the following: if you intend on proving blow-up, you want the norm to be larger than something increasing, whereas if what you need is decay, than you would look for the norm to be smaller than something decreasing. In this thesis, we use virial methods to prove decay properties for the Scrödinger models previously mentioned.

We proceed to give an idea of the method. To that end, let us consider again our typical example, the NLS equation. For an appropriate (bounded) weight $\omega \in C^{\infty}$ and making use
of the conserved momentum, we prove that

$$
-\frac{\mathrm{d}}{\mathrm{~d} t}\left(\operatorname{Im} \int_{\mathbb{R}} \omega u \bar{u}_{x} \mathrm{~d} x\right) \geqslant 0
$$

Then, integrating in time, we can deduce decay properties for the $H^{1}$-norm localized in the support of the weight, under certain conditions on the solution (mainly, small initial data for the focusing case). More precisely,

$$
\int_{0}^{\infty}\|u(t)\|_{H_{\omega}^{1}}^{2} \mathrm{~d} t \leqslant C
$$

Consequently, the results depend on the conserved quantity considered and on the weight used, since it defines the region in which the decay property holds. In Subsection 1.4 we present the main theorems proved in this thesis.

### 1.3 Zakharov Water Waves

### 1.3.1 Derivation of the model

Zakharov water waves arises as a free surface model for an irrotational and incompressible fluid under the influence of gravity. Such fluid is considered in a domain with rigid bottom:

$$
\Omega_{t}=\left\{(x, z) \in \mathbb{R}^{2} \text { such that }-h a_{\varepsilon}(x) \leqslant z \leqslant \eta(t, x)\right\},
$$

where $h>0, a_{\varepsilon}: \mathbb{R} \rightarrow \mathbb{R}$ (to be properly defined later) and $\eta:[0, \infty) \times \mathbb{R}^{2} \rightarrow \mathbb{R}$ is the (unknown) free surface elevation.


Figure 1.1: Description of the domain.

The following assumptions are made on the fluid and on the flow: (H1) The fluid is homogeneous and inviscid.
(H2) The fluid is incompressible.
(H3) The flow is irrotational.
(H4) The surface and the bottom can be parametrized as graphs above the still water level.
(H5) The fluid particles do not cross the bottom.
(H6) The fluid particles do not cross the surface.
(H7) There is surface tension.
(H8) The fluid is at rest at infinity.
(H9) The water depth is always bounded from below by a nonnegative constant.
We denote $\mathbf{u}$ the velocity of the fluid. By (H3), there exists a scalar function $\Phi$ such that inside the fluid domain $\Omega_{t}$,

$$
\mathbf{u}=\left(\partial_{x} \Phi, \partial_{z} \Phi\right)=\nabla_{x, z} \Phi \quad \text { in } \Omega
$$

Assumptions $(\mathrm{H} 1)-(\mathrm{H} 2)$ imply that the velocity of the fluid $\mathbf{u}$ follows the the free surface Euler equation, which, interms of the velocity potential $\Phi$, turn into the free surface Bernoulli equations:

$$
\begin{array}{ll}
\partial_{t} \Phi+\frac{1}{2}\left|\nabla_{x, z} \Phi\right|^{2}+g z=-\frac{1}{\rho}\left(P-P_{a t m}\right) & \text { in } \Omega_{t} \\
\Delta_{x, z} \Phi=0 \quad(\nabla \cdot u=0) & \text { in } \Omega_{t}
\end{array}
$$

where $P(t, x, z)$ is the pressure at time $t$ at the point $(x, z)$ and $P_{\text {atm }}$ is the constant atmospheric pressure. If $\partial_{\mathbf{n}}$ is the upwards normal derivative, the fact that the fluid does not cross the bottom nor the surface $((\mathrm{H} 5)-(\mathrm{H} 6))$ imply the following boundary conditions

$$
\begin{array}{lc}
\partial_{\mathbf{n}} \Phi=0, & \text { on }\left\{z=-h a_{\varepsilon}\right\} \\
\partial_{t} \eta+\sqrt{1+\left|\partial_{x} \eta\right|^{2}} \partial_{\mathbf{n}} \Phi=0 & \text { on }\{z=\eta(t, x)\} \tag{1.16}
\end{array}
$$



Figure 1.2: The unitary normal vector pointing upwards.

Finally, since we are considering surface tension, over the surface we obtain the condition:

$$
\frac{1}{\rho}\left(P-P_{a t m}\right)=-\beta \nabla \cdot\left(\frac{\nabla \eta}{\sqrt{1+|\nabla \eta|^{2}}}\right) \quad \text { on }\{z=\eta(t, x)\}
$$

where $\beta$ is the surface tension coefficient.
As noted by Zakharov, if $\Phi$ denotes the velocity potential, then $\eta$ along with the trace of the velocity potential at the surface $\varphi=\left.\Phi\right|_{z=\eta}$ fully determines the flow. Later, Craig, Sulem and Sulem [16] introduced a new formulation invoking the Dirichlet-Neumann operator

$$
G[\eta, a]:\left.\varphi \mapsto \sqrt{1+|\nabla \eta|^{2}} \partial_{\mathbf{n}} \Phi\right|_{z=\eta}
$$

Taking into account the pressure over the surface, the system that models the fluid reads

$$
\left\{\begin{array}{l}
\partial_{t} \eta=G[\eta, a] \varphi  \tag{1.17}\\
\partial_{t} \varphi=-\frac{1}{2}\left|\partial_{x} \varphi\right|^{2}+\frac{1}{2} \frac{\left(G[\eta, a] \varphi+\partial_{x} \varphi \cdot \partial_{x} \eta\right)^{2}}{1+\left|\partial_{x} \eta\right|^{2}}-g \eta+\beta \partial_{x} \cdot\left(\frac{\partial_{x} \eta}{\sqrt{1+\left|\partial_{x} \eta\right|^{2}}}\right)
\end{array}\right.
$$

where $g$ is the gravitational constant and $\beta$ is the tension surface coefficient. The velocity potential can be recovered as the solution to the elliptic equation

$$
\left\{\begin{array}{l}
\Delta_{X, z} \Phi=0  \tag{1.18}\\
\left.\Phi\right|_{z=\eta}=\varphi \\
\left.\partial_{n} \Phi\right|_{z=-H+a}=0
\end{array} \quad(t, X, z) \in[0, \infty) \times \Omega_{t}\right.
$$

System (1.17) has a Hamiltonian structure [78] in the variable $(\eta, \varphi)$. Indeed, we can re-write (1.17) as

$$
\partial_{t}\binom{\eta}{\varphi}=\left(\begin{array}{cc}
0 & I \\
-I & 0
\end{array}\right)\binom{\partial_{\eta} \mathcal{H}}{\partial_{\varphi} \mathcal{H}}
$$

where the Hamiltonian $\mathcal{H}$ is the total energy given by

$$
\begin{equation*}
\mathcal{H}(\eta, \varphi)=\frac{1}{2} \int_{\mathbb{R}^{2}} \varphi G[\eta, a] \varphi+g \eta^{2}+2 \beta\left(\sqrt{1+|\nabla \eta|^{2}}-1\right) \mathrm{d} x \mathrm{~d} z \tag{1.19}
\end{equation*}
$$

Regarding the well-posedness for the Zakharov water waves problem in the presence of surface tension, the 3-dimensional Zakharov water-waves problem is globally well-posed for small initial data under rather restrictive smothness conditions, as studied by Germain, Masmoudi and Shatah [19, 20]. For the 2-dimensional problem, local well-posedness for the Cauchy problem in the space $H^{s+1 / 2} \times H^{s}, s>5 / 2$ is proved by Alazard, Burq and Zuily [1].

Existence and long-time behavior of solitary waves:
The study of solitary waves for equation (1.17) was mainly devoted to the flat-bottom case $\left(a_{\varepsilon}=1\right)$. Indeed, existence of solitary waves [3] of speed $c \sim \sqrt{g h}$ was shown when the parameters $g, \beta$ and $h$ satisfy the condition

$$
\frac{g h}{c^{2}}=1+\lambda^{2}, \quad \frac{\beta}{h c^{2}}>\frac{1}{\lambda},
$$

for $\varepsilon>0$ sufficiently small. These travelling waves are solutions $Q_{c}$ of the form

$$
Q_{c}(x-c t)=\left(\eta_{c}(x-c t), \varphi_{c}(x-c t)\right)=\left(h \eta_{\lambda}\left(h^{-1}(x-c t)\right), \operatorname{ch} \varphi_{\lambda}\left(h^{-1}(x-c t)\right)\right)
$$



Figure 1.3: AK Solitary wave.
with

$$
\eta_{\lambda}(x)=\lambda^{2} \Theta_{1}(\lambda x, \lambda) \quad \varphi_{\lambda}(x)=\lambda \Theta_{2}(\lambda x, \lambda)
$$

These profiles $\Theta_{1}$ and $\Theta_{2}$ satisfy an exponential decay. As noted in [3, 65], the profiles $\Theta_{1}(x, \lambda)$ and $\Theta_{2}(x, \lambda)$ have smooth expansions in $\lambda$. Then, we are entitled to study the particular case $\lambda=0$, for which we get

$$
\Theta_{1}(x, 0)=\cosh ^{-2}\left(\frac{x}{2\left(\beta /\left(h c^{2}\right)-1 / 3\right)^{1 / 2}}\right) .
$$

Thus, the KdV solitary wave is recovered.

A rather characteristic property of the one-dimensional Zakharov water waves model is the fact that the surface of the fluid is invariant by translation. As a result, usual Lyapounov stability cannot be expected. Nevertheless, orbital stability of the solitary waves holds, as was proven by Mielke [44]. On the other hand, when considering the 2-dimensional case, the situation changes, and solitons turn out to be unstable under transverse perturbations 65]. There also exist multi-solitons solutions, that is solutions that are time asymptotic to a sum of decoupling solitary waves, as constructed by Ming, Rousset and Tzvetkov in [45].

### 1.4 Main results

The results proved in this thesis are part of the following articles:

1. M. E. Martínez, Decay of small odd solutions for long range Schrödinger and Hartree equations in one dimension, published in Nonlinearity, 2020. (Chapter 2).
2. M. E. Martínez, On the decay problem for the Zakharov and Klein-Gordon-Zakharov systems in one dimension, published in Journal of Evolutions Equations, 2021. (Chapter (3).
3. M. E. Martínez and J. M. Palacios, On long-time behavior of solutions of the Zakharov-Rubenchik/Benney-Roskes system, accepted in Nonlinearity, available in arXiv, 2021. (Chapter 4).
4. M. E. Martínez, Existence of solitary waves in the Water Waves Zakharov system with slowly varying bottom, preprint 2021. (Chapter 5).

Now we briefly describe these results.

### 1.4.1 Asymptotic dynamics of small solutions for NLS and Hartree equations

Local decay results for NLS:
A great deal of literature proves that for the subcritical (in the sense of GWP and scattering) semilinear NLS equation $(3<p<5)$, scattering to a free solution exists (see, for instance, Ginibre and Velo [24], Tsutsumi [73] and Nakanishi-Ozawa [50], to name a few). Nevertheless, Strauss [69] and Barab [4] showed that one cannot expect the same scattering for the critical ( $p=3$ ) and super critical case $(p<3)$. Instead, modified scattering is believed to occur.

The first results on modified scattering for d dimensional NLS under small initial conditions, were introduced by Ozawa [55] and by Ginibre and Ozawa [22]. Moreover, it was shown that solutions $u$ of such equations present the decay

$$
\begin{equation*}
\|u(t)\|_{L^{\infty}} \lesssim(1+|t|)^{-\mathrm{d} / 2} \tag{1.20}
\end{equation*}
$$

when the initial data is sufficiently small in weighted Sobolev spaces (see also HayashiNaumkin [18], and Kato-Pusateri [30], for instance).

Modified scattering also holds for the NLS case with potential $V$, although it seems necessary to assume spectral conditions on the functional $-\frac{1}{2} \Delta+V$, see [17, 51, 21].

In this thesis, we focus on the decay problem for the super-critical case ( $p<3$ ), with and without potential (although the result is for a more general nonlinearity, including the critical $p=1$ and subcritical $3<p<5$ cases). We present the first result, that deals with decay for the Schrödinger equation (1.3) without potential in compact intervals:

Theorem 1.2 (Theorem (2.1), Chapter 2). Suppose $u(t) \in H^{1}(\mathbb{R})$ is a global odd solution of the equation 1.3) for $1<p<5$ and $\mu=0$ such that, for some $\varepsilon>0$ small,

$$
\begin{equation*}
\|u(t=0)\|_{H^{1}(\mathbb{R})} \leqslant \varepsilon \tag{1.21}
\end{equation*}
$$

Then,

$$
\begin{equation*}
\lim _{t \rightarrow \infty}\left(\|u(t)\|_{L^{2}(I)}+\|u(t)\|_{L^{\infty}(I)}\right)=0 \tag{1.22}
\end{equation*}
$$

for any bounded interval $I \subset \mathbb{R}$. Moreover, if the equation is defocusing, the smallness condition (1.21) is not needed.

Similarly, the following theorem deals with the decay in compact intervals for NLS with potential:

Theorem 1.3 (Theorem 2.3, Chapter 2). Assume $V \neq 0$ even as in (1.3). Under the assumptions of Theorem 2.1, suppose additionally that $V$ satisfies

$$
\begin{equation*}
\int_{\mathbb{R}}\left(|V(x)|+\left|V^{\prime}(x)\right|\right) \cosh (2 x) \mathrm{d} x<+\infty \tag{1.23}
\end{equation*}
$$

Then there exists $\mu_{0}>0$ such that for all $\mu \in\left(0, \mu_{0}\right)$, (1.22) holds for any bounded interval $I \subset \mathbb{R}$.

The proofs of Theorems 2.1 and 2.3 combine the use of a virial identity, derived from the conserved momentum, and spectral characteristics of the Schrödinger operator. Indeed, spectral properties are used to justify the monotonicity of for the adapted momentum, as commented in Subsection 1.2.5. To do so, the oddnes condition comes into play to rule out solitary waves and breathers. On the other hand, the fact that we are considering fixed intervals, allows us to forget about not only travelling waves, but also solutions that can be written as a sum of solitary waves with different speeds (and sufficiently away from each other) plus radiation. This is due to the fact that, since such solitons are moving at a speed different to zero, then for any given fixed interval, one can wait sufficiently long and, eventually, all solitons move away from our space interval.

Local decay for Hartree:
Similar to the critical and super-critical NLS equation $(1<p \leqslant 3)$, scattering to a free solution does not exist for Hartree equation, as was stated recently by Murphy and Nakanishi [49.

Nevertheless, modified scattering holds for Hartree equation for dimension $d \geqslant 2$ and the solution presents the expected dispersive estimation (1.20). The first result in this regard shows decay for Hartree equation with Coulomb potential

$$
g(u)=\sigma\left(|x|^{-1} *|u|^{2}\right) u, \quad \mathrm{~d} \geqslant 2
$$

and small initial condition [55, 22]. See also [18] or [30]. We point out that, as general as the results mentioned above are, they do deal with the decay problem for the one-dimensional case.

It is our goal to prove decay properties for the Hartree equation (both focusing and defocusing) in the one-dimensional case. When the dimension is larger than two ( $\mathrm{d} \geqslant 2$ ), there seems to be an extensive study of the long-time behavior of solutions. Nevertheless, it has come to our attention that the case $d=1$ is still fairly open. A first step in that direction is the following result:

Theorem 1.4 (Theorem 2.4. Chapter 2. Defocusing Hartree equation). Suppose that $u \in$ $H^{1}(\mathbb{R})$ is a global odd solution of equation (2.1) with (2.5) and $\sigma=1$. Then

$$
\begin{equation*}
\lim _{t \rightarrow \infty}\left(\|u(t)\|_{L^{2}(I)}+\|u(t)\|_{L^{\infty}(I)}\right)=0 \tag{1.24}
\end{equation*}
$$

for any bounded interval $I \subset \mathbb{R}$.

The arguments that we used in Chapter 2are based on the previous work of 31] and 32, where the decay problem for the Klein-Gordon equation is considered. Because of the the dynamics of the Schrödinger model, in the virial method some uncontrollable $H^{2}$ terms arise, which prevents us from proving decay in the energy norm.

### 1.4.2 Zakharov systems

Decay for Zakharov system:
It is known that for dimension $\mathrm{d}=2,3$, there exist solutions to the Zakharov equation (1.8) that decay to zero in the energy space $H^{1} \times L^{2} \times \hat{H}^{-1}$. Indeed, Ozawa and Tsutsumi [60], Ginibre and Velo [23], and Shimomura [68], proved existence and uniqueness of asymptotically free solutions of $(1.8)$. Scattering theory for Zakharov system as we know it is presented by Guo and Nakanishi [27], where they prove that all (energy) small, radially symmetric solutions for the Zakharov system in $\mathrm{d}=3$ scatter. By using generalized Strichartz estimates for the Schrödinger equation, Guo, Lee, Nakanishi and Wang in [26] were able to improve [27] by showing scattering of small solutions without the radial assumption.

In Chapter 3, we will be interested in the decay problem for the one dimensional Zakharov system. We study the decay in very specific regions: compact intervals around curves that exist outside the light cone. We present the first result, dealing with decay in compact intervals:

Theorem 1.5 (Theorem 3.1). Assume $E_{s}<\infty$. Let $(u, n, v) \in C\left(\mathbb{R}^{+}, H^{1}(\mathbb{R}) \times L^{2}(\mathbb{R}) \times L^{2}(\mathbb{R})\right)$ be a solution of (3.4) such that $u$ is odd and satisfies, for some $\varepsilon>0$ small,

$$
\sup _{t \geqslant 0}\|u(t)\|_{H^{1}(\mathbb{R})}<\varepsilon .
$$

Then, for every compact interval $I \subset \mathbb{R}$,

$$
\begin{equation*}
\lim _{t \rightarrow \infty}\|u(t)\|_{L^{\infty}(I)}+\|u(t)\|_{L^{2}(I)}+\|n(t)\|_{L^{2}(I)}+\left\|D^{-1} n_{t}(t)\right\|_{L^{2}(I)}=0 \tag{1.25}
\end{equation*}
$$

The proof of Theorem 3.1 is based on the Schrödinger case, and follows the idea of Theorem 2.1. In the same spirit, we construct a virial identity from the conserved momentum for the Zakharov system.

Our second result deals with decay in far field regions along curves.
Theorem 1.6 (Theorem 3.2, Chapter 3). Assume $(u, n)$ is a global solution of (1.8). Then, for any pair of constants $c_{1}, c_{2}$, the following holds:

1. If $(u, n, v) \in C\left(\mathbb{R}^{+}, H^{1}(\mathbb{R}) \times L^{2}(\mathbb{R}) \times L^{2}(\mathbb{R})\right)$, then, for any $\mu \in C^{1}(\mathbb{R})$ satisfying
$\mu(t) \gtrsim t \log (t)^{1+\delta}, \delta>0$, and setting $\Omega_{\mu}(t):=\left\{x \in \mathbb{R}: c_{1} \mu(t) \leqslant|x| \leqslant c_{2} \mu(t)\right\}$, the following limit holds

$$
\begin{equation*}
\lim _{t \rightarrow \infty}\|u(t)\|_{L^{2}\left(\Omega_{\mu}(t)\right)}=0 \tag{1.26}
\end{equation*}
$$

2. If $\left(u, n, D^{-1} n_{t}\right) \in C\left(\mathbb{R}^{+}, H^{2}(\mathbb{R}) \times L^{2}(\mathbb{R}) \times L^{2}(\mathbb{R})\right)$ and there exists $f(t) \in C^{1}(\mathbb{R})$ a nondecreasing function such that

$$
\begin{equation*}
\|u(t)\|_{H^{2}(\mathbb{R})} \lesssim f(t) \tag{1.27}
\end{equation*}
$$

then, for any $\mu \in C^{1}(\mathbb{R})$ satisfying $\mu(t) \gtrsim t \log (t)^{1+\delta} f(t), \delta>0$,

$$
\begin{equation*}
\lim _{t \rightarrow \infty}\|u(t)\|_{H^{1}\left(\Omega_{\mu}(t)\right)}+\|n(t)\|_{L^{2}\left(\Omega_{\mu}(t)\right)}+\left\|D^{-1} n_{t}(t)\right\|_{L^{2}\left(\Omega_{\mu}(t)\right)}=0 \tag{1.28}
\end{equation*}
$$

The proof of Theorem 3.2 follows an argument introduced by Muñoz, Ponce and Saut in [48], where they deal with the long time behaviour of intermediate long wave equation. Hypothesis (1.27) it is not due to the method, but on the model itself. It works mainly controlling $H^{2}$-terms that appear in the dynamics of the $H^{1}$-norm of $u$. However, it allows us to obtain decay of the $\|\cdot\|_{H^{1}}$-norm, which was not present in results established in 48] nor in Theorem 2.1 for NLS.

An intuitive sketch of the region where the decay is described can be seen in Figure 1.4 .


Figure 1.4: Sketch of $\Omega_{\mu}$

## Decay for Zakharov and KGZ.

Following the idea in [27], Guo, Nakanishi and Wang [28] proved scattering in the energy space for radially symmetric solutions with small energy for the system (1.9) in three dimensions, as well. In [29], they continue the study of global dynamics of radial solutions in three dimensions and find a dichotomy between scattering and blow-up. More specifically, relying on virial identities, they show that if the initial data is radially symmetric and its energy is below the energy of the ground state then the solution to (3.2) can either (for both $\mathrm{i}=1,2$ ): scatter or blow up in finite time.

As we did for (1.8), we prove decay of solutions to (1.9) in two different ways: over compact intervals of time and over far field regions along curves. Our result for compact intervals is the following:

Theorem 1.7 (Theorem 3.4, Chapter 3). Let

$$
\left(u, u_{t}, n, D^{-1} n_{t}\right) \in C\left(\mathbb{R}^{+}, H^{1}(\mathbb{R}) \times L^{2}(\mathbb{R}) \times L^{2}(\mathbb{R}) \times L^{2}(\mathbb{R})\right)
$$

be a solution of (1.9) such that $u$ is odd and satisfies

$$
\begin{equation*}
\sup _{t \geqslant 0}\|u(t)\|_{H^{1}(\mathbb{R})} \leqslant \varepsilon \quad \text { and } \quad \sup _{t \geqslant 0}\left\|u_{t}(t)\right\|_{L^{2}(\mathbb{R})} \leqslant C \tag{1.29}
\end{equation*}
$$

for some $C>0$ and $\varepsilon>0$ small. Then, for every compact interval $I \subset \mathbb{R}$,

$$
\begin{equation*}
\lim _{t \rightarrow \infty}\|u(t)\|_{H^{1}(I)}+\left\|u_{t}(t)\right\|_{L^{2}(I)}+\|n(t)\|_{L^{2}(I)}+\left\|D^{-1} n_{t}(t)\right\|_{L^{2}(I)}=0 \tag{1.30}
\end{equation*}
$$

The last theorem is devoted to the decay of the solutions to (3.15) in regions along curves outside the light cone:

Theorem 1.8 (Theorem 3.5. Chapter 3). Let

$$
\left(u, u_{t}, D^{-1} n_{t}, v\right) \in C\left(\mathbb{R}^{+}, H^{1}(\mathbb{R}) \times L^{2}(\mathbb{R}) \times L^{2}(\mathbb{R}) \times L^{2}(\mathbb{R})\right)
$$

be a global solution to (1.9) such that

$$
\begin{equation*}
\sup _{t \geqslant 0}\|u(t)\|_{H^{1}(\mathbb{R})} \leqslant \varepsilon \tag{1.31}
\end{equation*}
$$

for some $0<\varepsilon \leqslant 1$. Then, for any pair of constants $c_{1}$, $c_{2}$, and $\mu \in C^{1}(\mathbb{R})$ satisfying $\mu(t) \gtrsim t \log (t)^{1+\delta}, \delta>0$, and setting and setting $\Omega_{\mu}(t):=\left\{x \in \mathbb{R}: c_{1} \mu(t) \leqslant|x| \leqslant c_{2} \mu(t)\right\}$, th efollowing limit holds,

$$
\begin{equation*}
\lim _{t \rightarrow \infty}\|u(t)\|_{H^{1}\left(\Omega_{\mu}(t)\right)}+\left\|u_{t}(t)\right\|_{L^{2} \Omega_{\mu}(t)}+\|n(t)\|_{L^{2}\left(\Omega_{\mu}(t)\right)}+\left\|D^{-1} n_{t}(t)\right\|_{L^{2}\left(\Omega_{\mu}(t)\right)}=0 . \tag{1.32}
\end{equation*}
$$

Notice that for the KGZ system, no hypothesis regarding a controlled growth of the $H^{2}$ norm was needed.

### 1.4.3 Zakharov-Rubenchik/Benney-Roskes

In Chapter 4, we deal with the decay problem for the Zakharov-Rubenchik/Benney-Roskes ( $\mathrm{ZR} / \mathrm{BR}$ ) system (1.13). The main idea that inspired the first result is the fact that one can recover transport equations from the acoustic type functions $\eta, \rho$. Indeed notice that we can make the change of variables

$$
\mu_{1}=\sqrt{\beta} \rho+\eta, \quad \mu_{2}=-\sqrt{\beta} \rho+\eta
$$

Then, if $(\psi, \eta, \rho)$ a solution to $(1.13)$, we get that $\mu_{1}$ and $\mu_{2}$ solve the transport equations

$$
\begin{gathered}
\partial_{t} \mu_{1}+(\sqrt{\beta}-\alpha) \partial_{x} \mu_{1}=\gamma\left(-\sqrt{\beta}+\frac{\alpha}{2}\right) \partial_{x}\left(|\psi|^{2}\right) \\
\partial_{t} \mu_{2}-(\sqrt{\beta}+\alpha) \partial_{x} \mu_{1}=\gamma\left(\sqrt{\beta}+\frac{\alpha}{2}\right) \partial_{x}\left(|\psi|^{2}\right)
\end{gathered}
$$

Take, for instance, $\mu_{1}$. Thus, formally, integrating by parts

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \int_{\mathbb{R}} \mu_{1}(t, x+(\sqrt{\beta}-\alpha) t) \mathrm{d} x=\gamma\left(-\sqrt{\beta}+\frac{\alpha}{2}\right) \int_{\mathbb{R}} \partial_{x}\left(|\psi|^{2}\right)(t, x+(\sqrt{\beta}-\alpha) t) \mathrm{d} x=0
$$

Although this quantity might not be well-defined for solutions in the energy space, this "conservation law" inspired the following result:

Theorem 1.9 (Theorem4.1. Chapter 4. Let $v_{ \pm}:= \pm \theta^{-1}(\sqrt{\beta} \pm \alpha)$ fixed. Consider $(\psi, \rho, \eta) \in$ $C\left(\mathbb{R}, H^{1} \times L^{2} \times L^{2}\right)$ to be any solution to system (4.1) emanating from an initial data $\left(\psi_{0}, \rho_{0}, \eta_{0}\right) \in H^{1} \times L^{2} \times L^{2}$. Then, for any $c \in \mathbb{R}_{+}$, the following inequality holds

$$
\int_{0}^{+\infty} \frac{1}{\mu_{*}(t)} \int_{\Omega_{ \pm}(t)}|\psi(t, x)|^{2} \mathrm{~d} x \mathrm{~d} t<+\infty
$$

where $\Omega_{ \pm}(t):=\left\{x \in \mathbb{R}:-c \lambda(t) \leqslant x-v_{ \pm} t \leqslant c \lambda(t)\right\}, \kappa:=10^{100}$ and

$$
\lambda(t):=t^{2 / 3} \log \log ^{-2 / 3}(\kappa+t) \quad \text { and } \quad \mu_{*}(t):=t \log (\kappa+t) \log \log (\kappa+t)
$$

Furthermore, we have the following scenarios:

1. If $\pm \alpha<0$, then, the following inequality holds

$$
\int_{0}^{+\infty} \frac{1}{\mu_{*}(t)} \int_{\Omega_{ \pm}(t)}\left(\left|\psi_{x}(t, x)\right|^{2}+|\psi(t, x)|^{2}+\rho^{2}(t, x)+\eta^{2}(t, x)\right) \mathrm{d} x \mathrm{~d} t<+\infty
$$

In particular, we have that

$$
\liminf _{t \rightarrow+\infty} \int_{\Omega_{ \pm}(t)}\left(\left|\psi_{x}(t, x)\right|^{2}+|\psi(t, x)|^{2}+\rho^{2}(t, x)+\eta^{2}(t, x)\right) \mathrm{d} x=0
$$

2. If $\alpha=0$, then, the following inequality holds

$$
\int_{0}^{+\infty} \frac{1}{\mu_{*}(t)} \int_{\Omega_{0}(t)}\left(\left|\psi_{x}(t, x)\right|^{2}+|\psi(t, x)|^{4}+\eta^{2}(t, x)+\rho^{2}(t, x)\right) \mathrm{d} x \mathrm{~d} t<+\infty
$$

where $\lambda$ and $\mu_{*}$ defined as above and $\Omega_{0}(t):=\{x \in \mathbb{R}: c \lambda(t) \leqslant|x| \leqslant C \lambda(t)\}$. In particular, the following is satisfied

$$
\liminf _{t \rightarrow+\infty} \int_{\Omega_{0}(t)}\left(\left|\psi_{x}(t, x)\right|^{2}+|\psi(t, x)|^{4}+\eta^{2}(t, x)+\rho^{2}(t, x)\right) \mathrm{d} x=0
$$

Remark 1.1. In the previous statement, the condition $\pm \alpha<0$ must be understood according to the sets $\Omega_{ \pm}$. In other words, if $+\alpha<0$, then both results for $\Omega_{+}$hold, while if $-\alpha<0$, then both results for $\Omega_{-}$hold. Notice that if $\alpha<0$, the result for $\Omega_{-}$is not necessarily true.

This result follows the idea from the decay results in compact intervals for NLS, Hartree and Zakharov systems, but differs in the sense that it does not involve spectral properties. In addition, we point out the lack of parity conditions, caused by the fact that parity is not conserved by the flow. Also, we were able to approach compacts sets centered at the origin because from (1.15) we already know that standing waves do not occur if $\alpha=0$

Our second main result states that, in the so-called far-field region, solutions (in the energy space) must decay to zero.

Theorem 1.10 (Theoreom4.2, Chapter 4). Let $(\psi, \rho, \eta) \in C\left(\mathbb{R}, H^{1} \times L^{2} \times L^{2}\right)$ be any solution to system (4.1) emanating from an initial data $\left(\psi_{0}, \rho_{0}, \eta_{0}\right) \in H^{1} \times L^{2} \times L^{2}$. Then, for any pair of constants $c_{1}, c_{2}>0$ the following properties holds:

1. Consider any non-negative function $\zeta \in C^{1}(\mathbb{R})$ satisfying that, there exists $\delta>0$ such that, for all $t>0$ it holds

$$
\zeta(t) \gtrsim t \log (\kappa+t)^{1+\delta} \quad \text { and } \quad \zeta^{\prime}(t) \gtrsim \log (\kappa+t)^{\delta+1} .
$$

Then, setting $\Omega_{\zeta}(t):=\left\{x \in \mathbb{R}: c_{1} \zeta(t) \leqslant|x| \leqslant c_{2} \zeta(t)\right\}$, the following limit holds

$$
\begin{equation*}
\lim _{t \rightarrow \infty}\|\psi(t)\|_{L^{2}\left(\Omega_{\zeta}(t)\right)}=0 \tag{1.33}
\end{equation*}
$$

2. Assume additionally that $(\psi, \rho, \eta) \in C\left(\mathbb{R}, H^{2} \times H^{1} \times H^{1}\right)$ is a solution emanating from an initial data $\left(\psi_{0}, \rho_{0}, \eta_{0}\right) \in H^{2} \times H^{1} \times H^{1}$. Then, for any non-negative $\zeta \in C^{1}(\mathbb{R})$ satisfying that, there exists $\delta>0$ such that, for all $t>0$,

$$
\zeta(t) \gtrsim t^{2+\delta} \quad \text { and } \quad \zeta^{\prime}(t) \gtrsim t^{1+\delta}
$$

the following decay for the local energy norm holds

$$
\lim _{t \rightarrow \infty}\left(\|\psi(t)\|_{H^{1}\left(\Omega_{\zeta}(t)\right)}+\|\rho(t)\|_{L^{2}\left(\Omega_{\zeta}(t)\right)}+\|\eta(t)\|_{L^{2}\left(\Omega_{\zeta}(t)\right)}\right)=0
$$

The condition 1.33 is expected to happen at least for smooth initial data. Indeed, a polinomial bound for the growth of the $H^{s}$-norm of $\psi$ was stated in [33]. More specifically, they proved that, for smooth initial data, solutions to system (4.1) satisfies the following property:

$$
\|\psi\|_{H^{s}(\mathbb{R})} \lesssim 1+|t|^{(s-1)^{+}}
$$

### 1.4.4 The solitary wave for Zakharov water waves

Chapther 5 is devoted to the study of the solitary wave for the water waves Zakharov system (1.17). Specifically, we analyse the behavior of the solitary wave solution of the flat-bottom problem (that is, when $a_{\varepsilon}=0$ ), given by Amick and Kirchgässner (AK) [3] when the bottom actually presents a (slight) change at some point. We consider a a slightly changing bottom described by $a_{\varepsilon}=a(\varepsilon \cdot) \in C_{b}^{2}(\mathbb{R})$, where $\varepsilon>0$ and $a$ is assumed to satisfy the following conditions:

There exist $K>0,0<\kappa<1$ and $\gamma_{1}, \gamma_{2}>0$ such that:

$$
\begin{gather*}
1-\kappa<a(r)<1, \quad \forall r \in \mathbb{R}, \\
1-a(r) \leqslant K \mathrm{e}^{\gamma_{2} r}, \quad \forall r \leqslant 0, \\
\lim _{r \rightarrow-\infty} a(r)=1, \lim _{r \rightarrow \infty} a(r)=1-\kappa,  \tag{1.34}\\
\left|a^{\prime}(r)\right|<K \mathrm{e}^{-\gamma_{1}|r|}, \quad \forall r \in \mathbb{R}, \\
a^{\prime} \text { does not change sign. }
\end{gather*}
$$

However simple the sketch of the approach might be (Figure 1.5), in reality the situation is fairly different. The description of the bottom has a (nonlinear) non-local interaction


Figure 1.5: A solitary wave in nonflat bottom.
with the flow (see the boundary condition on the elliptic equation (1.16). Consequently, one cannot assume the existence of the AK solitary wave. Instead, our goal is to prove the existence of a solution

$$
\begin{equation*}
\binom{\eta}{\varphi} \rightarrow\binom{\eta_{c}}{\varphi_{c}}(x+A-c t) \quad \text { as } \quad t \rightarrow-\infty \tag{1.35}
\end{equation*}
$$

where $A \in \mathbb{R}$ is a large (safe) distance away from the changing point $A \gg 1$, and $Q_{c}=\left(\eta_{c}, \varphi_{c}\right)$ is a solitary wave of the flat-bottom problem (the Amick-Kirchgässner solitaary wave). It will be convenient to define

$$
\mathbf{R}(t, x)=\mathbf{Q}_{c}(x-c t+A)
$$

The precise result reads:
Theorem 1.11 (Theorem 5.2, Chapter 5). Let us fix $s \geqslant 0$. Suppose that the speed $c>0$ satisfy (5.10) with a parameter $\lambda$. Then, there exists $\lambda^{*}$ such that for every $\lambda \in\left(0, \lambda^{*}\right)$, and $A>0$ sufficiently large (depending on $\varepsilon$ ), there exists a solution $\boldsymbol{U}=(\eta, \varphi)^{t}$ to (5.6) defined in the time interval $(-\infty, 0]$, that satisfies

$$
\boldsymbol{U}-\boldsymbol{R} \in \mathcal{C}_{b}\left((-\infty, 0], H^{s}(\mathbb{R}) \times H^{s}(\mathbb{R})\right)
$$

and

$$
\lim _{t \rightarrow \infty}\|\boldsymbol{U}(t)-\boldsymbol{R}(t)\|_{H^{s}(\mathbb{R})}=0
$$

The proof of Theorem 5.2 is based on the argumnts used by Ming, Rousset and Tzvetkov to prove multisolitons-like solutions for the Zakharov water waves problem with flat bottom [45]. The most important step for such goal is the construction of an approximate solution $\mathbf{U}_{a p}$, approximate in the sense that $\partial_{t} \mathbf{U}_{a p}=\mathcal{F}\left(\mathbf{U}_{a p}\right)+\mathbf{r}_{a p} \rightarrow \mathcal{F}\left(\mathbf{U}_{a p}\right)$ exponentially fast. To that end, we construct:

$$
\mathbf{U}_{a p}(t, x)=\mathbf{R}(t, x)+\sum_{j=1}^{N} \rho^{j} \mathbf{V}_{j}(t, x),
$$

where $\mathbf{V}_{j}(t, x)$ (to be defined) are solutions to linear problems (linearization of (1.17) about the solitary wave) with exponentially decaying source terms. The decay of both the error
$\mathbf{r}_{a p}$ produced by the approximate solution and the solutions $V_{j}$ of the linearized problem are described in the following theorem:

Theorem 1.12 (Theorem 5.13, Chapter 5). For every $N \in \mathbb{N}$, there exists

$$
\boldsymbol{U}_{a p}=\boldsymbol{Q}_{c}+\boldsymbol{V}=\boldsymbol{Q}_{c}+\sum_{j=1}^{N} \rho^{j} \boldsymbol{V}_{j}(t, x)
$$

where $\boldsymbol{V}_{j} \in C^{\infty}\left(\mathbb{R}, H^{\infty}(\mathbb{R})\right)$ such that

$$
\begin{equation*}
\left|\boldsymbol{V}_{j}\right|_{E^{s}} \leqslant A^{(2 j-1) / 4} C_{s, j}\left(\delta_{0}\right) \mathrm{e}^{-j \delta_{0} c|t|} \quad \forall t \leqslant 0 \tag{1.36}
\end{equation*}
$$

In addition, $\boldsymbol{U}_{a p}$ is an approximate solution of (5.6) in the sense that the remainder $\boldsymbol{r}_{a p}$ defined as

$$
\partial_{t} \boldsymbol{U}_{a p}-\mathcal{F}\left(\boldsymbol{U}_{a p}\right)=\boldsymbol{r}_{a p}
$$

satisfies the exponential decay

$$
\left|\boldsymbol{r}_{a p}\right|_{E^{s}} \leqslant A^{(2 N+1) / 4} C_{N, s}\left(\delta_{0}\right) \rho^{N+1} \mathrm{e}^{-(N+1) \delta_{0} c|t|} \quad \forall t \leqslant 0 .
$$

This result provides, as far as we understand, the first construction of a solitary wave like solution in the case of non flat bottom. Now the collision problem becomes key to understand, since the bottom strongly interacts with this solitary wave after some large positive time.
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## Part II

## Two Schrödinger models

## Chapter 2

## Decay of small odd solutions for long range Schrödinger and Hartree equations in one dimension


#### Abstract

We consider the long time asymptotics of (not necessarily small) odd solutions to the nonlinear Schrödinger equation with semi-linear and nonlocal Hartree nonlinearities, in one dimension of space. We assume data in the energy space $H^{1}(\mathbb{R})$ only, and we prove decay to zero in compact regions of space as time tends to infinity. We give three different results where decay holds: semilinear NLS, NLS with a suitable potential, and defocusing Hartree. The proof is based on the use of suitable virial identities, in the spirit of nonlinear Klein-Gordon models [30, and covers scattering sub, critical and supercritical (long range) nonlinearities. No spectral assumptions on the NLS with potential are needed.

This chapter has been published as: M. E. Martínez, Decay of small odd solutions for long range Schrödinger and Hartree equations in one dimension, Nonlinearity, 2020.
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### 2.1 Introduction

In this section of chapter $\Pi$ our goal is to study the long time behavoir of small odd global solutions of the one-dimensional nonlinear Schrödinger (NLS) and Hartree equations

$$
\begin{equation*}
\mathrm{i} u_{t}+u_{x x}=g(u), \quad(t, x) \in \mathbb{R} \times \mathbb{R} . \tag{2.1}
\end{equation*}
$$

In the Schrödinger case (see Ginibre-Velo [22], Cazenave-Weissler [8] and Cazenave [6]), we shall assume that the nonlinearity takes the form

$$
\begin{equation*}
g(u)=\mu V(x) u+f\left(|u|^{2}\right) u \tag{2.2}
\end{equation*}
$$

where the potential $V: \mathbb{R} \rightarrow \mathbb{R}$ is a Schwartz even function and $f: \mathbb{R} \rightarrow \mathbb{R}$ is a function such that for $1<p<5$ ( $L^{2}$ subcritical case),

$$
\begin{equation*}
|f(s)| \lesssim s^{\frac{p-1}{2}}, \tag{2.3}
\end{equation*}
$$

and that satisfies that $f \circ s^{2}$ is locally Lipschitz continuous. In this context, we denote $F(s)=\int_{0}^{s} f(v) \mathrm{d} v$, for all $s>0$, and

$$
G(u)=\frac{\mu}{2} \int_{\mathbb{R}} V(x)|u|^{2} \mathrm{~d} x+\frac{1}{2} \int_{\mathbb{R}} F\left(|u|^{2}\right) \mathrm{d} x .
$$

In the Hartree case, we have

$$
\begin{equation*}
g(u)=\sigma\left(W *|u|^{2}\right) u, \quad G(u)=\frac{\sigma}{4} \int_{\mathbb{R}}\left(W *|u|^{2}\right)|u|^{2} \mathrm{~d} x \tag{2.4}
\end{equation*}
$$

where $\sigma= \pm 1$ and the potential $W$ is given by

$$
\begin{equation*}
W(x)=\frac{1}{|x|^{a}}, \quad \text { with } \quad 0<a<1 \tag{2.5}
\end{equation*}
$$

The equation (2.1) is Hamiltonian, and it is characterized by having at least the following conservation laws:

- Mass:

$$
\begin{equation*}
M(u(t)):=\int_{\mathbb{R}}|u(t)|^{2} \mathrm{~d} x=M(u(0)) \tag{2.6}
\end{equation*}
$$

- Energy:

$$
\begin{equation*}
E(u(t)):=\frac{1}{2} \int_{\mathbb{R}}|\nabla u(t)|^{2} \mathrm{~d} x+G(u(t))=E(u(0)) \tag{2.7}
\end{equation*}
$$

- Momentum:

$$
\begin{equation*}
P(u(t)):=\operatorname{Im} \int_{\mathbb{R}} u(t) \bar{u}_{x}(t) \mathrm{d} x=P(u(0)) . \tag{2.8}
\end{equation*}
$$

The NLS equation (2.1)-2.2 with nonlinearity $f(s)= \pm s^{\frac{p-1}{2}}$ is commonly known as the semilinear Schrödinger equation [6]. In particular, if $f(s)=-s^{\frac{p-1}{2}}$, we say that the equation is focusing, while the defocusing case takes place when $f(s)=s^{\frac{p-1}{2}}$. It is well-known that this one-dimensional semilinear Schödinger equation is globally well-posed for initial data in $H^{1}(\mathbb{R})$ when $1<p<5$, and blow up may occur if $p \geqslant 5$, see e.g. [23, 35] and subsequent works.

On the other hand, the Hartree equation (2.1) with (2.4) is also locally well-posed in $H^{1}(\mathbb{R})$, and globally well-posed for small data, see [6, Corollary 6.1.5] for instance. This comes from the fact that the potential $W$ in 2.5 is an even function that satisfies the following properties:

- $W \in L^{1}(\mathbb{R})+L^{\infty}(\mathbb{R})$,
- The function $\left(W *|u|^{2}\right)|u|^{2}$ is integrable. For the case (2.5), one has the estimate

$$
\int_{\mathbb{R}}\left(|x|^{-a} *|u|^{2}\right)|u|^{2} \mathrm{~d} x<\infty
$$

(we prove this using the Hardy-Littlewood-Sobolev inequality [32, Theorem 4.3, p. 106] with $p=r=\frac{2}{2-a}$ ).

This means that we are in the case of [6, Example 3.2.11] and [6, Corollary 4.3.3], which implies the local well-posedness of the Hartree equation.

In this paper we are interested in the asymptotic behavoir of small solutions to 2.1), both in the NLS case (with and without potential), and in the nonlocal Hartree case, at least in the defocusing case. The literature on this subject is huge; we present now a (far from complete) account of the most relevant results.

It is known that for subcritical (in the sense of GWP and scattering) semilinear NLS equation $\left(f(s)= \pm s^{\frac{p-1}{2}}, 3<p<5\right)$, scattering to a free solution exists (see, for instance, Ginibre and Velo [22, Tsutsumi 54 and Nakanishi-Ozawa 40]). Nevertheless, in Strauss [51] and Barab [3] it was proven that one cannot expect the same scattering for the critical ( $p=3$ ) and super critical case $(p<3)$, and modified scattering is believed to occur. This was generalized recently by Murphy and Nakanishi [38] for the semilinear NLS equation with potential and Hartree-type nonlinearities as (2.5).

Precisely, modified scattering for d dimensional critical NLS equation with nonlinearities

$$
g(u)=\sigma|u|^{p-1} u, \quad p=1+\frac{2}{\mathrm{~d}}, \quad \mathrm{~d}=1,2,3
$$

and the Hartree equation with Coulomb potential

$$
g(u)=\sigma\left(|x|^{-1} *|u|^{2}\right) u, \quad \mathrm{~d} \geqslant 2
$$

and small initial condition, was first proved by Ozawa [43] and by Ginibre and Ozawa [21]. Moreover, it was shown that solutions $u$ of such equations present the decay

$$
\begin{equation*}
\|u(t)\|_{L^{\infty}} \lesssim(1+|t|)^{-\mathrm{d} / 2} \tag{2.9}
\end{equation*}
$$

when the initial data is sufficiently small in weighted Sobolev spaces (see also HayashiNaumkin [16], and Kato-Pusateri [27], for instance). Through a thorough analysis of the solution profile, a simplified proof of scattering in the critical defocusing NLS and Hartree equations has been exhibited in [27].

Similar recent results hold for the NLS case with a potential, as was shown by Cuccagna, Visciglia and Georgiev [14] for $p>3$, and Naumkin [41] and Germain-Pusateri-Rousset [20] for the critical case $p=3$ (see also [19]). Nakanishi [39] considered 3D NLS with a potential having a single negative eigenvalue, and proved asymptotics for large time. Indeed, assuming that the potential $V$ is such that $-\frac{1}{2} \Delta+V$ does not have negative eigenvalues nor resonances at zero, they were able to prove the decay (1.20) for solutions of subcritical $(p>3)$ and critical $(p=3)$ NLS equation in one dimension. However different the methods to prove this decay are from each other, it is not clear to us if they still hold by assuming less restrictive spectral conditions.

Finally, following idea introduced in [29], about considering odd data only, Delort [17] proved modified scattering for small (smaller than a parameter $\epsilon$ ) odd solutions $u$ to (2.9) with data in $H^{0,1} \cap H^{N}, N$ large, and showed (among other things) the precise decomposition for large time

$$
u(t, x)=\frac{\epsilon}{\sqrt{t}} A_{\epsilon}\left(\frac{x}{t}\right) \exp \left[-\mathrm{i} \frac{x^{2}}{2 t}+\mathrm{i} \epsilon^{2} \log t\left|A_{\epsilon}\left(\frac{x}{t}\right)\right|^{2}\right]+r(t, x)
$$

where the continuous function $A_{\epsilon}$ is bounded in $L^{2}(\mathbb{R}) \cap L^{\infty}(\mathbb{R}), \theta \in\left(0, \frac{1}{4}\right)$ and

$$
\|r(t, \cdot)\|_{L^{\infty}}=O\left(\epsilon t^{-\frac{3}{4}+\theta}\right), \quad\left\|A_{\epsilon}(x)\langle t x\rangle^{-2}\right\|_{L^{\infty}}=O\left(\epsilon t^{-\frac{1}{4}+\theta}\right)
$$

and

$$
\|r(t, \cdot)\|_{L^{2}}=O\left(\epsilon t^{-\frac{1}{4}+\theta}\right), \quad\left\|A_{\epsilon}(x)\langle t x\rangle^{-2}\right\|_{L^{2}}=O\left(\epsilon t^{-\frac{5}{8}+\frac{\theta}{2}}\right)
$$

Notice that all positive decay/scattering results above mentioned cannot deal with the one dimensional NLS (for $p<3$ ) and Hartree equations. This is in part explained by the lack of precise nonlinear estimates in the case of long range nonlinearities.

Our main goal in this paper is to extend in some sense the recently mentioned results [41, 20, 27, 17] and show decay of small solutions to the above equations, regardless the (supercritical with respect to scattering) power of the nonlinearity. In particular, we consider nonlinearities NLS with $1<p<5$ and Hartree long range supercritical in one dimension.

Our first result covers the NLS case without potential $(1<p<5)$.
Theorem 2.1. Suppose $u(t) \in H^{1}(\mathbb{R})$ is a global odd solution of the equation (2.1)-(2.2) and $\mu=0$ such that, for some $\varepsilon>0$ small,

$$
\begin{equation*}
\|u(t=0)\|_{H^{1}(\mathbb{R})} \leqslant \varepsilon \tag{2.10}
\end{equation*}
$$

Then,

$$
\begin{equation*}
\lim _{t \rightarrow \infty}\left(\|u(t)\|_{L^{2}(I)}+\|u(t)\|_{L^{\infty}(I)}\right)=0 \tag{2.11}
\end{equation*}
$$

for any bounded interval $I \subset \mathbb{R}$. Moreover, if the equation is defocusing, the smallness condition 2.10 is not needed.

Remark 2.1. NLS (2.1) preserves the oddness of the initial data along the flow.
Remark 2.2. As far as we could understand, Theorem 2.1 is the first decay result for small data NLS in the long range supercritical nonlinearities $1<p<3$. Although we do not give a precise description of a possible limiting profile as in the previous literature, our results show dispersion after all.

Remark 2.3. Theorem 2.1 is sharp. Indeed, it is not true for $u(t) \in H^{1}$ even. A simple counterexample in this case is the non decaying soliton itself:

$$
\begin{equation*}
u(t, x)=Q_{c}(x) \mathrm{e}^{\mathrm{i} c t}, \quad 0<c \ll 1 \tag{2.12}
\end{equation*}
$$

and $Q_{c}>0$ solving $Q_{c}^{\prime \prime}-c Q_{c}+Q_{c}^{p}=0, Q_{c} \in H^{1}$. Note that this solution is even in space and small in $H^{1}$ provided $c \ll 1$. Also, the Satsuma-Yajima breather solution (see [46] and [1, eqn. (1.16)]) is an arbitrarily small non decaying even solution to NLS (2.2) in the integrable [57] case $p=3$.

Remark 2.4. For an interval $I=I(t)$ growing in time, Theorem 2.1 is also sharp. Indeed, see the works [33, 42] for the construction of odd solutions composed of two solitary waves with non zero speeds for finite time. These asymptotic 2 -soliton solutions can be arbitrarily small in the energy space, but they separate each other as time evolves, leaving any compact region in space for sufficiently large time. In this sense, these solutions do not contradict Theorem 2.1.

Remark 2.5. From the identity

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \int_{\mathbb{R}} x|u(t, x)|^{2} \mathrm{~d} x=-2 \operatorname{Im} \int_{\mathbb{R}} u(t) \bar{u}_{x}(t) \mathrm{d} x=-2 P(u(t)),
$$

valid if $x u(t=0) \in L^{2}$, we can see that nontrivial, non decaying periodic-in-time solutions (i.e. breathers) of NLS may exist only if their momentum vanishes. See 37] for more details on these properties of breather solutions.

Remark 2.6. Sometimes, instead of assuming odd data, the additional assumption $\| x u(t=$ $0) \|_{L^{2}} \ll 1$ is considered. This condition works with even data, and rules out the existence of small solitary waves as in (2.12), since solitary waves with small $H^{1}$-norm satisfy $\left\|x Q_{c}\right\|_{L^{2}} \gg 1$.

Remark 2.7. Note that (2.11) does not contain the $\dot{H}^{1}$ norm of the solution. This is a standard open issue in the field, see e.g. [17] for similar results. In our case, the lack of control on the decay of this semi-norm is due to the emergence of uncontrolled $H^{2}$ terms in the dynamics of the energy norm.

Remark 2.8. In the defocusing case, we expect better results. For instance, we can prove that $\liminf _{t \rightarrow+\infty}\left\|u_{x}(t)\right\|_{L^{2}\left(|x| \leqslant|t| \log ^{-1}|t|\right)}=0$, but a better decay property is out of reach for the moment.

The proof of Theorem 2.1 is based on the introduction of a virial identity adapted to the NLS dynamics. Following the ideas presented in [30, 29], which considered the nonlinear Klein-Gordon case, we use here a functional adapted to the momentum (2.8). Once this virial identity is established, decay is proved in a standard form.

Compared with the available results for Klein-Gordon [30], where $H^{1}$ decay is proven, the main novelty here is that we avoid the lack of $H^{1}$ decay in time for NLS (Remark 2.7) by proving time decay in $L_{x}^{\infty}$ instead; also, we consider the cases of NLS with a nontrivial potential and with Hartree nonlinearities (see below), both of important physical interest, and not treated in 30.

Using inverse scattering techniques, Deift and Zhou [15] described the asymptotic behavior of solutions of the defocusing, nearly integrable quintic perturbation of cubic NLS

$$
\begin{equation*}
\mathrm{i} u_{t}+u_{x x}=|u|^{2} u+\epsilon|u|^{4} u, \quad \epsilon>0 \tag{2.13}
\end{equation*}
$$

Using the techniques of this paper, we are able to give a partially complementary result to the one stated in [15]:

Corollary 2.2. Let $\epsilon \neq 0$, and let $u \in C\left(\mathbb{R} ; H^{1}(\mathbb{R})\right.$ ) be a global small odd solution of (2.13). Then (2.11) is satisfied.

The proof of this result immediately follows from Theorem 2.1.

Our second result deals with NLS (2.1) with nonzero potential in (2.2). In this case, we also provide time decay results in the case $\mu V$ small and spatially decaying fast enough, complementing [14, 17, 41, 20].

Theorem 2.3 (NLS with potential). Assume $V \neq 0$ even as in (2.2). Under the assumptions of Theorem 2.1, suppose additionally that $V$ satisfies

$$
\begin{equation*}
\int_{\mathbb{R}}\left(|V(x)|+\left|V^{\prime}(x)\right|\right) \cosh (2 x) \mathrm{d} x<+\infty . \tag{2.14}
\end{equation*}
$$

Then there exists $\mu_{0}>0$ such that for all $\mu \in\left(0, \mu_{0}\right)$, (2.11) holds for any bounded interval $I \subset \mathbb{R}$.

Remark 2.9. Note that Theorem 2.3 does not require that the operator $-\partial_{x}^{2} \pm \mu V$ satisfies specific spectral properties as in [14, 41, 20]; only the decay hypothesis (2.14) is needed. In particular, no non resonance condition is needed for having (2.11). This fact reveals that the non resonance condition is essentially linked to the evenness of the involved data.

Remark 2.10. We can ask for $V$ decaying slower than in (2.14), but proofs are probably more complicated; we hope to consider this problem elsewhere.

Finally, we deal with the Hartree case.

Theorem 2.4 (Defocusing Hartree equation). Suppose that $u \in H^{1}(\mathbb{R})$ is a global odd solution of equation (2.1) with (2.5) and $\sigma=1$. Then

$$
\begin{equation*}
\lim _{t \rightarrow \infty}\left(\|u(t)\|_{L^{2}(I)}+\|u(t)\|_{L^{\infty}(I)}\right)=0 \tag{2.15}
\end{equation*}
$$

for any bounded interval $I \subset \mathbb{R}$.
Remark 2.11. Theorem 2.4 proves the non-existence of odd standing waves solutions for the equation (2.1) with defocusing Hartree type non-linearities.

Remark 2.12. Theorem 2.4 does not include the focusing case, which is an open problem of independent interest. In that sense, the scattering problem for the $\mathrm{d} \geqslant 2$ generalized Hartree equation was recently treated in Arora-Roudenko [2].

Remark 2.13. Focusing Hartree equation (2.1) with (2.5) $(\sigma=-1)$ admits solitary waves solutions (or solitons)

$$
u(t, x)=\mathrm{e}^{\mathrm{i} c t} Q_{c}(x) \in H^{1}
$$

where $Q_{c}: \mathbb{R} \rightarrow \mathbb{R}$ is an $H^{1}$-solution of the Choquard equation

$$
\begin{equation*}
\Delta Q+\left(\frac{1}{|x|^{a}} *|Q|^{p}\right) Q-\lambda Q=0, \quad c \in \mathbb{R} . \tag{2.16}
\end{equation*}
$$

These solutions are, up to translation and inversion of the sign, positive and radially symmetric functions [9, 36]. Moreover, solitary waves for the focusing Hartree equation are stable, as was proven by Cazenave and Lions in [7]. See also Ruiz [45] for more details on solitary waves for Hartree.

Remark 2.14 (NLS around solitary waves). Solitary waves in mass subcritical NLS exist and they are stable. The first results on stability were provided by Cazenave and Lions in [7], where orbital stability of solitary waves for the NLS equation (2.1)-(2.2) without potential was proven (see also [56, 25]). Stability of several NLS solitons well-decoupled was proved in [34, and in [26] for the integrable case. The asymptotic stability for the same equation was studied by Buslaev and Perelman in [4] in the supercritical regime; this result was later generalized by Cuccagna in [10, 11, 13] for dimensions $\mathrm{d} \geqslant 3$, and under special spectral conditions on the linearized operator around the solitary wave. The one dimensional case, under similar spectral assumptions and even data perturbations of the standing wave, was studied by Buslaev and Sulem [5]. For the NLS equation with potential (2.1)-(2.2), results for asymptotic stability of ground states (also, under spectral conditions) were provided by Soffer and Weinstein in [49, 50], see also [48, 18, 52, 53], and 44 for the case of multi-solitons in general dimensions. We believe that some of the ideas in this paper can be generalized to the case of asymptotic stability for solitary waves, but with harder proofs. See e.g. the recent paper by Cuccagna and Maeda [12], and the NLKG paper by Kowalczyk, Martel and Muñoz 31.

## Notation

To simplify the notation we will denote $u_{1}=\operatorname{Re} u, u_{2}=\operatorname{Im} u$. Let $\alpha(x) \geqslant 0$ be a weight. We also denote by

$$
\begin{gather*}
\|u(t)\|_{L_{\alpha}^{2}(\mathbb{R})}^{2}:=\int_{\mathbb{R}} \alpha(x)|u(t, x)|^{2} \mathrm{~d} x \\
\|u(t)\|_{H_{\alpha}^{1}(\mathbb{R})}^{2}:=\int_{\mathbb{R}} \alpha(x)\left(\left|u_{x}(t, x)\right|^{2}+|u(t, x)|^{2}\right) \mathrm{d} x \tag{2.17}
\end{gather*}
$$

the weighted $L^{2}$-norm and $H^{1}$-norm with weight $\alpha$.

## Organization of this paper

This paper is written as follows. In Section 2.2 we prove Theorem 2.1, NLS without potential. Section 2.3 is devoted to the proof of Theorem [2.3, namely NLS with potential. Finally, Section 2.4 deals with the Hartree case (Theorem 2.4).

### 2.2 Schrödinger equation without potential

In this Section we prove Theorem 2.1. Consider the equation (2.1) with (2.2) and $V \equiv 0$. That is,

$$
\begin{equation*}
\mathrm{i} u_{t}+u_{x x}=f\left(|u|^{2}\right) u, \quad u \in H^{1} \text { odd. } \tag{2.18}
\end{equation*}
$$

As claimed in the introduction, the proof here follows the ideas in [30], with some minor differences.

### 2.2.1 A virial identity

We shall introduce a standard virial identity adapted to 2.18). Let $\varphi \in C^{\infty}(\mathbb{R})$ be bounded and to be chosen later, $u(t) \in H^{1}(\mathbb{R})$ a solution of equation (2.18) and define

$$
\begin{equation*}
I(u(t)):=\operatorname{Im} \int_{\mathbb{R}} \varphi(x) u(t, x) \bar{u}_{x}(t, x) \mathrm{d} x \tag{2.19}
\end{equation*}
$$

Then we have the following:
Lemma 2.5. For $u \in C\left(\mathbb{R} ; H^{1}(\mathbb{R})\right)$ one has $I(u(t))$ well-defined and bounded in time. Moreover, we have the virial identity

$$
\begin{equation*}
-\frac{\mathrm{d}}{\mathrm{~d} t} I(t)=2 \int_{\mathbb{R}} \varphi_{x}\left|u_{x}\right|^{2} \mathrm{~d} x-\frac{1}{2} \int_{\mathbb{R}} \varphi_{x x x}|u|^{2} \mathrm{~d} x-\int_{\mathbb{R}} \varphi_{x}\left[F\left(|u|^{2}\right)-f\left(|u|^{2}\right)|u|^{2}\right] \mathrm{d} x \tag{2.20}
\end{equation*}
$$

Proof. Let $u(t) \in H^{1}(\mathbb{R})$ such that it satisfies equation 2.18. Then, we integrate by parts

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} t} I(u(t)) & =\operatorname{Im} \int_{\mathbb{R}} \varphi u_{t} \bar{u}_{x} \mathrm{~d} x+\operatorname{Im} \int_{\mathbb{R}} \varphi u \bar{u}_{x t} \mathrm{~d} x \\
& =\operatorname{Im} \int_{\mathbb{R}} \varphi u_{t} \bar{u}_{x} \mathrm{~d} x-\operatorname{Im} \int_{\mathbb{R}}(\varphi u)_{x} \bar{u}_{t} \mathrm{~d} x
\end{aligned}
$$

Then,

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} t} I(u(t)) & =-\operatorname{Im} \int_{\mathbb{R}} \mathrm{i} \varphi\left(\mathrm{i} u_{t}\right) \bar{u}_{x} \mathrm{~d} x-\operatorname{Im} \int_{\mathbb{R}} \mathrm{i}(\varphi u)_{x} \overline{\mathrm{i} u_{t}} \mathrm{~d} x \\
& =-\operatorname{Re} \int_{\mathbb{R}} \varphi \overline{\mathrm{i} u_{t}} u_{x} \mathrm{~d} x-\operatorname{Re} \int_{\mathbb{R}}(\varphi u)_{x} \overline{\mathrm{i} u_{t}} \mathrm{~d} x .
\end{aligned}
$$

Computing the derivative on the second term above

$$
\begin{align*}
\frac{\mathrm{d}}{\mathrm{~d} t} I(u(t)) & =-2 \operatorname{Re} \int_{\mathbb{R}} \varphi \overline{\overline{\mathrm{i}} \bar{u}_{t}} u_{x} \mathrm{~d} x-\operatorname{Re} \int_{\mathbb{R}} \varphi_{x} u \overline{\mathrm{i} u_{t}} \mathrm{~d} x \\
& =-2 \operatorname{Re} \int_{\mathbb{R}} \varphi\left(\mathrm{i} u_{t}\right) \bar{u}_{x} \mathrm{~d} x-\operatorname{Re} \int_{\mathbb{R}} \varphi_{x}\left(\mathrm{i} u_{t}\right) \bar{u} \mathrm{~d} x . \tag{2.21}
\end{align*}
$$

Thus, using (2.18), we get

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} t} I(u(t))= & 2 \operatorname{Re} \int_{\mathbb{R}} \varphi u_{x x} \bar{u}_{x} \mathrm{~d} x+\operatorname{Re} \int_{\mathbb{R}} \varphi_{x} u_{x x} \bar{u} \mathrm{~d} x \\
& -2 \operatorname{Re} \int_{\mathbb{R}} \varphi f\left(|u|^{2}\right) u \bar{u}_{x} \mathrm{~d} x-\operatorname{Re} \int_{\mathbb{R}} \varphi_{x} f\left(|u|^{2}\right) u \bar{u} \mathrm{~d} x .
\end{aligned}
$$

We notice that $2 \operatorname{Re}\left(u_{x} \bar{u}\right)=2 \operatorname{Re}\left(u \bar{u}_{x}\right)=\left(|u|^{2}\right)_{x}$, then

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} t} I(u(t))= & \int_{\mathbb{R}} \varphi\left(\left|u_{x}\right|^{2}\right)_{x} \mathrm{~d} x+\operatorname{Re} \int_{\mathbb{R}} \varphi_{x} u_{x x} \bar{u} \mathrm{~d} x \\
& -\int_{\mathbb{R}} \varphi f\left(|u|^{2}\right)\left(|u|^{2}\right)_{x} \mathrm{~d} x-\int_{\mathbb{R}} \varphi_{x} f\left(|u|^{2}\right)|u|^{2} \mathrm{~d} x .
\end{aligned}
$$

Recall the definition of $F(s)=\int_{0}^{s} f(v) \mathrm{d} v$, which implies that $(F(s))_{x}=f(s) s_{x}$. Furthermore,

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} t} I(u(t))= & \int_{\mathbb{R}} \varphi\left(\left|u_{x}\right|^{2}\right)_{x} \mathrm{~d} x+\operatorname{Re} \int_{\mathbb{R}} \varphi_{x} \bar{u} u_{x x} \mathrm{~d} x \\
& -\int_{\mathbb{R}} \varphi\left(F\left(|u|^{2}\right)\right)_{x} \mathrm{~d} x-\int_{\mathbb{R}} \varphi_{x} f\left(|u|^{2}\right)|u|^{2} \mathrm{~d} x .
\end{aligned}
$$

Integrating by parts, we obtain

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} t} I(u(t)) & =-2 \int_{\mathbb{R}} \varphi_{x}\left|u_{x}\right|^{2} \mathrm{~d} x-\operatorname{Re} \int_{\mathbb{R}} \varphi_{x x} \bar{u} u_{x} \mathrm{~d} x+\int_{\mathbb{R}} \varphi_{x}\left[F\left(|u|^{2}\right)-f\left(|u|^{2}\right)|u|^{2}\right] \mathrm{d} x \\
& =-2 \int_{\mathbb{R}} \varphi_{x}\left|u_{x}\right|^{2} \mathrm{~d} x-\frac{1}{2} \int_{\mathbb{R}} \varphi_{x x}\left(|u|^{2}\right)_{x} \mathrm{~d} x+\int_{\mathbb{R}} \varphi_{x}\left[F\left(|u|^{2}\right)-f\left(|u|^{2}\right)|u|^{2}\right] \mathrm{d} x
\end{aligned}
$$

We integrate by parts again on the second term to obtain

$$
\frac{\mathrm{d}}{\mathrm{~d} t} I(u(t))=-2 \int_{\mathbb{R}} \varphi_{x}\left|u_{x}\right|^{2} \mathrm{~d} x+\frac{1}{2} \int_{\mathbb{R}} \varphi_{x x x}|u|^{2} \mathrm{~d} x+\int_{\mathbb{R}} \varphi_{x}\left[F\left(|u|^{2}\right)-f\left(|u|^{2}\right)|u|^{2}\right] \mathrm{d} x
$$

### 2.2.2 Analysis of a bilinear form

With the identity 2.20 in mind, we define the bilinear form

$$
\begin{equation*}
B(w)=2 \int_{\mathbb{R}} \varphi_{x} w_{x}^{2} \mathrm{~d} x-\frac{1}{2} \int_{\mathbb{R}} \varphi_{x x x} w^{2} \mathrm{~d} x, \quad w=u_{\mathrm{i}}, \quad \mathrm{i}=1,2 . \tag{2.22}
\end{equation*}
$$

Here, $u=u_{1}+\mathrm{i} u_{2}$, with $u_{1}, u_{2}$ real-valued.
Let $\lambda \in(1, \infty)$. As we explained before, our intention is to prove some estimation of $B$ using the weighted $H_{\alpha}^{1}$-norm introduced in (2.17). To obtain this, we will consider $\varphi(x)=$ $\lambda \tanh \left(\frac{x}{\lambda}\right)$ on the virial identity 2.20 and define the auxiliar function $\alpha(x)=\sqrt{\varphi_{x}(x)}$. Now, we estimate each term of the bilinear form $B$ :

$$
\begin{aligned}
\int_{\mathbb{R}}(\alpha w)_{x}^{2} \mathrm{~d} x & =\int_{\mathbb{R}} \alpha^{2}\left(w_{x}\right)^{2} \mathrm{~d} x+2 \int_{\mathbb{R}} \alpha \alpha_{x} w w_{x} \mathrm{~d} x+\int_{\mathbb{R}}\left(\alpha_{x}\right)^{2} w^{2} \mathrm{~d} x \\
& =\int_{\mathbb{R}} \varphi_{x}\left(w_{x}\right)^{2} \mathrm{~d} x+\int_{\mathbb{R}} \alpha \alpha_{x}\left(w^{2}\right)_{x} \mathrm{~d} x+\int_{\mathbb{R}}\left(\alpha_{x}\right)^{2} w^{2} \mathrm{~d} x \\
& =\int_{\mathbb{R}} \varphi_{x}\left(w_{x}\right)^{2} \mathrm{~d} x-\int_{\mathbb{R}} \alpha \alpha_{x x} w^{2} \mathrm{~d} x
\end{aligned}
$$

using integration by parts in the last equality. Thus

$$
\begin{equation*}
\int_{\mathbb{R}} \varphi_{x}\left(w_{x}\right)^{2} \mathrm{~d} x=\int_{\mathbb{R}}(\alpha w)_{x}^{2} \mathrm{~d} x+\int_{\mathbb{R}} \frac{\alpha_{x x}}{\alpha}(\alpha w)^{2} \mathrm{~d} x \tag{2.23}
\end{equation*}
$$

Furthermore, noticing that $\varphi_{x x x}=\left(\alpha^{2}\right)_{x x}=2\left(\alpha \alpha_{x x}+\alpha_{x}^{2}\right)$, we get

$$
\begin{equation*}
\int_{\mathbb{R}} \varphi_{x x x} w^{2} \mathrm{~d} x=2 \int_{\mathbb{R}}\left(\frac{\alpha_{x x}}{\alpha}+\frac{\alpha_{x}^{2}}{\alpha^{2}}\right)(\alpha w)^{2} \mathrm{~d} x \tag{2.24}
\end{equation*}
$$

Hence, from (2.23) and (2.24),

$$
B(w)=2 \int_{\mathbb{R}}(\alpha w)_{x}^{2} \mathrm{~d} x-\int_{\mathbb{R}}\left(\frac{\alpha_{x}^{2}}{\alpha^{2}}-\frac{\alpha_{x x}}{\alpha}\right)(\alpha w)^{2} \mathrm{~d} x
$$

Since $\alpha(x)=\operatorname{sech}\left(\frac{x}{\lambda}\right)$, then

$$
\begin{aligned}
& \alpha_{x}(x)=-\frac{1}{\lambda} \operatorname{sech}\left(\frac{x}{\lambda}\right) \tanh \left(\frac{x}{\lambda}\right) \\
& \alpha_{x x}(x)=\frac{1}{\lambda^{2}}\left(\operatorname{sech}\left(\frac{x}{\lambda}\right) \tanh \left(\frac{x}{\lambda}\right)-\operatorname{sech}^{3}\left(\frac{x}{\lambda}\right)\right)
\end{aligned}
$$

which implies that

$$
B(w)=2 \int_{\mathbb{R}}(\alpha w)_{x}^{2} \mathrm{~d} x-\frac{1}{\lambda^{2}} \int_{\mathbb{R}} \operatorname{sech}^{2}\left(\frac{x}{\lambda}\right)(\alpha w)^{2} \mathrm{~d} x
$$

In order to prove Theorem 2.1 we need to prove that the bilineal part of 2.20 is coercive in some way. To be more precise, we would like the following

$$
\begin{equation*}
B(w) \geqslant \int_{\mathbb{R}}(\alpha w)_{x}^{2} \mathrm{~d} x \tag{2.25}
\end{equation*}
$$

We introduce the auxiliar function $v=\alpha w$. Then we can set

$$
\mathcal{B}(v)=2 \int_{\mathbb{R}} v_{x}^{2} \mathrm{~d} x-\frac{1}{\lambda^{2}} \int_{\mathbb{R}} \operatorname{sech}^{2}\left(\frac{x}{\lambda}\right) v^{2} \mathrm{~d} x
$$

so that

$$
\mathcal{B}(v)=B(w) .
$$

This way, coercivity of the operator $\mathcal{B}$ implies (2.25). We recall now
Proposition 2.6 (See [30]). Let $v \in H^{1}(\mathbb{R})$ be odd, $\lambda>0$. Then

$$
\begin{equation*}
\mathcal{B}(v) \geqslant \frac{3}{2} \int_{\mathbb{R}} v_{x}^{2} \mathrm{~d} x \tag{2.26}
\end{equation*}
$$

Sketch of proof. We write

$$
\mathcal{B}(v)=\frac{3}{2} \int_{\mathbb{R}} v_{x}^{2} \mathrm{~d} x+\frac{1}{2}\left(\int_{\mathbb{R}} v_{x}^{2} \mathrm{~d} x-\frac{2}{\lambda^{2}} \int_{\mathbb{R}} \operatorname{sech}^{2}\left(\frac{x}{\lambda}\right) v^{2} \mathrm{~d} x\right) .
$$

Notice that

$$
-\frac{\mathrm{d}^{2}}{\mathrm{~d} x^{2}}-\frac{2}{\lambda^{2}} \operatorname{sech}^{2}\left(\frac{x}{\lambda}\right)
$$

has only one negative eigenvalue corresponding to an even eigenfunction. This comes from the fact that (see [24, Exercise 12]) the index of the operator

$$
-\frac{h^{2}}{\nu} \frac{\mathrm{~d}^{2}}{\mathrm{~d} x^{2}}-\gamma \operatorname{sech}^{2}\left(\frac{x}{a}\right)
$$

is equal to the largest integer $N$ such that

$$
N<\frac{1}{2} \sqrt{8 \gamma \nu a^{2} h^{-2}+1}-\frac{1}{2} .
$$

Since $v$ is odd,

$$
\begin{equation*}
\int_{\mathbb{R}} v_{x}^{2} \mathrm{~d} x-\frac{2}{\lambda^{2}} \int_{\mathbb{R}} \operatorname{sech}^{2}\left(\frac{x}{\lambda}\right) v^{2} \mathrm{~d} x \geqslant 0, \tag{2.27}
\end{equation*}
$$

and then 2.26 holds.

### 2.2.3 Estimates of the terms on (2.20)

Lemma 2.7. Let $u \in H^{1}(\mathbb{R})$ be odd. Then for some $C>0, u=u_{1}+\mathrm{i} u_{2}$,

$$
\begin{equation*}
\|u\|_{H_{\alpha}^{1}(\mathbb{R})}^{2} \leqslant C\left(B\left(u_{1}\right)+B\left(u_{2}\right)\right) . \tag{2.28}
\end{equation*}
$$

Proof. We take $\lambda=100$. First, notice that from (2.27), we have

$$
\int_{\mathbb{R}}(\alpha w)_{x}^{2} \geqslant \frac{2}{100^{2}} \int_{\mathbb{R}} \operatorname{sech}^{2}\left(\frac{x}{100}\right)(\alpha w)^{2} \mathrm{~d} x .
$$

Using Proposition 2.6, this implies that

$$
\begin{equation*}
B(w) \geqslant \frac{3}{2} \int_{\mathbb{R}}(\alpha w)_{x} \mathrm{~d} x \gtrsim \int_{\mathbb{R}} \operatorname{sech}^{4}\left(\frac{x}{100}\right) u^{2} \mathrm{~d} x \gtrsim \int_{\mathbb{R}} \operatorname{sech}(x) w^{2} \mathrm{~d} x . \tag{2.29}
\end{equation*}
$$

Thus,

$$
\begin{equation*}
\int_{\mathbb{R}} \operatorname{sech}(x) u_{\mathrm{i}}^{2} \mathrm{~d} x \lesssim B\left(u_{\mathrm{i}}\right), \quad \mathrm{i}=1,2 . \tag{2.30}
\end{equation*}
$$

On the other hand,

$$
\begin{aligned}
\int_{\mathbb{R}}(\alpha w)_{x}^{2} \mathrm{~d} x & \gtrsim \int_{\mathbb{R}} \alpha^{2}(\alpha w)_{x}^{2} \mathrm{~d} x \\
& =\int_{\mathbb{R}} \alpha^{4} w_{x}^{2} \mathrm{~d} x+\int_{\mathbb{R}} \alpha^{3} \alpha_{x}\left(w^{2}\right)_{x} \mathrm{~d} x+\int_{\mathbb{R}} \alpha^{2} \alpha_{x}^{2} w^{2} \mathrm{~d} x .
\end{aligned}
$$

We integrate by parts,

$$
\begin{aligned}
\int_{\mathbb{R}}(\alpha w)_{x}^{2} \mathrm{~d} x & \gtrsim \int_{\mathbb{R}} \alpha^{4} w_{x}^{2} \mathrm{~d} x-\int_{\mathbb{R}}\left(\alpha^{3} \alpha_{x}\right)_{x} w^{2} \mathrm{~d} x+\int_{\mathbb{R}} \alpha^{2} \alpha_{x}^{2} w^{2} \mathrm{~d} x \\
& =\int_{\mathbb{R}} \alpha^{4} w_{x}^{2} \mathrm{~d} x-\int_{\mathbb{R}}\left(2 \alpha^{2} \alpha_{x}^{2}+\alpha^{3} \alpha_{x x}\right) w^{2} \mathrm{~d} x
\end{aligned}
$$

Then, from the definition of $\alpha$,

$$
\int_{\mathbb{R}}(\alpha w)_{x}^{2} \mathrm{~d} x \gtrsim \int_{\mathbb{R}} \operatorname{sech}(x) w_{x}^{2} \mathrm{~d} x-\int_{\mathbb{R}} \operatorname{sech}^{4}\left(\frac{x}{100}\right) w^{2} \mathrm{~d} x .
$$

In other words,

$$
\int_{\mathbb{R}} \operatorname{sech}(x) w_{x}^{2} \mathrm{~d} x \lesssim \int_{\mathbb{R}}(\alpha w)_{x}^{2} \mathrm{~d} x+\int_{\mathbb{R}} \operatorname{sech}^{4}\left(\frac{x}{100}\right) w^{2} \mathrm{~d} x .
$$

Then, from (2.29), we have that

$$
\begin{equation*}
\int_{\mathbb{R}} \operatorname{sech}(x) w_{x}^{2} \mathrm{~d} x \lesssim \int_{\mathbb{R}}(\alpha w)_{x}^{2} \mathrm{~d} x \tag{2.31}
\end{equation*}
$$

Hence, using Proposition 2.6,

$$
\begin{equation*}
\int_{\mathbb{R}} \operatorname{sech}(x) u_{\mathrm{i} x}^{2} \mathrm{~d} x \lesssim B\left(u_{\mathrm{i}}\right), \quad \mathrm{i}=1,2 \tag{2.32}
\end{equation*}
$$

Finally, from (2.30) and 2.32), we get

$$
\|u(t)\|_{H_{\alpha}^{1}(\mathbb{R})}^{2} \lesssim B\left(u_{1}\right)+B\left(u_{2}\right)
$$

Lemma 2.8. There exists $\varepsilon>0$ such that:
If $u$ is an odd solution of (2.18) satisfying (2.10), then

$$
\begin{equation*}
-\frac{\mathrm{d}}{\mathrm{~d} t} I(u(t)) \geqslant C\|u(t)\|_{H_{\alpha}^{1}(\mathbb{R})}^{2} \tag{2.33}
\end{equation*}
$$

where $C>0$.

Proof. Recall from 2.20 and the analysis of the previous section that

$$
\begin{gathered}
-\frac{\mathrm{d}}{\mathrm{~d} t} I(u(t))=2 \int_{\mathbb{R}} \varphi_{x}\left|u_{x}\right|^{2} \mathrm{~d} x-\frac{1}{2} \int_{\mathbb{R}} \varphi_{x x x}|u|^{2} \mathrm{~d} x-\int_{\mathbb{R}} \varphi_{x}\left[F\left(|u|^{2}\right)-f\left(|u|^{2}\right)|u|^{2}\right] \mathrm{d} x \\
=B\left(u_{1}\right)+B\left(u_{2}\right)-\int_{\mathbb{R}} \varphi_{x}\left[F\left(|u|^{2}\right)-f\left(|u|^{2}\right)|u|^{2}\right] \mathrm{d} x
\end{gathered}
$$

Consequently, in order to complete the proof, we need to control the remaining terms of (2.20), since the terms involving the bilinear form $B$ have already been estimated by Lemma 2.7 .

Note that

$$
\left.\left.\left|F\left(|u|^{2}\right)-f\left(|u|^{2}\right)\right| u\right|^{2}|\lesssim| u\right|^{p+1} .
$$

Since $u$ is odd,

$$
\begin{aligned}
\int_{\mathbb{R}} \operatorname{sech}^{2}\left(\frac{x}{\lambda}\right)|u|^{p+1} \mathrm{~d} x & =2 \int_{0}^{\infty} \operatorname{sech}^{2}\left(\frac{x}{\lambda}\right)|u|^{p+1} \mathrm{~d} x \\
& =2 \int_{0}^{\infty} \operatorname{sech}^{-(p-1)}\left(\frac{x}{\lambda}\right) \operatorname{sech}^{p+1}\left(\frac{x}{\lambda}\right)|u|^{p+1} \\
& \simeq \int_{0}^{\infty} \mathrm{e}^{(p-1) x / \lambda} \operatorname{sech}^{p+1}\left(\frac{x}{\lambda}\right)|u|^{p+1} \mathrm{~d} x
\end{aligned}
$$

With a slight abuse of notation, set $v(t, x):=\operatorname{sech}\left(\frac{x}{\lambda}\right) u(t, x)$. Note that $v(t, 0)=0$ and vanishes at infinity $\forall t \in \mathbb{R}$. Then, integrating by parts,

$$
\begin{aligned}
\int_{0}^{\infty} \mathrm{e}^{(p-1) x / \lambda}|v|^{p+1} \mathrm{~d} x & =-\frac{\lambda}{p-1} \int_{0}^{\infty} \mathrm{e}^{(p-1) x / \lambda}\left(|v|^{p+1}\right)_{x} \mathrm{~d} x \\
& =-\frac{\lambda(p+1)}{p-1} \operatorname{Re} \int_{0}^{\infty} \mathrm{e}^{(p-1) x / \lambda}|v|^{p-1} \bar{v} v_{x} \mathrm{~d} x .
\end{aligned}
$$

Hence,

$$
\begin{aligned}
\int_{0}^{\infty} \mathrm{e}^{(p-1) x / \lambda}|v|^{p+1} \mathrm{~d} x & =-\frac{\lambda(p+1)}{p-1} \operatorname{Re} \int_{0}^{\infty} \mathrm{e}^{(p-1) x / 2 \lambda}|v|^{\frac{p-1}{2}} \bar{v} v_{x}\left(\mathrm{e}^{(p-1) x / 2 \lambda}|v|^{\frac{p-1}{2}}\right) \mathrm{d} x \\
& \lesssim\|u\|_{L^{\infty}(\mathbb{R})}^{(p-1) / 2} \operatorname{Re} \int_{0}^{\infty} \mathrm{e}^{(p-1) x / 2 \lambda}|v|^{\frac{p-1}{2}} \bar{v} v_{x} \mathrm{~d} x \\
& \lesssim\|u\|_{L^{\infty}(\mathbb{R})}^{(p-1) / 2} \int_{0}^{\infty} \mathrm{e}^{(p-1) x / 2 \lambda}|v|^{\frac{p-1}{2}}\left|v \|\left|v_{x}\right| \mathrm{d} x\right. \\
& =\|u\|_{L^{\infty}(\mathbb{R})}^{(p-1) / 2} \int_{0}^{\infty} \mathrm{e}^{(p-1) x / 2 \lambda}|v|^{\frac{p+1}{2}}\left|v_{x}\right| \mathrm{d} x .
\end{aligned}
$$

By Young's inequality,

$$
\begin{aligned}
\int_{0}^{\infty} \mathrm{e}^{(p-1) x / \lambda}|v|^{p+1} \mathrm{~d} x & \lesssim\|u\|_{L^{\infty}(\mathbb{R})}^{p-1} \int_{0}^{\infty}\left|v_{x}\right|^{2} \mathrm{~d} x+\int_{0}^{\infty} \mathrm{e}^{(p-1) x / \lambda}|v|^{p+1} \mathrm{~d} x \\
& \simeq\|u\|_{L^{\infty}(\mathbb{R})}^{p-1} \int_{0}^{\infty}\left|v_{x}\right|^{2} \mathrm{~d} x+\int_{0}^{\infty} \operatorname{sech}^{p-1}\left(\frac{x}{\lambda}\right) \operatorname{sech}^{p+1}\left(\frac{x}{\lambda}\right)|u|^{p+1} \mathrm{~d} x \\
& =\|u\|_{L^{\infty}(\mathbb{R})}^{p-1} \int_{0}^{\infty}\left|v_{x}\right|^{2} \mathrm{~d} x+\int_{0}^{\infty} \operatorname{sech}^{2}\left(\frac{x}{\lambda}\right)|u|^{p+1} \mathrm{~d} x,
\end{aligned}
$$

which actually means that

$$
\int_{\mathbb{R}} \operatorname{sech}^{2}\left(\frac{x}{\lambda}\right)|u|^{p+1} \mathrm{~d} x \lesssim\|u\|_{L^{\infty}(\mathbb{R})}^{p-1} \int_{0}^{\infty}\left|(\alpha u)_{x}\right|^{2} \mathrm{~d} x .
$$

By Sobolev's embedding,

$$
\int_{\mathbb{R}} \operatorname{sech}^{2}\left(\frac{x}{\lambda}\right)|u|^{p+1} \mathrm{~d} x \lesssim\|u\|_{H^{1}(\mathbb{R})}^{p-1} \int_{0}^{\infty}\left|(\alpha u)_{x}\right|^{2} \mathrm{~d} x .
$$

Now, it is a fact that for every $0<\varepsilon<1$, there exists $\delta(\varepsilon)$ such that $\|u(0)\|_{H^{1}(\mathbb{R})} \leqslant \delta(\epsilon)$ implies that $\sup _{t \in \mathbb{R}}\|u\|_{H^{1}(\mathbb{R})}<\varepsilon$ (see [6, Corollary 6.1.4] or the conservation of energy and mass (2.7)-(2.6). This way, from Proposition 2.6, we get

$$
\int_{\mathbb{R}} \operatorname{sech}^{2}\left(\frac{x}{\lambda}\right)|u|^{p+1} \mathrm{~d} x \lesssim \varepsilon^{p-1}\left(B\left(u_{1}\right)+B\left(u_{2}\right)\right) .
$$

So, choosing $\varepsilon$ sufficiently small, 2.33 is proved.
Remark 2.15 (Defocusing case). Note that in the semilinear defocusing case $f\left(|u|^{2}\right)=$ $|u|^{p-1}$,

$$
F\left(|u|^{2}\right)-f\left(|u|^{2}\right)|u|^{2}=\left(\frac{2}{p+1}-1\right)|u|^{p+1} .
$$

Since $p>1, \frac{2}{p+1}|u|^{p+1}-1<0$ which means that the remaining term on 2.20 involving the nonlinearity is positive:

$$
-\int_{\mathbb{R}} \varphi_{x}\left[F\left(|u|^{2}\right)-f\left(|u|^{2}\right)|u|^{2}\right] \mathrm{d} x \geqslant 0
$$

and then Lemma 2.7 is enough to conclude Lemma 2.8 .
With this estimation, we can now prove the key to get Theorem 2.1 .
Proposition 2.9. There exists a constant $C>0$ such that

$$
\begin{equation*}
\int_{0}^{\infty}\|u(t)\|_{H_{\alpha}^{1}(\mathbb{R})}^{2} \mathrm{~d} t \leqslant C \varepsilon^{2} . \tag{2.34}
\end{equation*}
$$

Proof. Let $\tau>0$. We integrate 2.33 over $[0, \tau]$

$$
\int_{0}^{\tau}\|u(t)\|_{H_{\alpha}^{1}(\mathbb{R})}^{2} \mathrm{~d} t \leqslant C(I(u(0))-I(u(\tau))) \leqslant C I(u(0))
$$

From Hölder inequality and 2.10 we get that

$$
I(u(0)) \leqslant\|u(0)\|_{L^{2}(\mathbb{R})}\left\|u_{x}(0)\right\|_{L^{2}(\mathbb{R})} \leqslant \varepsilon^{2}
$$

This last fact implies that

$$
\int_{0}^{\tau}\|u(t)\|_{H_{\alpha}^{1}(\mathbb{R})}^{2} \mathrm{~d} t \leqslant C \varepsilon^{2}
$$

Now, taking $\tau \rightarrow \infty$, we conclude the proof.

### 2.2.4 End of proof of Theorem 2.1

Now Theorem 2.1 is ready to be proved:

Step 1: The $L^{2}$ norm tends to zero: Let $\varphi \in C^{\infty}(\mathbb{R})$ be bounded. Then we compute

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\frac{1}{2} \int_{\mathbb{R}} \varphi|u(t)|^{2} \mathrm{~d} x\right) & =\operatorname{Re} \int_{\mathbb{R}} \varphi \bar{u} u_{t} \mathrm{~d} x=-\operatorname{Re} \int \mathbb{R} \operatorname{Ri} \varphi \bar{u}\left(\mathrm{i} u_{t}\right) \mathrm{d} x \\
& =\operatorname{Im} \int_{\mathbb{R}} \varphi \bar{u}\left(\mathrm{i} u_{t}\right) \mathrm{d} x
\end{aligned}
$$

Hence, using equation 2.18) and integrating by parts

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\frac{1}{2} \int_{\mathbb{R}} \varphi|u(t)|^{2} \mathrm{~d} x\right) & =-\operatorname{Im} \int_{\mathbb{R}} \varphi \bar{u} u_{x x} \mathrm{~d} x+\operatorname{Im} \int_{\mathbb{R}} \varphi f\left(\left|u^{2}\right|\right) u \bar{u} \mathrm{~d} x \\
& =\operatorname{Im} \int_{\mathbb{R}} \varphi \bar{u}_{x} u_{x} \mathrm{~d} x+\operatorname{Im} \int_{\mathbb{R}} \varphi_{x} \bar{u} u_{x} \mathrm{~d} x+\operatorname{Im} \int_{\mathbb{R}} \varphi f\left(\left|u^{2}\right|\right)|u|^{2} \mathrm{~d} x \\
& =\operatorname{Im} \int_{\mathbb{R}} \varphi\left|u_{x}\right|^{2} \mathrm{~d} x+\operatorname{Im} \int_{\mathbb{R}} \varphi_{x} \bar{u} u_{x} \mathrm{~d} x+\operatorname{Im} \int_{\mathbb{R}} \varphi f\left(\left|u^{2}\right|\right)|u|^{2} \mathrm{~d} x .
\end{aligned}
$$

Since the integrals on the first and third term are real, we get the following identity

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\frac{1}{2} \int_{\mathbb{R}} \varphi|u(t)|^{2}\right)=\operatorname{Im} \int_{\mathbb{R}} \varphi_{x} \bar{u} u_{x} \mathrm{~d} x \tag{2.35}
\end{equation*}
$$

Thus

$$
\begin{aligned}
\left|\frac{\mathrm{d}}{\mathrm{~d} t}\left(\frac{1}{2} \int_{\mathbb{R}} \varphi|u(t)|^{2} \mathrm{~d} x\right)\right| & \leqslant \int_{\mathbb{R}}\left|\varphi_{x}\right||\bar{u}(t)|\left|u_{x}(t)\right| \mathrm{d} x \\
& \lesssim \int_{\mathbb{R}}\left|\varphi_{x}\right||\bar{u}(t)|^{2} \mathrm{~d} x+\int_{\mathbb{R}}\left|\varphi_{x} \| u_{x}(t)\right|^{2} \mathrm{~d} x .
\end{aligned}
$$

We take $\varphi(x)=\operatorname{sech}(x)$ and get

$$
\begin{aligned}
\left|\frac{\mathrm{d}}{\mathrm{~d} t}\|u(t)\|_{L_{\alpha}^{2}(\mathbb{R})}^{2}\right| & =\left|\frac{\mathrm{d}}{\mathrm{~d} t}\left(\int_{\mathbb{R}} \operatorname{sech}(x)|u(t, x)|^{2} \mathrm{~d} x\right)\right| \\
& \lesssim \int_{\mathbb{R}} \operatorname{sech}(x)|\bar{u}(t, x)|^{2} \mathrm{~d} x+\int_{\mathbb{R}} \operatorname{sech}(x)\left|u_{x}(t, x)\right|^{2} \mathrm{~d} x=\|u(t)\|_{H_{\alpha}^{1}(\mathbb{R})}^{2} .
\end{aligned}
$$

From (2.34), there exists a sequence $t_{n} \in \mathbb{R}, t_{n} \rightarrow \infty$ such that $\left\|u\left(t_{n}\right)\right\|_{L_{w}^{2}(\mathbb{R})}^{2} \rightarrow 0$. Consider $t \in \mathbb{R}$, integrate over $\left[t, t_{n}\right]$, and take $t_{n} \rightarrow \infty$. Then

$$
\|u(t)\|_{L_{\alpha}^{2}(\mathbb{R})}^{2} \lesssim \int_{t}^{\infty}\|u(s)\|_{H_{\alpha}^{1}(\mathbb{R})}^{2} \mathrm{~d} s
$$

In consequence

$$
\begin{equation*}
\lim _{t \rightarrow \infty}\|u(t)\|_{L_{w}^{2}(\mathbb{R})}=0 \tag{2.36}
\end{equation*}
$$

Step 2: The $L^{\infty}$ norm tends to zero: We state the following:

Claim 2.10. For every interval I there exists $\tilde{x}(t) \in I$ such that, as tends to infinity,

$$
|u(t, \tilde{x}(t))|^{2} \rightarrow 0
$$

Proof. Let $I \in \mathbb{R}$ be an interval. By contradiction, Suppose that there exists $\varepsilon_{0}>0$ such that $\forall n>0, \exists t_{n}>n$

$$
\left|u\left(t_{n}, x\right)\right|^{2}>\varepsilon_{0} \quad \forall x \in I
$$

Integrating over $I$, we get

$$
\int_{I}\left|u\left(t_{n}, x\right)\right|^{2} \mathrm{~d} x>|I| \varepsilon_{0}
$$

which contradicts (2.36).

Let $x \in I$. By Fundamental Theorem of calculus and Hölder's inequality

$$
\begin{aligned}
|u(t, x)|^{2}-|u(t, \tilde{x}(t))|^{2} & =\int_{\tilde{x}(t)}^{x}\left(|u|^{2}\right)_{x} \mathrm{~d} x \leqslant 2 \int_{\tilde{x}(t)}^{x}|u| \| u_{x} \mid \mathrm{d} x \\
& \leqslant 2\|u(t)\|_{L^{2}(I)}\left\|u_{x}(t)\right\|_{L^{2}(I)} .
\end{aligned}
$$

Then we get

$$
\begin{equation*}
|u(t, x)|^{2} \lesssim|u(t, \tilde{x}(t))|^{2}+2\|u(t)\|_{L^{2}(I)}\left\|u_{x}(t)\right\|_{L^{2}(I)}, \quad \forall x \in I \tag{2.37}
\end{equation*}
$$

Now, since 2.10 holds for $\varepsilon>0$ as small as needed,

$$
\sup _{t \in \mathbb{R}}\|u(t)\|_{H^{1}(\mathbb{R})}<\infty
$$

Also, this smallness condition is not needed if the nonlinearity is defocusing. Hence, taking $t \rightarrow \infty$ in (3.38), from Claim 2.10 and (2.36), we get that

$$
|u(t, x)|^{2} \rightarrow 0, \quad \forall x \in I
$$

Which implies 2.11. The proof of Theorem 2.1 is complete.

### 2.3 NLS with potential

This section is devoted to the proof of Theorem 2.3. We consider now the NLS equation with a nontrivial potential $V$ :

$$
\begin{equation*}
\mathrm{i} u_{t}+u_{x x}=\mu V(x) u+f\left(|u|^{2}\right) u, \quad(t, x) \in \mathbb{R} \times \mathbb{R} \tag{2.38}
\end{equation*}
$$

As done in the previous section, we introduce a virial identity that will be used to estimate the $H_{\alpha}^{1}$-norm of a solution of equation (2.38). However, because of the potential term $V$, new estimates must be proved in order to get Theorem 2.3.

### 2.3.1 Virial Identity

Suppose again $\varphi \in C^{\infty}(\mathbb{R})$ bounded and recall from Subsection 2.2.1 the definition

$$
I(u(t))=\operatorname{Im} \int_{\mathbb{R}} \varphi(x) u(t, x) \bar{u}_{x}(t, x) \mathrm{d} x .
$$

Following the proof of Lemma 2.5, we have now
Lemma 2.11. Let $u(t) \in H^{1}(\mathbb{R})$ be a bounded in time solution of equation 2.38. Then

$$
\begin{align*}
-\frac{\mathrm{d}}{\mathrm{~d} t} I(t)= & 2 \int_{\mathbb{R}} \varphi_{x}\left|u_{x}\right|^{2} \mathrm{~d} x-\frac{1}{2} \int_{\mathbb{R}} \varphi_{x x x}|u|^{2} \mathrm{~d} x-\mu \int_{\mathbb{R}} \varphi V_{x}|u|^{2} \mathrm{~d} x  \tag{2.39}\\
& -\int_{\mathbb{R}} \varphi_{x}\left[F\left(|u|^{2}\right)-f\left(|u|^{2}\right)|u|^{2}\right] \mathrm{d} x .
\end{align*}
$$

Sketch of proof. From the proof of Lemma 2.5 (equation 2.21) we know that

$$
\frac{\mathrm{d}}{\mathrm{~d} t} I(u(t))=-2 \operatorname{Re} \int_{\mathbb{R}} \varphi\left(\mathrm{i} u_{t}\right) \bar{u}_{x} \mathrm{~d} x-\operatorname{Re} \int_{\mathbb{R}} \varphi_{x}\left(\mathrm{i} u_{t}\right) \bar{u} \mathrm{~d} x
$$

We use (2.38) to obtain

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} t} I(u(t))= & 2 \operatorname{Re} \int_{\mathbb{R}} \varphi u_{x x} \bar{u}_{x} \mathrm{~d} x+\operatorname{Re} \int_{\mathbb{R}} \varphi_{x} u_{x x} \bar{u} \mathrm{~d} x-2 \mu \operatorname{Re} \int_{\mathbb{R}} \varphi V u \bar{u}_{x} \mathrm{~d} x \\
& -\mu \operatorname{Re} \int_{\mathbb{R}} \varphi_{x} V u \bar{u} \mathrm{~d} x-2 \operatorname{Re} \int_{\mathbb{R}} \varphi f\left(|u|^{2}\right) u \bar{u}_{x} \mathrm{~d} x-\operatorname{Re} \int_{\mathbb{R}} \varphi_{x} f\left(|u|^{2}\right) u \bar{u} \mathrm{~d} x .
\end{aligned}
$$

From the last equation, we are only interested in the terms involving the potential $V$, since the rest of them were analyzed in the proof of Lemma 2.5. Then we compute

$$
\begin{aligned}
2 \operatorname{Re} \int_{\mathbb{R}} \varphi V u \bar{u}_{x} \mathrm{~d} x+\operatorname{Re} \int_{\mathbb{R}} \varphi_{x} V u \bar{u} \mathrm{~d} x & =\int_{\mathbb{R}} \varphi V\left(|u|^{2}\right)_{x} \mathrm{~d} x+\int_{\mathbb{R}} \varphi_{x} V|u|^{2} \mathrm{~d} x \\
& =-\int_{\mathbb{R}} \varphi V_{x}|u|^{2} \mathrm{~d} x .
\end{aligned}
$$

Combining this with Lemma 2.5. we conclude (2.39).

### 2.3.2 Analysis of a modified bilinear form

In the following analysis, we will see more clearly the difference between the cases with and without potential. In this occasion, we define a new bilinear form $\left(u=u_{1}+\mathrm{i} u_{2}, u_{\mathrm{i}} \in \mathbb{R}\right)$

$$
B(w)=2 \int_{\mathbb{R}} \varphi_{x} w_{x}^{2} \mathrm{~d} x-\frac{1}{2} \int_{\mathbb{R}} \varphi_{x x x} w^{2} \mathrm{~d} x-\mu \int_{\mathbb{R}} \varphi V_{x} w^{2} \mathrm{~d} x, \quad w=u_{\mathrm{i}}, \quad \mathrm{i}=1,2 .
$$

Consider $\lambda \in(1, \infty), \varphi(x)=\lambda \tanh \left(\frac{x}{\lambda}\right)$ and $\alpha(x)=\sqrt{\varphi_{x}(x)}$. Since $\alpha^{2}=\varphi_{x}$, we can write

$$
\begin{equation*}
\int_{\mathbb{R}} \varphi V_{x} w^{2} \mathrm{~d} x=\int_{\mathbb{R}} V_{x} \frac{\varphi}{\varphi_{x}}(\alpha w)^{2} \mathrm{~d} x \tag{2.40}
\end{equation*}
$$

Thus, from (2.23), 2.40 and (2.24),

$$
B(w)=2 \int_{\mathbb{R}}(\alpha w)_{x}^{2} \mathrm{~d} x-\int_{\mathbb{R}}\left(\frac{\alpha_{x}^{2}}{\alpha^{2}}-\frac{\alpha_{x x}}{\alpha}\right)(\alpha w)^{2} \mathrm{~d} x-\mu \int_{\mathbb{R}} V_{x} \frac{\varphi}{\varphi_{x}}(\alpha w)^{2} \mathrm{~d} x
$$

Then, from computations of subsection 2.2 .2 we have that

$$
B(w)=2 \int_{\mathbb{R}}(\alpha w)_{x}^{2} \mathrm{~d} x-\frac{1}{\lambda^{2}} \int_{\mathbb{R}} \operatorname{sech}^{2}\left(\frac{x}{\lambda}\right)(\alpha w)^{2} \mathrm{~d} x-\mu \int_{\mathbb{R}} V_{x} \frac{\varphi}{\varphi_{x}}(\alpha w)^{2} \mathrm{~d} x .
$$

We set

$$
\mathcal{B}(v)=2 \int_{\mathbb{R}} v_{x}^{2} \mathrm{~d} x-\frac{1}{\lambda^{2}} \int_{\mathbb{R}} \operatorname{sech}^{2}\left(\frac{x}{\lambda}\right) v^{2} \mathrm{~d} x-\mu \int_{\mathbb{R}} V_{x} \frac{\varphi}{\varphi_{x}} v^{2} \mathrm{~d} x
$$

where $v=\alpha w$. Then

$$
\mathcal{B}(v)=B(w) .
$$

Now we prove a modified version of Proposition 2.6.
Proposition 2.12. Let $v \in H^{1}(\mathbb{R})$ be odd. Then, for $\lambda>0$ sufficiently small,

$$
\begin{equation*}
\mathcal{B}(v) \geqslant \frac{1}{2} \int_{\mathbb{R}} v_{x}^{2} \mathrm{~d} x \tag{2.41}
\end{equation*}
$$

Proof. We introduce

$$
\mathcal{L}(v)=\int_{\mathbb{R}} v_{x}^{2} \mathrm{~d} x-\frac{1}{\lambda^{2}} \int_{\mathbb{R}} \operatorname{sech}^{2}\left(\frac{x}{\lambda}\right) v^{2} \mathrm{~d} x
$$

and

$$
\mathcal{K}(v)=\int_{\mathbb{R}} v_{x}^{2} \mathrm{~d} x+\mu \int_{\mathbb{R}} V_{0} v^{2} \mathrm{~d} x
$$

where $V_{0}=-V_{x} \frac{\varphi}{\varphi_{x}}$. Then,

$$
\mathcal{B}(v)=\mathcal{L}(v)+\mathcal{K}(v)
$$

Arguing as in the proof of Proposition 2.6, we write

$$
\mathcal{L}(v)=\frac{1}{2} \int_{\mathbb{R}} v_{x}^{2} \mathrm{~d} x+\frac{1}{2}\left(\int_{\mathbb{R}} v_{x}^{2} \mathrm{~d} x-\frac{2}{\lambda^{2}} \int_{\mathbb{R}} \operatorname{sech}^{2}\left(\frac{x}{\lambda}\right) v^{2} \mathrm{~d} x\right)
$$

Since $v$ is odd,

$$
\int_{\mathbb{R}} v_{x}^{2} \mathrm{~d} x-\frac{2}{\lambda^{2}} \int_{\mathbb{R}} \operatorname{sech}^{2}\left(\frac{x}{\lambda}\right) v^{2} \mathrm{~d} x \geqslant 0
$$

because the index $N$ of such an operator is the integer that satisfies $N<\frac{1}{2} \sqrt{17}-\frac{1}{2}<2$. Hence, we get that

$$
\begin{equation*}
\mathcal{L}(v) \geqslant \frac{1}{2} \int_{\mathbb{R}} v_{x}^{2} \mathrm{~d} x \tag{2.42}
\end{equation*}
$$

Then, in order to get the (2.41) it will be sufficient to demonstrate that $\mathcal{K}(v) \geqslant 0$.
To prove the positiveness of $\mathcal{K}$, we make use of the following result by Simon [47, Theorem 2.5] (see also [28] for improved results):

Lemma 2.13. Let $V_{0}$ be a non-identically zero potential that obeys

$$
\int_{\mathbb{R}}\left(1+x^{2}\right)\left|V_{0}(x)\right| \mathrm{d} x<\infty .
$$

Then

$$
-\frac{\mathrm{d}^{2}}{\mathrm{~d} x^{2}}+\mu V_{0}
$$

has a unique negative eigenvalue for all positive $\mu$ sufficiently small if and only if

$$
\begin{equation*}
\int_{\mathbb{R}} V_{0}(x) \mathrm{d} x \leqslant 0 \tag{2.43}
\end{equation*}
$$

Moreover, since $V_{0}$ is even, such an eigenvalue is associated to an even eigenfunction.
Remark 2.16. We remark that in the case $\int_{\mathbb{R}} V_{0}>0$ there is no negative eigenvalue $-\frac{\mathrm{d}^{2}}{\mathrm{~d} x^{2}}+$ $\mu V_{0}, \mu>0$ sufficiently small.

Notice that, from the definition of $\varphi$ and (2.14), we have

$$
\int_{\mathbb{R}} V_{0} \mathrm{~d} x=-\int_{\mathbb{R}} V_{x} \frac{\varphi}{\varphi_{x}} \mathrm{~d} x=-\lambda \int_{\mathbb{R}} V_{x} \sinh \left(\frac{x}{\lambda}\right) \cosh \left(\frac{x}{\lambda}\right) \mathrm{d} x
$$

We integrate by parts and get

$$
\int_{\mathbb{R}} V_{0} \mathrm{~d} x=\int_{\mathbb{R}} \cosh \left(\frac{2 x}{\lambda}\right) V \mathrm{~d} x .
$$

Since $\lambda>1$, 2.14 tells us that $V_{0}$ integrates in space. Besides, since $V$ is a Schwartz function,

$$
\int_{\mathbb{R}}\left(1+x^{2}\right)\left|V_{x} \frac{\varphi}{\varphi_{x}}\right| \mathrm{d} x \leqslant \int_{\mathbb{R}}\left(1+x^{2}\right)\left|V_{x}\right| \cosh \left(\frac{2 x}{\lambda}\right) \mathrm{d} x<\infty .
$$

Then, Lemma 2.13 implies that there exists $\mu_{0}>0$ such that

$$
-\frac{\mathrm{d}^{2}}{\mathrm{~d} x^{2}}+\mu V_{0}
$$

has a unique negative eigenvalue for all $\mu<\mu_{0}$ and $\lambda>1$. Since the corresponding eigenfunction is even, we have $\mathcal{K}(v) \geqslant 0$ for $v$ odd.

The conclusion that we obtain from Proposition 2.41 is that for $\mathrm{i}=1,2$,

$$
B\left(u_{\mathrm{i}}\right) \geqslant \frac{1}{2} \int_{\mathbb{R}}\left(\alpha u_{\mathrm{i}}\right)_{x}^{2} \mathrm{~d} x .
$$

This property of the bilinear form $B$ will allow us to get an estimation of the operator $\frac{\mathrm{d}}{\mathrm{d} t} I(u(t))$ that will lead us to conclude the proof of Theorem 2.3.

### 2.3.3 Estimates of the terms on (3.25)

Lemma 2.14. Let $u$ be an odd solution of 2.38). Then,

$$
\begin{equation*}
\|u\|_{H_{\alpha}^{1}(\mathbb{R})}^{2} \leqslant C\left(B\left(u_{1}\right)+B\left(u_{2}\right)\right) . \tag{2.44}
\end{equation*}
$$

for some $C>0$.
Proof. Direct from Lemma 2.7.
Lemma 2.15. There exists $\varepsilon>0$ such that for every odd solution $u$ of (2.38) satisfying

$$
\begin{equation*}
\|u(t)\|_{H^{1}(\mathbb{R})} \leqslant \varepsilon \quad \forall t \in \mathbb{R} \tag{2.45}
\end{equation*}
$$

then

$$
\begin{equation*}
-\frac{\mathrm{d}}{\mathrm{~d} t} I(u(t)) \geqslant C\|u(t)\|_{H_{\alpha}^{1}(\mathbb{R})}^{2} \tag{2.46}
\end{equation*}
$$

where $C>0$.

Proof. The virial identity we have is

$$
\begin{aligned}
-\frac{\mathrm{d}}{\mathrm{~d} t} I(t)= & 2 \int_{\mathbb{R}} \varphi_{x}\left|u_{x}\right|^{2} \mathrm{~d} x-\frac{1}{2} \int_{\mathbb{R}} \varphi_{x x x}|u|^{2} \mathrm{~d} x-\mu \int_{\mathbb{R}} \varphi V_{x}|u|^{2} \mathrm{~d} x \\
& -\int_{\mathbb{R}} \varphi_{x}\left[F\left(|u|^{2}\right)-f\left(|u|^{2}\right)|u|^{2}\right] \mathrm{d} x \\
= & B\left(u_{1}\right)+B\left(u_{2}\right)-\int_{\mathbb{R}} \varphi_{x}\left[F\left(|u|^{2}\right)-f\left(|u|^{2}\right)|u|^{2}\right] \mathrm{d} x .
\end{aligned}
$$

As we already have an estimation for $B\left(u_{1}\right)+B\left(u_{2}\right)$ given by Lemma 2.14, we need to check that the remaining terms can be controled. Replicating the proof of Lemma 2.8, we get that

$$
\begin{aligned}
\int_{\mathbb{R}} \varphi_{x}\left[F\left(|u|^{2}\right)-f\left(|u|^{2}\right)|u|^{2}\right] \mathrm{d} x & \lesssim \int_{\mathbb{R}} \operatorname{sech}^{2}\left(\frac{x}{\lambda}\right)|u|^{p+1} \mathrm{~d} x \\
\lesssim & \|u\|_{H^{1}(\mathbb{R})}^{p-1} \int_{0}^{\infty}\left|\left(\operatorname{sech}\left(\frac{x}{\lambda}\right) u_{1}\right)_{x}\right|^{2} \mathrm{~d} x \\
& +\|u\|_{H^{1}(\mathbb{R})}^{p-1} \int_{0}^{\infty}\left|\left(\operatorname{sech}\left(\frac{x}{\lambda}\right) u_{2}\right)_{x}\right|^{2} \mathrm{~d} x .
\end{aligned}
$$

Thus, Proposition 2.12 implies that

$$
\int_{\mathbb{R}} \varphi_{x}\left[F\left(|u|^{2}\right)-f\left(|u|^{2}\right)|u|^{2}\right] \mathrm{d} x \lesssim\|u\|_{H^{1}(\mathbb{R})}^{p-1}\left(B\left(u_{1}\right)+B\left(u_{2}\right)\right) .
$$

Now, since $\|u\|_{H^{1}(\mathbb{R})}$ is small enough, we conclude. (In the defocusing case, this condition is not needed.)

We can modify the proof of Proposition 2.34, using Lemma 2.15 instead of Lemma 2.8 to obtain the following:

Proposition 2.16. There exists a constant $C>0$ such that

$$
\begin{equation*}
\int_{0}^{\infty}\|u(t)\|_{H_{\alpha}^{1}(\mathbb{R})}^{2} \mathrm{~d} t \leqslant C \epsilon^{2} \tag{2.47}
\end{equation*}
$$

### 2.3.4 Proof main result

Step 1: The $L^{2}$ norm tends to zero:

Let $\varphi \in C^{\infty}(\mathbb{R})$. Since $\operatorname{Im} \int_{\mathbb{R}} \varphi V|u|^{2} \mathrm{~d} x=0$, computing as in Subsection 2.2.4, we have

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\frac{1}{2} \int_{\mathbb{R}} \varphi|u(t)|^{2}\right)=\operatorname{Im} \int_{\mathbb{R}} \varphi_{x} \bar{u} u_{x} \mathrm{~d} x \tag{2.48}
\end{equation*}
$$

This identity implies that

$$
\left|\frac{\mathrm{d}}{\mathrm{~d} t}\left(\frac{1}{2} \int_{\mathbb{R}} \varphi|u(t)|^{2} \mathrm{~d} x\right)\right| \lesssim \int_{\mathbb{R}}\left|\varphi_{x}\right||\bar{u}(t)|^{2} \mathrm{~d} x+\int_{\mathbb{R}}\left|\varphi_{x} \| u_{x}(t)\right|^{2} \mathrm{~d} x .
$$

Taking $\varphi(x)=\operatorname{sech}(x)$ we obtain

$$
\begin{aligned}
\left|\frac{\mathrm{d}}{\mathrm{~d} t}\|u(t)\|_{L_{\alpha}^{2}(\mathbb{R})}^{2}\right| & =\left|\frac{\mathrm{d}}{\mathrm{~d} t}\left(\int_{\mathbb{R}} \operatorname{sech}(x)|u(t)|^{2}\right)\right| \\
& \lesssim \int_{\mathbb{R}} \operatorname{sech}(x)|\bar{u}(t, x)|^{2} \mathrm{~d} x+\int_{\mathbb{R}} \operatorname{sech}(x)\left|u_{x}(t, x)\right|^{2} \mathrm{~d} x=\|u(t)\|_{H_{\alpha}^{1}(\mathbb{R})}^{2} .
\end{aligned}
$$

From 2.47, there exists a sequence $t_{n} \in \mathbb{R}, t_{n} \rightarrow \infty$ such that $\left\|u\left(t_{n}\right)\right\|_{L_{\alpha}^{2}(\mathbb{R})}^{2} \rightarrow 0$. Consider $t \in \mathbb{R}$, integrate over $\left[t_{n}, t\right]$, and take $t_{n} \rightarrow \infty$. Then

$$
\|u(t)\|_{L^{2} \alpha(\mathbb{R})}^{2} \lesssim \int_{t}^{\infty}\|u(t)\|_{H_{\alpha}^{1}(\mathbb{R})}^{2} \mathrm{~d} t
$$

Passing to the limit

$$
\begin{equation*}
\lim _{t \rightarrow \infty}\left\|u\left(t_{n}\right)\right\|_{L_{\alpha}^{2}(\mathbb{R})}=0 \tag{2.49}
\end{equation*}
$$

Step 2: The $L^{\infty}$ norm tends to zero:

One uses the same arguments as in Subsection 2.2.4. We skip the proof.

### 2.4 The Hartree Equation. Proof of Theorem 2.4

Our goal in this section is to extend Theorem 2.1 to the Hartree equation,

$$
\begin{equation*}
\mathrm{i} u_{t}+u_{x x}=\sigma\left(|x|^{-a} *|u|^{2}\right) u, \quad(t, x) \in \mathbb{R} \times \mathbb{R} \tag{2.50}
\end{equation*}
$$

where $\sigma= \pm 1$ and $0<a<1$. We start out with a virial identity.

### 2.4.1 Virial Identity

As before (see (2.19) , let us consider $\varphi \in C^{\infty}(\mathbb{R})$ bounded and let

$$
\begin{equation*}
J(u(t)):=\operatorname{Im} \int_{\mathbb{R}} \varphi(x) u(t, x) \bar{u}_{x}(t, x) \mathrm{d} x \tag{2.51}
\end{equation*}
$$

then we state the following result.
Lemma 2.17. Let $u \in H^{1}(\mathbb{R})$ be a solution of (2.50), then

$$
\begin{equation*}
-\operatorname{ImJ}(u(t))=2 \int_{\mathbb{R}} \varphi_{x}\left|u_{x}\right|^{2} \mathrm{~d} x-\frac{1}{2} \int_{\mathbb{R}} \varphi_{x x x}|u|^{2} \mathrm{~d} x+\sigma a \int_{\mathbb{R}} \varphi\left(\frac{x}{|x|^{a+2}} *|u|^{2}\right)|u|^{2} \mathrm{~d} x \tag{2.52}
\end{equation*}
$$

Proof. Recall (2.21) from the proof of Lemma 3.25 .

$$
\frac{\mathrm{d}}{\mathrm{~d} t} J(u(t))=-2 \operatorname{Re} \int_{\mathbb{R}} \varphi\left(\mathrm{i} u_{t}\right) \bar{u}_{x} \mathrm{~d} x-\operatorname{Re} \int_{\mathbb{R}} \varphi_{x} \bar{u}\left(\mathrm{i} u_{t}\right) \mathrm{d} x
$$

We use (2.50) to get

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} t} J(u(t)) & =2 \operatorname{Re} \int_{\mathbb{R}} \varphi u_{x x} \bar{u}_{x} \mathrm{~d} x+\operatorname{Re} \int_{\mathbb{R}} \varphi_{x} \bar{u} u_{x x} \mathrm{~d} x \\
& -\sigma 2 \operatorname{Re} \int_{\mathbb{R}} \varphi\left(|x|^{-a} *|u|^{2}\right) u \bar{u}_{x} \mathrm{~d} x-\sigma \operatorname{Re} \int_{\mathbb{R}} \varphi_{x}\left(|x|^{-a} *|u|^{2}\right) u \bar{u} \mathrm{~d} x \\
& =\int_{\mathbb{R}} \varphi\left(\left|u_{x}\right|^{2}\right)_{x} \mathrm{~d} x+\operatorname{Re} \int_{\mathbb{R}} \varphi_{x} \bar{u} u_{x x} \mathrm{~d} x \\
& -\sigma \int_{\mathbb{R}} \varphi\left(|x|^{-a} *|u|^{2}\right)\left(|u|^{2}\right)_{x} \mathrm{~d} x-\sigma \int_{\mathbb{R}} \varphi_{x}\left(|x|^{-a} *|u|^{2}\right)|u|^{2} \mathrm{~d} x .
\end{aligned}
$$

We integrate by parts once on the last term and twice on the second term to obtain

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} t} J(u(t)) & =-2 \int_{\mathbb{R}} \varphi_{x}\left|u_{x}\right|^{2} \mathrm{~d} x-\operatorname{Re} \int_{\mathbb{R}} \varphi_{x x} \bar{u} u_{x} \mathrm{~d} x+\sigma \int_{\mathbb{R}} \varphi\left(|x|^{-a} *|u|^{2}\right)_{x}|u|^{2} \mathrm{~d} x \\
& =-2 \int_{\mathbb{R}} \varphi_{x}\left|u_{x}\right|^{2} \mathrm{~d} x-\frac{1}{2} \int_{\mathbb{R}} \varphi_{x x}\left(|u|^{2}\right)_{x} \mathrm{~d} x+\sigma \int_{\mathbb{R}} \varphi\left(|x|^{-a} *|u|^{2}\right)_{x}|u|^{2} \mathrm{~d} x \\
& =-2 \int_{\mathbb{R}} \varphi_{x}\left|u_{x}\right|^{2} \mathrm{~d} x+\frac{1}{2} \int_{\mathbb{R}} \varphi_{x x x}|u|^{2} \mathrm{~d} x+\sigma \int_{\mathbb{R}} \varphi\left(|x|^{-a} *|u|^{2}\right)_{x}|u|^{2} \mathrm{~d} x .
\end{aligned}
$$

Computing the derivative on the last term,

$$
\frac{\mathrm{d}}{\mathrm{~d} t} J(u(t))=-2 \int_{\mathbb{R}} \varphi_{x}\left|u_{x}\right|^{2} \mathrm{~d} x+\frac{1}{2} \int_{\mathbb{R}} \varphi_{x x x}|u|^{2} \mathrm{~d} x-\sigma a \int_{\mathbb{R}} \varphi\left(\frac{x}{|x|^{a+2}} *|u|^{2}\right)_{x}|u|^{2} \mathrm{~d} x
$$

Let us analyze the RHS of (2.52). Notice that if $\varphi$ is a non-decreasing weight function, the integral on the last term in 2.52 is positive:

$$
\begin{equation*}
\int_{\mathbb{R}} \int_{\mathbb{R}} \varphi(x) \frac{x-y}{|x-y|^{a+2}}|u(y)|^{2}|u(x)|^{2} \mathrm{~d} y \mathrm{~d} x \geqslant 0 \tag{2.53}
\end{equation*}
$$

Indeed, we compute (all the computations below are justified by choosing suitably compactly supported functions, and taking the standard limit procedure)

$$
\begin{aligned}
\int_{\mathbb{R}} \varphi\left(|x|^{-a} *|u|^{2}\right)_{x}|u|^{2} \mathrm{~d} x= & -a \int_{\mathbb{R}} \varphi\left(\frac{x}{|x|^{a+2}} *|u|^{2}\right)|u|^{2} \mathrm{~d} x \\
& =-a \int_{\mathbb{R}} \int_{\mathbb{R}} \varphi(x) \frac{x-y}{|x-y|^{a+2}}|u(y)|^{2}|u(x)|^{2} \mathrm{~d} y \mathrm{~d} x .
\end{aligned}
$$

We have that

$$
\begin{aligned}
\int_{\mathbb{R}} \int_{\mathbb{R}} \varphi(x) \frac{x-y}{|x-y|^{a+2}}|u(y)|^{2}|u(x)|^{2} \mathrm{~d} y \mathrm{~d} x & =\int_{\mathbb{R}} \int_{\mathbb{R}}(\varphi(x)-\varphi(y)) \frac{x-y}{|x-y|^{a+2}}|u(y)|^{2}|u(x)|^{2} \mathrm{~d} y \mathrm{~d} x \\
& +\int_{\mathbb{R}} \int_{\mathbb{R}} \varphi(y) \frac{x-y}{|x-y|^{a+2}}|u(y)|^{2}|u(x)|^{2} \mathrm{~d} y \mathrm{~d} x .
\end{aligned}
$$

After a change of variables on the second integral, we get

$$
\begin{aligned}
& \int_{\mathbb{R}} \int_{\mathbb{R}} \varphi(x) \frac{x-y}{|x-y|^{a+2}}|u(y)|^{2}|u(x)|^{2} \mathrm{~d} y \mathrm{~d} x= \int_{\mathbb{R}} \\
& \int_{\mathbb{R}}(\varphi(x)-\varphi(y)) \frac{x-y}{|x-y|^{a+2}}|u(y)|^{2}|u(x)|^{2} \mathrm{~d} y \mathrm{~d} x \\
&-\int_{\mathbb{R}} \int_{\mathbb{R}} \varphi(x) \frac{x-y}{|x-y|^{a+2}}|u(y)|^{2}|u(x)|^{2} \mathrm{~d} y \mathrm{~d} x .
\end{aligned}
$$

Then, we obtain that

$$
\int_{\mathbb{R}} \int_{\mathbb{R}} \varphi(x) \frac{x-y}{|x-y|^{a+2}}|u(y)|^{2}|u(x)|^{2} \mathrm{~d} y \mathrm{~d} x=\frac{1}{2} \int_{\mathbb{R}} \int_{\mathbb{R}}(\varphi(x)-\varphi(y)) \frac{x-y}{|x-y|^{a+2}}|u(y)|^{2}|u(x)|^{2} \mathrm{~d} y \mathrm{~d} x .
$$

If $\varphi$ is non-decreasing, then $(\varphi(x)-\varphi(y))(x-y) \geqslant 0$. Moreover,

$$
\int_{\mathbb{R}} \int_{\mathbb{R}}(\varphi(x)-\varphi(y)) \frac{x-y}{|x-y|^{a+2}}|u(y)|^{2}|u(x)|^{2} \mathrm{~d} y \mathrm{~d} x \geqslant 0 .
$$

This implies that

$$
\int_{\mathbb{R}} \int_{\mathbb{R}} \varphi(x) \frac{x-y}{|x-y|^{a+2}}|u(y)|^{2}|u(x)|^{2} \mathrm{~d} y \mathrm{~d} x \geqslant 0
$$

as claimed.

### 2.4.2 Proof of Theorem 2.4

Assume $\sigma=1$ in (2.50) and let $u=u_{1}+\mathrm{i} u_{2} \in H^{1}(\mathbb{R})$ be an odd solution of this equation. As done in Section 2.2, we define the bilinear form

$$
B\left(u_{\mathrm{i}}\right)=2 \int_{\mathbb{R}} \varphi_{x} u_{\mathrm{i} x}^{2} \mathrm{~d} x-\frac{1}{2} \int_{\mathbb{R}} \varphi_{x x x} u_{\mathrm{i}}^{2} \mathrm{~d} x, \quad \mathrm{i}=1,2 .
$$

This means that we can re-write the virial identity 2.51 as

$$
\begin{equation*}
-\frac{\mathrm{d}}{\mathrm{~d} t} J(u(t))=B\left(u_{1}\right)+B\left(u_{2}\right)-\sigma \int_{\mathbb{R}} \varphi\left(|x|^{-a} *|u|^{2}\right)_{x}|u|^{2} \mathrm{~d} x . \tag{2.54}
\end{equation*}
$$

Now, as usual, take $\lambda>1, \varphi=\lambda \tanh \left(\frac{x}{\lambda}\right)$ and $\alpha=\sqrt{\varphi_{x}}$. From (3.28) and 3.29) and reasoning as before, we have that

$$
B\left(u_{\mathrm{i}}\right)=2 \int_{\mathbb{R}}\left(\alpha u_{\mathrm{i}}\right)_{x}^{2} \mathrm{~d} x-\frac{1}{\lambda^{2}} \int_{\mathbb{R}} \operatorname{sech}^{2}\left(\frac{x}{\lambda}\right)\left(\alpha u_{\mathrm{i}}\right)^{2} \mathrm{~d} x, \quad \mathrm{i}=1,2 .
$$

Thus, Proposition 2.6 implies that

$$
\begin{equation*}
B\left(u_{\mathrm{i}}\right) \geqslant \frac{3}{2} \int_{\mathbb{R}}\left(\alpha u_{\mathrm{i}}\right)_{x}^{2} \mathrm{~d} x, \quad \text { for } \mathrm{i}=1,2 \tag{2.55}
\end{equation*}
$$

Moreover, if we consider

$$
\|u(t)\|_{H_{\alpha}^{1}(\mathbb{R})}=\int_{\mathbb{R}} \operatorname{sech}(x) u^{2}(t, x) \mathrm{d} x+\int_{\mathbb{R}} \operatorname{sech}(x) u_{x}^{2}(t, x) \mathrm{d} x
$$

then, from Proposition 2.7 we obtain

$$
\begin{equation*}
\|u\|_{H_{\alpha}^{1}(\mathbb{R})}^{2} \lesssim B\left(u_{1}\right)+B\left(u_{2}\right) . \tag{2.56}
\end{equation*}
$$

Since

$$
\int_{\mathbb{R}} \int_{\mathbb{R}} \varphi(x) \frac{x-y}{|x-y|^{a+2}}|u(y)|^{2}|u(x)|^{2} \mathrm{~d} y \mathrm{~d} x \geqslant 0
$$

it follows that

$$
-\frac{\mathrm{d}}{\mathrm{~d} t} J(u(t)) \geqslant\|u\|_{H_{\alpha}^{1}(\mathbb{R})}^{2} .
$$

Replicating the proof of Proposition 2.9, we use the last inequality to obtain

$$
\begin{equation*}
\int_{0}^{\infty}\|u(t)\|_{H_{\alpha}^{1}(\mathbb{R})}^{2} \mathrm{~d} t \leqslant C \varepsilon^{2} . \tag{2.57}
\end{equation*}
$$

Step 1: The $L^{2}$ norm tends to zero: Let $\phi \in C^{\infty}(\mathbb{R})$ bounded. Then we compute

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\frac{1}{2} \int_{\mathbb{R}} \phi|u(t)|^{2} \mathrm{~d} x\right) & =\operatorname{Re} \int_{\mathbb{R}} \phi \bar{u} u_{t} \mathrm{~d} x \\
& =-\operatorname{Re} \int_{\mathbb{R}} \mathrm{i} \phi \bar{u}\left(\mathrm{i} u_{t}\right) \mathrm{d} x \\
& =\operatorname{Im} \int_{\mathbb{R}} \phi \bar{u}\left(\mathrm{i} u_{t}\right) \mathrm{d} x
\end{aligned}
$$

Hence, using equation (2.50) with $\sigma=1$ and integrating by parts

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\frac{1}{2} \int_{\mathbb{R}} \phi|u(t)|^{2} \mathrm{~d} x\right) & =-\operatorname{Im} \int_{\mathbb{R}} \phi \bar{u} u_{x x} \mathrm{~d} x+\operatorname{Im} \int_{\mathbb{R}} \phi\left(|x|^{-a} *|u|^{2}\right) u \bar{u} \mathrm{~d} x \\
& =\operatorname{Im} \int_{\mathbb{R}} \phi \bar{u}_{x} u_{x} \mathrm{~d} x+\operatorname{Im} \int_{\mathbb{R}} \phi\left(|x|^{-a} *|u|^{2}\right)|u|^{2} \mathrm{~d} x \\
& =\operatorname{Im} \int_{\mathbb{R}} \phi\left|u_{x}\right|^{2} \mathrm{~d} x+\operatorname{Im} \int_{\mathbb{R}} \phi_{x} \bar{u} u_{x} \mathrm{~d} x+\operatorname{Im} \int_{\mathbb{R}} \phi\left(|x|^{-a} *|u|^{2}\right)|u|^{2} \mathrm{~d} x .
\end{aligned}
$$

Since the only integral that can have an imaginary part is the second one, we have that

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\frac{1}{2} \int_{\mathbb{R}} \phi|u(t)|^{2}\right)=\operatorname{Im} \int_{\mathbb{R}} \phi_{x} \bar{u} u_{x} \mathrm{~d} x \tag{2.58}
\end{equation*}
$$

Thus

$$
\begin{aligned}
\left|\frac{\mathrm{d}}{\mathrm{~d} t}\left(\frac{1}{2} \int_{\mathbb{R}} \phi|u(t)|^{2} \mathrm{~d} x\right)\right| & \lesssim \int_{\mathbb{R}}\left|\phi_{x}\right|\left|\bar{u}(t) \| u_{x}(t)\right| \mathrm{d} x \\
& \lesssim \int_{\mathbb{R}}\left|\phi_{x} \| \bar{u}(t)\right|^{2} \mathrm{~d} x+\int_{\mathbb{R}}\left|\phi_{x}\right|\left|u_{x}(t)\right|^{2} \mathrm{~d} x .
\end{aligned}
$$

We take $\phi(x)=\operatorname{sech}(x)$ and get

$$
\begin{aligned}
\left|\frac{\mathrm{d}}{\mathrm{~d} t}\|u(t)\|_{L_{\alpha}^{2}(\mathbb{R})}^{2}\right| & =\left|\frac{\mathrm{d}}{\mathrm{~d} t}\left(\int_{\mathbb{R}} \operatorname{sech}(x)|u(t)|^{2}\right)\right| \\
& \lesssim \int_{\mathbb{R}} \operatorname{sech}(x)|\bar{u}(t, x)|^{2} \mathrm{~d} x+\int_{\mathbb{R}} \operatorname{sech}(x)\left|u_{x}(t, x)\right|^{2} \mathrm{~d} x=\|u(t)\|_{H_{\alpha}^{1}(\mathbb{R})}^{2} .
\end{aligned}
$$

From 2.57, there exists a sequence $t_{n} \in \mathbb{R}, t_{n} \rightarrow \infty$ such that $\left\|u\left(t_{n}\right)\right\|_{L_{\alpha}^{2}(\mathbb{R})}^{2} \rightarrow 0$. Consider $t \in \mathbb{R}$, integrate over $\left[t, t_{n}\right]$, and take $t_{n} \rightarrow \infty$. Then

$$
\|u(t)\|_{L_{\alpha}^{2}(\mathbb{R})}^{2} \lesssim \int_{t}^{\infty}\|u(s)\|_{H_{\alpha}^{1}(\mathbb{R})}^{2} \mathrm{~d} s
$$

In consequence

$$
\begin{equation*}
\lim _{t \rightarrow \infty}\|u(t)\|_{L_{\alpha}^{2}(\mathbb{R})}=0 \tag{2.59}
\end{equation*}
$$

The rest of the proof is exactly the same as in the proofs of Theorems 2.1 and 2.3 .
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## Chapter 3

## On the decay problem for the Zakharov and Klein-Gordon Zakharov systems in one dimension


#### Abstract

We are interested in the long time asymptotic behaviour of solutions to the scalar Zakharov system $$
\begin{aligned} & \mathrm{i} u_{t}+\Delta u=n u \\ & n_{t t}-\Delta n=\Delta|u|^{2} \end{aligned}
$$


and the Klein-Gordon Zakharov system

$$
\begin{aligned}
& u_{t t}-\Delta u+u=-n u, \\
& n_{t t}-\Delta n=\Delta|u|^{2}
\end{aligned}
$$

in one dimension of space. For these two systems, we give two results proving decay of solutions for initial data in the energy space. The first result deals with decay over compact intervals assuming smallness and parity conditions ( $u$ odd). The second result proves decay in far field regions along curves for solutions whose growth can be dominated by an increasing $C^{1}$ function. No smallness condition is needed to prove this last result for the Zakharov system. We argue relying on the use of suitable virial identities appropiate for the equations and follow the technics of [20, 23] and 32].

This chapter has been published as M. E. Martínez, On the decay problem for the Zakharov and Klein-Gordon-Zakharov systems in one dimension, Journal of Evolutions Equations, 2021.
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### 3.1 Introduction

In this work, we are concerned with the one dimensional Zakharov system

$$
\begin{array}{ll}
\mathrm{i} u_{t}+\Delta u=n u, & (t, x) \in \mathbb{R} \times \mathbb{R}, \\
\alpha^{-2} n_{t t}-\Delta n=\Delta|u|^{2}, & (t, x) \in \mathbb{R} \times \mathbb{R}, \tag{3.1}
\end{array}
$$

with initial data

$$
u(t=0, x)=u_{0}(x), \quad n(t=0, x)=n_{0}(x), \quad n_{t}(t=0, x)=n_{1}(x)
$$

where $u(t, x): \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{C}, n(t, x): \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$ and $\alpha>0$.
We are also interested in the Klein-Gordon Zakharov system in one dimension

$$
\begin{array}{ll}
c^{-2} u_{t t}-\Delta u+c^{2} u=-n u, & (t, x) \in \mathbb{R} \times \mathbb{R} \\
\alpha^{-2} n_{t t}-\Delta n=\Delta|u|^{2} & (t, x) \in \mathbb{R} \times \mathbb{R} \tag{3.2}
\end{array}
$$

with initial data

$$
\begin{gathered}
u(t=0, x)=u_{0}(x), \quad u_{t}(t=0, x)=u_{1}(x) \\
n(t=0, x)=n_{0}(x), \quad n_{t}(t=0, x)=n_{1}(x)
\end{gathered}
$$

where $u(t, x): \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}, n(t, x): \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}, \alpha>0, c>0$.

The Zakharov systems are simplified models for the description of long-wavelength smallamplitude Langmuir oscillations in a ionized plasma [49]. Langmuir waves are rapid oscillations of the electron density; electrons and ions oscillate out of phase. Zakharov equations model the nonlinear interactions between the mean mode of the ionic fluctuations of density in the plasma $n$ and the changing amplitude of electric field $u$, which varies slowly compared to the unperturbed plasma frequency. The constant $\alpha$ is the ion sound speed and $c$ is the plasma frequency.

In the subsonic limit $(\alpha \rightarrow \infty)$, in which density perturbations are changing slowly, the term $n_{t t}$ of the wave equation in (3.1) is negligible. This would imply that the Langmuir waves follow the cubic NLS equation

$$
\mathrm{i} u_{t}+\Delta u+|u|^{2} u=0
$$

If one considers $\tilde{u}=\mathrm{e}^{\mathrm{i} c^{2} t}$ in (3.2), then it follows that

$$
\begin{aligned}
& c^{-2} \tilde{u}_{t t}-2 \mathrm{i} \tilde{u}_{t}-\Delta \tilde{u}=-n \tilde{u}, \\
& \alpha^{-2} n_{t t}-\Delta n=\Delta|\tilde{u}|^{2}
\end{aligned}
$$

Thus, formally, in the high-frequency limit (that is, taking $c \rightarrow \infty$ ) of the Klein-GordonZakharov (3.2), the Zakharov system is recovered.

These high-frequency and subsonic limits were extensively studied in [1, 38, 46] and [26][29]. See, also, 45, 42, 4] for more details on the physical derivation.

The Zakharov system (3.1) preserves the mass $\|u(t)\|_{L^{2}(\mathbb{R})}=\|u(0)\|_{L^{2}(\mathbb{R})}$ and the energy

$$
H_{S}(t):=\int_{\mathbb{R}}|\nabla u(t, x)|^{2}+\frac{1}{2}\left(|n(t, x)|^{2}+\frac{1}{\alpha^{2}}\left|D^{-1} n_{t}(t, x)\right|^{2}\right)+n(t, x)|u(t, x)|^{2} \mathrm{~d} x
$$

where $D=\sqrt{-\Delta}$. The Klein-Gordon-Zakharov system (3.2) preserves the following energy, as well:

$$
\begin{aligned}
H_{K G}(t)= & \int_{\mathbb{R}} c^{2}|u(t, x)|^{2}+|\nabla u(t, x)|^{2}+\frac{1}{c^{2}}\left|u_{t}(t, x)\right|^{2}+\frac{1}{2}|n(t, x)|^{2} \\
& +\left.\left.\frac{1}{2}| | \alpha D\right|^{-1} n_{t}(t, x)\right|^{2}+n(t, x)|u(t, x)|^{2} \mathrm{~d} x=H_{K G}(0) .
\end{aligned}
$$

The system (3.1) in one dimension is globally well-posed for initial data in $H^{1}(\mathbb{R}) \times L^{2}(\mathbb{R}) \times$ $\hat{H}^{-1}(\mathbb{R})$, where

$$
w \in \hat{H}^{s} \text { if there exists } v: \mathbb{R}^{\mathrm{d}} \rightarrow \mathbb{R}^{\mathrm{d}} \text { such that } w=\nabla \cdot v \text { and }\|w\|_{\hat{H}^{s}}=\|v\|_{H^{s+1}}
$$

The first approach in this regard was presented by Sulem and Sulem in 44], where they stated local well-posedness of (3.1) for dimensions $\mathrm{d}=1,2,3$ and initial data

$$
\left(u_{0}, n_{0}, n_{1}\right) \in H^{m}\left(\mathbb{R}^{\mathrm{d}}\right) \times H^{m-1}\left(\mathbb{R}^{\mathrm{d}}\right) \times\left(H^{m-2} \cap \hat{H}^{-1}\right)\left(\mathbb{R}^{\mathrm{d}}\right), \quad m \geqslant 3
$$

Using the Brezis-Gallouët inequality

$$
\begin{equation*}
\|u\|_{L^{\infty}} \lesssim 1+\|u\|_{H^{1}}\left(\ln \left(1+\|\Delta u\|_{L^{2}}\right)\right), \tag{3.3}
\end{equation*}
$$

valid if $u \in H^{2}\left(\mathbb{R}^{2}\right)$, Added and Added in [1] improved [44] to global well-posedness for small initial data in the 2 -dimensional case. The local well posedness result $(\mathrm{d}=1,2,3)$ was refined by Ozawa and Tsutsumi [39], for data $\left(u_{0}, n_{0}, n_{1}\right) \in H^{2} \times H^{1} \times L^{2}$, and by Colliander [7] for $\left(u_{0}, n_{0}, n_{1}\right) \in H^{1} \times L^{2} \times \hat{H}^{-1}$. In fact, in [7], using a priori estimates on the $H^{1}$-norm of $u$, Colliander shows global well-posedness for small data in the one-dimensional case. Finally, on [40, Pecher proves that the Zakharov system is globally well posed for rough data $\left(u_{0}, n_{0}, n_{1}\right) \in H^{s} \times L^{2} \times \hat{H}^{l-1}, 1>s>9 / 10$ for dimension $\mathrm{d}=1$ without any smallness condition. More results on local and global well-posedness for other dimensions and more general nonlinearities are stated in [5, 8, 10, 31], and on the torus in [3].

Regarding well-posedness for system (3.2), the first result was presented in [36], where the authors followed a method based on the theory of normal forms to prove that (3.2) in
dimensions $\mathrm{d}=1,2,3$ with $c=\alpha=1$, admits a unique global solutions for small initial data with rather restrictive regularity conditions. Also, they give a completeness result for the 3-dimensional case, as they show the existence of global solutions that tend to behave asymptotically (when $t \rightarrow \infty$ ) as the free solutions.

Using Sobolev invariant spaces, Tsutaya [47], improved the regularity conditions of the global existence result in [36] for dimension $\mathrm{d}=3$. The low-frequency case $(0<\alpha<1)$ in three dimensions was addressed in [37], where the authors rely on the different propagation speed (normalized $c=1$ in the Klein Gordon equation, while assumed $0<\alpha<1$ in the wave equation) to prove local and then global well-posedness for small initial data in the energy space:

$$
\left(u_{0}, u_{1}, n_{0}, n_{1}\right) \in H^{1} \times L^{2} \times L^{2} \times \hat{H}^{-1}
$$

Following the idea stated in [37], Otha and Todorova [35] extended the well-posedness result for all $\alpha>0$ and $\mathrm{d}<3$. The high-frequency, subsonic case in dimension $\mathrm{d}=3$ was later treated by Masmoudi and Nakanishi in [30]-[31], where they presented local well-posedness in the energy space under the assumption $\alpha<c$.

In this paper, we are interested in the decay of solutions to systems (3.1) and (3.2).

It is known that for dimension $\mathrm{d}=2,3$, there exist solutions to (3.1) that decay to zero in the energy space $H^{1} \times L^{2} \times \hat{H}^{-1}$. Indeed, Ozawa and Tsutsumi 39, Ginibre and Velo [11, and Shimomura [43], proved existence and uniqueness of asymptotically free solutions of (3.1) by solving the system with final data given at $t \rightarrow \infty$, instead of the initial value problem; that is, for $u_{+}$and $n_{+}$free solutions of the Schrödinger and wave equations respectively,

$$
\left\|u(t)-u_{+}(t)\right\|_{H^{1}}+\left\|\nabla n(t)-\nabla n_{+}\right\|_{L^{2}}+\left\|\partial_{t} n(t)-\partial_{t} n_{+}(t)\right\|_{L^{2}} \rightarrow 0, \text { as } t \rightarrow \infty
$$

Completeness results were also obtained for the 3-dimensional Klein-Gordon-Zakharov (3.2). In fact, Ozawa, Tsutaya and Tsutsumi [36] proved the existence of global solutions that behave asymptotically as free solutions in space

$$
\sum_{j=0,1}\left\|\partial_{t}^{j}\left(u(t)-u_{+}(t)\right)\right\|_{H^{52-j}}+\sum_{j=0,1}\left\|\partial_{t}^{j}\left(n(t)-n_{+}(t)\right)\right\|_{H^{51-j}} \rightarrow 0 \quad \text { as } \quad t \rightarrow \infty .
$$

In [13], Guo and Nakanishi prove that radially symmetric solutions for the Zakharov system in $d=3$ with small energy do scatter. By using generalized Strichartz estimates for the Schrödinger equation, Guo, Lee, Nakanishi and Wang in [12] were able to improve [13] by showing scattering of small solutions without the radial assumption.

Following the idea in [13], Guo, Nakanishi and Wang [14] proved scattering in the energy space for radially symmetric solutions with small energy for the system (3.2) in three dimensions, as well. In [15], they continue the study of global dynamics of radial solutions in three dimensions and find a dichotomy between scattering and blow-up. More specifically, relying on virial identities, they show that if the initial data is radially symmetric and its energy is below the energy of the ground state then the solution to (3.2) can either (for both $\mathrm{i}=1,2$ ):

- scatter when $J_{\mathrm{i}}\left(u_{0}\right) \geqslant 0$, or
- blow up in finite time when $J_{\mathrm{i}}\left(u_{0}\right)<0$,
where $J_{\mathrm{i}}$ are scaling derivative of the static Klein-Gordon energy:

$$
J_{0}(v)=\int|u|^{2}+|\nabla u|^{2}-|u|^{4} \mathrm{~d} x \quad \text { and } \quad J_{2}(v)=\int|\nabla u|^{2}-\frac{3}{4}|u|^{4} \mathrm{~d} x
$$

The behavior of radially symmetric solutions of (3.1) was also studied in [24]. Using virial identities, Merle in [24] showed blow up at either finite or infinity time for radially symmetric solutions to (3.1) that satisfy $E_{s}<0$ for $\mathrm{d}=2$, 3. In [25], Merle improved the results in [24] by presenting lower estimates on the blow-up of the Zakharov system in the 2-dimensional case.

Notice that all positive decay/scattering results above mentioned do not deal with the case $\mathrm{d}=1$.

From now on, we consider the one-dimensional case. In the following subsections, we introduced a reduction of order for the Zakharov and Klein-Gordon-Zakharov systems and present the main results of this work.

### 3.1.1 Main results for Zakharov system

In order to simplify the computations, from now on we consider system (3.1) with $\alpha=1$, although the analysis still works for $\alpha \neq 1$. With the purpose of reducing (3.1) into a first order system, we introduce the real function $v$ such that:

$$
\begin{align*}
& \mathrm{i} u_{t}+u_{x x}=n u, \\
& n_{t}+v_{x}=0  \tag{3.4}\\
& v_{t}+\left(n+|u|^{2}\right)_{x}=0,
\end{align*}
$$

and

$$
u(t=0, x)=u_{0}(x), n(t=0, x)=n_{0}(x), v(t=0, x)=v_{0}
$$

Such supposition is possible because we study the Zakharov system (3.1) in the Hamiltonian case, meaning that we assume that there exists $v_{0} \in L^{2}(\mathbb{R})$ such that $-\nabla \cdot v_{0}=n_{t}(0)$; property that is preserved by the flow. This way, to consider $\left(u, n, n_{t}\right) \in H^{1}(\mathbb{R}) \times L^{2}(\mathbb{R}) \times \dot{H}^{-1}(\mathbb{R})$ solution of (3.1) is equivalent to study $(u, n, v) \in H^{1}(\mathbb{R}) \times L^{2}(\mathbb{R}) \times L^{2}(\mathbb{R})$ solution to (3.4).

The system (3.4) preserves:

- Mass:

$$
\begin{equation*}
M_{s}(t):=\int_{\mathbb{R}}|u(t, x)|^{2} \mathrm{~d} x=M_{s}(0) \tag{3.5}
\end{equation*}
$$

- Energy:

$$
\begin{equation*}
E_{s}(t):=\int_{\mathbb{R}}\left|u_{x}(t, x)\right|^{2}+\frac{1}{2}\left(|n(t, x)|^{2}+|v(t, x)|^{2}\right)+n(t, x)|u(t, x)|^{2} \mathrm{~d} x=E_{s}(0) \tag{3.6}
\end{equation*}
$$

- Momentum:

$$
\begin{equation*}
P_{s}(t):=\operatorname{Im} \int_{\mathbb{R}} u(t, x) \bar{u}_{x}(t, x) \mathrm{d} x-\int_{\mathbb{R}} v(t, x) n(t, x) \mathrm{d} x=P_{s}(0) . \tag{3.7}
\end{equation*}
$$

In the present work, we show decay for solutions of (3.4) in one dimension in two different ways. On one hand, we prove decay on any compact interval for solutions to (3.4) under parity assumptions ( $u$ odd). On the other hand, we are able to show decay, without any oddness condition but with sufficient regularity $\left(\|u(t)\|_{H^{2}} \in L^{\infty}\right)$, in regions along curves outside the "light cone".

Theorem 3.1. Assume $E_{s}<\infty$. Let $(u, n, v) \in C\left(\mathbb{R}^{+}, H^{1}(\mathbb{R}) \times L^{2}(\mathbb{R}) \times L^{2}(\mathbb{R})\right)$ be a solution of (3.4) such that $u$ is odd and satisfies, for some $\varepsilon>0$ small,

$$
\begin{equation*}
\sup _{t \geqslant 0}\|u(t)\|_{H^{1}(\mathbb{R})}<\varepsilon \tag{3.8}
\end{equation*}
$$

Then, for every compact interval $I \subset \mathbb{R}$,

$$
\begin{equation*}
\lim _{t \rightarrow \infty}\|u(t)\|_{L^{\infty}(I)}+\|u(t)\|_{L^{2}(I)}+\|n(t)\|_{L^{2}(I)}+\|v(t)\|_{L^{2}(I)}=0 . \tag{3.9}
\end{equation*}
$$

Remark 3.1. Asking for $u$ to be odd implies necessarily for $n$ to be even. This property is preserved by the flow.

Remark 3.2. The fact that $u$ is odd allows to rule out solitary waves. The first result regarding solitary waves was stated by Wu in [48], where he proves existence and orbital stability of solutions

$$
\begin{equation*}
u(t, x)=\mathrm{e}^{-\mathrm{i} \omega t} \mathrm{e}^{\mathrm{i} q(x-c t)} u_{\omega, c}(x-c t), \tag{3.10}
\end{equation*}
$$

and

$$
\begin{equation*}
n(t, x)=n_{\omega, c}(x-c t) \tag{3.11}
\end{equation*}
$$

for

$$
\begin{gathered}
u_{\omega, c}(x)=\sqrt{\frac{\left(4 \omega+c^{2}\right)\left(1-c^{2}\right)}{2}} \operatorname{sech}\left(\frac{\sqrt{4 \omega+c^{2}}}{2} x\right) \\
n_{\omega, c}(x)=\left(2 \omega+\frac{c^{2}}{2}\right) \operatorname{sech}^{2}\left(\frac{\sqrt{4 \omega+c^{2}}}{2} x\right), \quad q=\frac{c}{2}
\end{gathered}
$$

satisfying

$$
4 \omega+c^{2} \geqslant 0 \text { and } 1-c^{2}>0
$$

Angulo and Banquet [2] studied existence of periodic travelling wave forms such as (3.10)(3.11), in this case for $u_{\omega, c}$ and $n_{\omega, c}$ being periodic functions, and prove their orbital stability as well. See also [9, 34, 17, 18, 50] for other results on solitary waves for generalized Zakharov systems.

Remark 3.3. We do not prove decay in the energy space $H^{1} \times L^{2} \times \dot{H}^{-1}(\mathbb{R})$. This is because uncontrolled $H^{2}$-terms emerge when considering semi-norm $\dot{H}^{1}$ for the solution $u$ of the Schrödinger equation. We show $L^{\infty}$ decay instead.

Remark 3.4. The result also holds for a generalized Zakharov system when adding a potential term $|u|^{p} u$ in the Schrödinger equation. See [23] for the details on how to treat the new non-linear term.

Remark 3.5. In [41, 22], the authors study the asymptotic behaviour of the ZakharovRubenchik system. They prove that solutions blow up if the energy is negative and give instability results for the solitary wave in the case $d=3$. Such system is of special interest since in the supersonic limit it has been proven that it converges to (3.1).

The proof of Theorem 3.1 is based on the use of suitable virial identities. The argument follows from [20, 21], where the authors deal with the Klein Gordon case. The idea is to argue as in [23], where a functional adapted to the momentum for the nonlinear Schödinger equation was considered. Unfortunately, the identity used for the NLS equation, which allows us to conclude, it is not appropriate in this case. Instead, as in [24, [25], we need to work with a virial identity that comes from the quantity

$$
P(t):=\operatorname{Im} \int_{\mathbb{R}} u(t, x) \bar{u}_{x}(t, x) \mathrm{d} x-\int_{\mathbb{R}} v(t, x) n(t, x) \mathrm{d} x .
$$

Such virial has an uncontrolled term that we manage by adding the condition (3.8).

Our second result deals with decay in far field regions along curves.

Theorem 3.2. Assume $E_{s}<\infty$ and $M_{s}<\infty$. Let ( $u, n, v$ ) satisfy (3.4).

1. If $(u, n, v) \in C\left(\mathbb{R}^{+}, H^{1}(\mathbb{R}) \times L^{2}(\mathbb{R}) \times L^{2}(\mathbb{R})\right)$, then, for any $\mu \in C^{1}(\mathbb{R})$ satisfying $\mu(t) \gtrsim t \log (t)^{1+\delta}, \delta>0$,

$$
\begin{equation*}
\lim _{t \rightarrow \infty}\|u(t)\|_{L^{2}(|x| \sim \mu(t))}=0 . \tag{3.12}
\end{equation*}
$$

2. If $(u, n, v) \in C\left(\mathbb{R}^{+}, H^{2}(\mathbb{R}) \times L^{2}(\mathbb{R}) \times L^{2}(\mathbb{R})\right)$ and there exists $f(t) \in C^{1}(\mathbb{R})$ a nondecreasing function such that

$$
\begin{equation*}
\|u(t)\|_{H^{2}(\mathbb{R})} \lesssim f(t) \tag{3.13}
\end{equation*}
$$

then, for any $\mu \in C^{1}(\mathbb{R})$ satisfying $\mu(t) \gtrsim t \log (t)^{1+\delta} f(t), \delta>0$,

$$
\begin{equation*}
\lim _{t \rightarrow \infty}\|u(t)\|_{H^{1}(|x| \sim \mu(t))}+\|n(t)\|_{L^{2}(|x| \sim \mu(t))}+\|v(t)\|_{L^{2}(|x| \sim \mu(t))}=0 . \tag{3.14}
\end{equation*}
$$

A direct consequence of the proof of Theorem 3.2 is the following result for the NLS equation:

Corollary 3.3. Let $u(t) \in H^{1}(\mathbb{R})$ be a solution of the non-linear Schrödinger equation

$$
\mathrm{i} u_{t}+u_{x x} \pm|u|^{p-1} u=0,
$$

where $1<p<5$, with initial data $u(t=0, x)=u_{0}$ satisfying $\|u(t=0)\|_{H^{1}(\mathbb{R})}<\infty$. Then,

$$
\lim _{t \rightarrow \infty}\|u(t)\|_{L^{2}(|x| \sim \mu(t))}=0
$$

The proof of Theorem 3.2 follows an argument recently introduced by Muñoz, Ponce and Saut in [32], where they deal with the long time behaviour of intermediate long wave equation. This method proves to be independent of the integrability of the equation and does not need size restriction. However, when dealing with the Zakharov system, because of the presence of uncontrolled $H^{2}$-terms in the dynamics of the $H^{1}$-norm of $u$, we need the additional condition (3.13). Note that such condition allows as to obtain decay of the $\|\cdot\|_{H^{1}}$-norm, which was not present in results established in (32].

### 3.1.2 Main results for Klein-Gordon-Zakharov system

We will consider system (3.2) with $\alpha=c=1$, although the computations still hold for different values of $\alpha, c \in \mathbb{R}$. As we did for the Zakharov system (3.1), we reduce (3.2) by introducing a real function $v$ satisfying $-\nabla \cdot v=n_{t}$ for all $t \geqslant 0$. That is, we get a new first order system,

$$
\begin{align*}
& u_{t t}-u_{x x}+u=-n u, \\
& n_{t}+v_{x}=0  \tag{3.15}\\
& v_{t}+\left(n+|u|^{2}\right)_{x}=0,
\end{align*}
$$

and

$$
\begin{aligned}
& u(t=0, x)=u_{0}(x), \quad u_{t}(t=0, x)=u_{1}(x) \\
& n(t=0, x)=n_{0}(x), \quad v(t=0, x)=v_{0}(x)
\end{aligned}
$$

The system 3.15 preserves:

- Energy:

$$
\begin{align*}
E_{K G}(t):= & \int_{\mathbb{R}}|u(t, x)|^{2}+\left|u_{x}(t, x)\right|^{2}+\left|u_{t}(t, x)\right|^{2}  \tag{3.16}\\
& +\frac{1}{2}\left(|n(t, x)|^{2}+|v(t, x)|^{2}\right)+n(t, x)|u(t, x)|^{2} \mathrm{~d} x=E_{K G}(0)
\end{align*}
$$

- Momentum:

$$
\begin{equation*}
P_{K G}(t):=\int_{\mathbb{R}} u_{t}(t, x) u_{x}(t, x) \mathrm{d} x-\frac{1}{2} \int_{\mathbb{R}} v(t, x) n(t, x) \mathrm{d} x=P_{K G}(0) \tag{3.17}
\end{equation*}
$$

As we did for (3.4), we prove decay of solutions to (3.15) in two different ways: over compact intervals of time and over far field regions along curves. Our result for compact intervals is the following:

Theorem 3.4. Assume $E_{K G}<\infty$. Let $\left(u, u_{t}, n, v\right) \in C\left(\mathbb{R}^{+}, H^{1}(\mathbb{R}) \times L^{2}(\mathbb{R}) \times L^{2}(\mathbb{R}) \times L^{2}(\mathbb{R})\right)$ be a solution of (3.4) such that $u$ is odd and satisfies

$$
\begin{equation*}
\sup _{t \geqslant 0}\|u(t)\|_{H^{1}(\mathbb{R})} \leqslant \varepsilon \quad \text { and } \quad \sup _{t \geqslant 0}\left\|u_{t}(t)\right\|_{L^{2}(\mathbb{R})} \leqslant C \tag{3.18}
\end{equation*}
$$

for some $C>0$ and $\varepsilon>0$ small. Then, for every compact interval $I \subset \mathbb{R}$,

$$
\begin{equation*}
\lim _{t \rightarrow \infty}\|u(t)\|_{H^{1}(I)}+\left\|u_{t}(t)\right\|_{L^{2}(I)}+\|n(t)\|_{L^{2}(I)}+\|v(t)\|_{L^{2}(I)}=0 \tag{3.19}
\end{equation*}
$$

Remark 3.6. The oddness condition rules out solitary waves. Indeed, solitary waves of (3.15) exist and they are orbitally stable. They were first introduced by Chen in [6], where he stated that solitons of the form

$$
\begin{gathered}
u(t, x)=\mathrm{e}^{-\mathrm{i} \omega t} \mathrm{e}^{\mathrm{i} q(x-c t)} u_{\omega, c}(x-c t) \\
n(t, x)=n_{\omega, c}(x-c t)
\end{gathered}
$$

with

$$
\begin{gathered}
u_{\omega, c}(x)=\sqrt{2\left(1-c^{2}-\omega^{2}\right)} \operatorname{sech}\left(\frac{\sqrt{1-c^{2}-\omega^{2}}}{1-c^{2}} x\right) \\
n_{\omega, c}(x)=-2 \frac{\left(1-c^{2}-\omega^{2}\right)}{1-c^{2}} \operatorname{sech}^{2}\left(\frac{\sqrt{1-c^{2}-\omega^{2}}}{1-c^{2}} x\right), \quad q=\frac{\omega c}{1-c^{2}} .
\end{gathered}
$$

exists when the real constants $\omega$ and $c$ satisfy $1-c^{2}-\omega^{2}>0$. There also exist solitary waves $\left(u_{\omega, c},\left(u_{t}\right)_{\omega, c}, n_{\omega, c}, v_{\omega, c}\right)$ of 3.15) of the form

$$
\begin{gathered}
u_{\omega, c}(x)=\sqrt{2\left(1-c^{2}-\omega^{2}\right)} \operatorname{sech}\left(\frac{\sqrt{1-c^{2}-\omega^{2}}}{1-c^{2}} x\right) \mathrm{e}^{\mathrm{i} \frac{\omega c}{1-c^{2}} x}, \quad\left(u_{t}\right)_{\omega, c}=\left(\mathrm{i} \omega+c \frac{\partial}{\partial x}\right) u_{\omega, c}(x) \\
n_{\omega, c}(x)=-2 \frac{\left(1-c^{2}-\omega^{2}\right)}{1-c^{2}} \operatorname{sech}^{2}\left(\frac{\sqrt{1-c^{2}-\omega^{2}}}{1-c^{2}} x\right) \\
v_{\omega, c}(x)=2 c \frac{\left(1-c^{2}-\omega^{2}\right)}{1-c^{2}} \operatorname{sech}^{2}\left(\frac{\sqrt{1-c^{2}-\omega^{2}}}{1-c^{2}} x\right)
\end{gathered}
$$

with $1-2 c^{2}-2 \omega^{2}<0$ and are orbitally stable [6].
Remark 3.7. The result holds when considering cubic nonlinear KGZ system, that is, when adding an additional term $|u|^{2} u$ in the Klein Gordon equation. We do not address this case in the proof, but it follows naturally from the analysis of the non-linear term in 20].

The proof of this results follows more closely the idea in [20]. Indeed, we construct a virial identity that comes from the momentum:

$$
P_{K G}=\int_{\mathbb{R}} u_{t}(t, x) u_{x}(t, x) \mathrm{d} x-\frac{1}{2} \int_{\mathbb{R}} v(t, x) n(t, x) \mathrm{d} x .
$$

But, since there are uncontrolled terms involving $u$ and $u_{t}$ in the identity from the potential, we need to consider $u_{t}$ uniformly bounded. Notice that we obtain now decay in the whole energy norm (that is, even for the $H^{1}$-norm).

The last theorem is devoted to the decay of the solutions to (3.15) in regions along curves outside the light cone:

Theorem 3.5. Assume $E_{K G}<0$. If $\left(u, u_{t}, n, v\right) \in C\left(\mathbb{R}^{+}, H^{1}(\mathbb{R}) \times L^{2}(\mathbb{R}) \times L^{2}(\mathbb{R}) \times L^{2}(\mathbb{R})\right)$ is a solution to (3.15) such that

$$
\begin{equation*}
\sup _{t \geqslant 0}\|u(t)\|_{H^{1}(\mathbb{R})} \leqslant \varepsilon \tag{3.20}
\end{equation*}
$$

for some $0<\varepsilon \leqslant 1$, then, for any $\mu \in C^{1}(\mathbb{R})$ satisfying $\mu(t) \gtrsim t \log (t)^{1+\delta}, \delta>0$,

$$
\begin{equation*}
\lim _{t \rightarrow \infty}\|u(t)\|_{H^{1}(|x| \sim \mu(t))}+\left\|u_{t}(t)\right\|_{L^{2}(|x| \sim \mu(t))}+\|n(t)\|_{L^{2}(|x| \sim \mu(t))}+\|v(t)\|_{L^{2}(|x| \sim \mu(t))}=0 \tag{3.21}
\end{equation*}
$$

## Notation

We introduce

$$
\begin{gather*}
\|u(t)\|_{L_{\omega}^{2}(\mathbb{R})}^{2}:=\int_{\mathbb{R}} \omega(x)|u(t, x)|^{2} \mathrm{~d} x, \\
\|u(t)\|_{H_{\omega}(\mathbb{R})}^{2}:=\int_{\mathbb{R}} \omega(x)\left(\left|u_{x}(t, x)\right|^{2}+|u(t, x)|^{2}\right) \mathrm{d} x, \tag{3.22}
\end{gather*}
$$

as the weighted $L^{2}$-norm and $H^{1}$-norm.

This paper is organized as follows. In Section 3.2 we prove Theorem 3.1, the virial argument is given in Subsection 3.2.1. Section 3.3 is devoted to the proof of Theorem 3.2 , Sections 3.4 and 3.5 contain the KGZ system results, Theorems 3.4 and 3.5 , respectively.

### 3.2 Decay on compact intervals for Zakharov

This section is devoted to the proof of Theorem 3.1. Before we begin with the virial analysis, we give the following result, which states boundness of the energy norm for every solution to (3.4) with finite energy, It will be useful also in Section 3.3.

Lemma 3.6. Let $(u, n, v) \in C\left(\mathbb{R}^{+}, H^{1}(\mathbb{R}) \times L^{2}(\mathbb{R}) \times L^{2}(\mathbb{R})\right)$ be a solution of (3.4) such that $E_{s}<\infty$ and $M_{s}<\infty$. Then, there exists $K_{s}>0$ ( $K_{s}$ depending only on the initial data) such that

$$
\begin{equation*}
\int_{\mathbb{R}}\left(\left|u_{x}(t, x)\right|^{2}+|u(t, x)|^{2}+|v(t, x)|^{2}+|n(t, x)|^{2}\right) \mathrm{d} x \leqslant K_{s} . \tag{3.23}
\end{equation*}
$$

Proof. We have that

$$
\begin{aligned}
\int_{\mathbb{R}}\left|u_{x}\right|^{2}+\frac{1}{2}\left(|v|^{2}+|n|^{2}\right) \mathrm{d} x & =\int_{\mathbb{R}}\left|u_{x}\right|^{2}+\frac{1}{2}\left(|v|^{2}+|n|^{2}\right)+2 n|u|^{2} \mathrm{~d} x-2 \int_{\mathbb{R}} n|u|^{2} \mathrm{~d} x \\
& \leqslant \int_{\mathbb{R}}\left|u_{x}\right|^{2}+\frac{1}{2}\left(|v|^{2}+|n|^{2}\right)+2 n|u|^{2} \mathrm{~d} x+2 \int_{\mathbb{R}}|n||u|^{2} \mathrm{~d} x .
\end{aligned}
$$

Using Young inequality for products, for $\epsilon>0$ we get

$$
\begin{align*}
& \int_{\mathbb{R}}\left|u_{x}\right|^{2}+\frac{1}{2}\left(|v|^{2}+|n|^{2}\right) \mathrm{d} x \\
& \leqslant \int_{\mathbb{R}}\left|u_{x}\right|^{2}+\frac{1}{2}\left(|v|^{2}+|n|^{2}\right)+2 n|u|^{2} \mathrm{~d} x+\frac{1}{\epsilon} \int_{\mathbb{R}}|n|^{2} \mathrm{~d} x+\epsilon \int_{\mathbb{R}}|u|^{4} \mathrm{~d} x \tag{3.24}
\end{align*}
$$

Now, Gagliardo-Nirenberg inequality [19, 33], implies that

$$
\int_{\mathbb{R}}|u|^{4} \mathrm{~d} x \leqslant C_{G N}\left\|u_{x}\right\|_{L^{2}(\mathbb{R})}\|u\|_{L^{2}(\mathbb{R})}^{3} \leqslant \frac{C_{G N}}{2}\left\|u_{x}\right\|_{L^{2}(\mathbb{R})}^{2}+\frac{C_{G N}}{2}\|u\|_{L^{2}(\mathbb{R})}^{6},
$$

where

$$
C_{G N}=\frac{\sqrt{3}}{3}
$$

and $Q$ is the solution to $Q^{\prime \prime}+Q^{3}-Q=0$. Then, going back to (3.24) and taking, for instance, $\epsilon=2$, we obtain

$$
\int_{\mathbb{R}}|\nabla u|^{2}+\frac{1}{2}\left(|v|^{2}+|n|^{2}\right) \mathrm{d} x \leqslant 2 E_{s}(0)+\frac{\sqrt{3}}{6} M_{s}(0)^{3}
$$

Which means that there exists a constant $K_{s}$ depending on $M_{s}(0)$ and $E_{s}(0)$ such that (3.23) holds.

### 3.2.1 Virial argument

Step 1: Virial identity.
We now introduce suitable virial identities that allow us to work out our argument. Let $\varphi \in C^{\infty}(\mathbb{R})$ be a bounded real function. Define

$$
I(t)=\operatorname{Im} \int_{\mathbb{R}} \varphi(x) u(t, x) \bar{u}_{x}(t, x) \mathrm{d} x-\int_{\mathbb{R}} \varphi(x) v(t, x) n(t, x) \mathrm{d} x .
$$

Then, we have the following:
Lemma 3.7 (Virial identity). Let $(u, n, v)$ be a solution to (3.4). Then,

$$
\begin{align*}
-\frac{\mathrm{d}}{\mathrm{~d} t} I(u(t))= & 2 \int_{\mathbb{R}} \varphi^{\prime}(x)\left|u_{x}(t, x)\right|^{2} \mathrm{~d} x-\frac{1}{2} \int_{\mathbb{R}} \varphi^{\prime \prime \prime}(x)|u(t, x)|^{2} \mathrm{~d} x+\int_{\mathbb{R}} \varphi^{\prime}(x) n(t, x)|u(t, x)|^{2} \\
& +\frac{1}{2} \int_{\mathbb{R}} \varphi^{\prime}(x)|n(t, x)|^{2} \mathrm{~d} x+\frac{1}{2} \int_{\mathbb{R}} \varphi^{\prime}|v(t, x)|^{2} \mathrm{~d} x . \tag{3.25}
\end{align*}
$$

Proof. We compute

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} t} I(u(t))= & \operatorname{Im} \int_{\mathbb{R}} \varphi(x) u_{t}(t, x) \bar{u}_{x}(t, x) \mathrm{d} x+\operatorname{Im} \int_{\mathbb{R}} \varphi(x) u(t, x) \bar{u}_{t x}(t, x) \mathrm{d} x \\
& -\int_{\mathbb{R}} \varphi(x) v_{t}(t, x) n(t, x) \mathrm{d} x-\int_{\mathbb{R}} \varphi(x) v(t, x) n_{t}(t, x) \mathrm{d} x
\end{aligned}
$$

Integrating by parts,

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} r} I(t)= & 2 \operatorname{Im} \int_{\mathbb{R}} \varphi(x) u_{t}(t, x) \bar{u}_{x}(t, x) \mathrm{d} x-\operatorname{Im} \int_{\mathbb{R}} \varphi^{\prime}(x) u(t, x) \bar{u}_{t}(t, x) \mathrm{d} x \\
& -\int_{\mathbb{R}} \varphi(x) v_{t}(t, x) n(t, x) \mathrm{d} x-\int_{\mathbb{R}} \varphi(x) v(t, x) n_{t}(t, x) \mathrm{d} x \\
= & -2 \operatorname{Re} \int_{\mathbb{R}} \varphi(x) \mathrm{i} u_{t}(t, x) \bar{u}_{x}(t, x) \mathrm{d} x-\operatorname{Re} \int_{\mathbb{R}} \varphi^{\prime}(x) u(t, x) \overline{\mathrm{i} u_{t}}(t, x) \mathrm{d} x \\
& -\int_{\mathbb{R}} \varphi(x) v_{t}(t, x) n(t, x) \mathrm{d} x-\int_{\mathbb{R}} \varphi v(t, x) n_{t}(t, x) \mathrm{d} x .
\end{aligned}
$$

Now, since $(u, n, v)$ is a solution of the system (3.4),

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} t} I(t)= & \int_{\mathbb{R}} \varphi(x)\left(\left|u_{x}(t, x)\right|^{2}\right)_{x} \mathrm{~d} x-\int_{\mathbb{R}} \varphi(x) n(t, x)\left(|u(t, x)|^{2}\right)_{x} \mathrm{~d} x+\operatorname{Re} \int_{\mathbb{R}} \varphi^{\prime}(x) u(t, x) \bar{u}_{x x}(t, x) \mathrm{d} x \\
& -\int_{\mathbb{R}} \varphi^{\prime}(x)|u(t, x)|^{2} n(t, x) \mathrm{d} x+\int_{\mathbb{R}} \varphi(x)\left(|u(t, x)|^{2}+n(t, x)\right)_{x} n(t, x) \mathrm{d} x \\
& +\frac{1}{2} \int_{\mathbb{R}} \varphi(x)\left(|v(t, x)|^{2}\right)_{x} \mathrm{~d} x .
\end{aligned}
$$

We integrate by parts once more and get

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} t} I(t)= & -2 \int_{\mathbb{R}} \varphi^{\prime}(x)\left|u_{x}(t, x)\right|^{2} \mathrm{~d} x-\frac{1}{2} \int_{\mathbb{R}} \varphi^{\prime \prime}(x)\left(|u(t, x)|^{2}\right)_{x} \mathrm{~d} x-\int_{\mathbb{R}} \varphi^{\prime}(x) n(t, x)|u(t, x)|^{2} \\
& -\int_{\mathbb{R}} \varphi^{\prime}(x)|n(t, x)|^{2} \mathrm{~d} x+\frac{1}{2} \int_{\mathbb{R}} \varphi(x)\left(|n(t, x)|^{2}\right)_{x} \mathrm{~d} x-\frac{1}{2} \int_{\mathbb{R}} \varphi^{\prime}(x)|v(t, x)|^{2} \mathrm{~d} x \\
= & -2 \int_{\mathbb{R}} \varphi^{\prime}(x)\left|u_{x}(t, x)\right|^{2} \mathrm{~d} x+\frac{1}{2} \int_{\mathbb{R}} \varphi^{\prime \prime \prime}(x)|u(t, x)|^{2} \mathrm{~d} x-\int_{\mathbb{R}} \varphi^{\prime}(x) n(t, x)|u(t, x)|^{2} \\
& -\frac{1}{2} \int_{\mathbb{R}} \varphi^{\prime}(x)|n(t, x)|^{2} \mathrm{~d} x-\frac{1}{2} \int_{\mathbb{R}} \varphi^{\prime}(x)|v(t, x)|^{2} \mathrm{~d} x .
\end{aligned}
$$

Then, the identity follows.

Step 2: Estimations of the terms on the virial.
In order to find a more compact expression of (3.25), we define the bilinear form

$$
\begin{equation*}
B(u)=2 \int_{\mathbb{R}} \varphi^{\prime}\left|u_{x}\right|^{2} \mathrm{~d} x-\frac{1}{2} \int_{\mathbb{R}} \varphi^{\prime \prime \prime}|u|^{2} \mathrm{~d} x \tag{3.26}
\end{equation*}
$$

Then identity (3.25) turns into

$$
\begin{equation*}
-\frac{\mathrm{d}}{\mathrm{~d} t} I(u(t))=B(u)+\int_{\mathbb{R}} \varphi^{\prime} n|u|^{2}+\frac{1}{2} \int_{\mathbb{R}} \varphi^{\prime}|n|^{2} \mathrm{~d} x+\frac{1}{2} \int_{\mathbb{R}} \varphi^{\prime}|v|^{2} \mathrm{~d} x . \tag{3.27}
\end{equation*}
$$

Following the argument in [23], for $\lambda>0$, let us take $\varphi(x)=\lambda \tanh \left(\frac{x}{\lambda}\right)$ and $\omega(x)=\sqrt{\varphi^{\prime}(x)}$. Notice that if $u=u_{1}+\mathrm{i} u_{2}$, where $u_{1}, u_{2}$ are real functions, then $B(u)=B\left(u_{1}\right)+B\left(u_{2}\right)$. We take $\eta=u_{\mathrm{i}}, \mathrm{i}=1,2$, and find estimations for $B(\eta)$. From now on, we are going to assume $u$ odd, which implies that $\eta$ is also odd. Note that, by integration by parts,

$$
\begin{aligned}
\int_{\mathbb{R}}(\omega \eta)_{x}^{2} \mathrm{~d} x & =\int_{\mathbb{R}} \varphi^{\prime}\left(\eta_{x}\right)^{2} \mathrm{~d} x+\int_{\mathbb{R}} \omega \omega^{\prime}\left(\eta^{2}\right)_{x} \mathrm{~d} x+\int_{\mathbb{R}}\left(\omega^{\prime}\right)^{2} \eta^{2} \mathrm{~d} x \\
& =\int_{\mathbb{R}} \varphi^{\prime}\left(\eta_{x}\right)^{2} \mathrm{~d} x-\int_{\mathbb{R}} \omega \omega^{\prime \prime} \eta^{2} \mathrm{~d} x
\end{aligned}
$$

It follows that

$$
\begin{equation*}
\int_{\mathbb{R}} \varphi^{\prime}\left(\eta_{x}\right)^{2} \mathrm{~d} x=\int_{\mathbb{R}}(\omega \eta)_{x}^{2} \mathrm{~d} x+\int_{\mathbb{R}} \frac{\omega^{\prime \prime}}{\omega}(\omega \eta)^{2} \mathrm{~d} x \tag{3.28}
\end{equation*}
$$

On the other hand, we can re-write $\varphi^{\prime \prime \prime}=\left(\omega^{2}\right)^{\prime \prime}=2\left(\omega \omega^{\prime \prime}+\left(\omega^{\prime}\right)^{2}\right)$, and obtain

$$
\begin{equation*}
\int_{\mathbb{R}} \varphi^{\prime \prime \prime} \eta^{2} \mathrm{~d} x=2 \int_{\mathbb{R}}\left(\frac{\omega^{\prime \prime}}{\omega}+\frac{\left(\omega^{\prime}\right)^{2}}{\omega^{2}}\right)(\omega \eta)^{2} \mathrm{~d} x \tag{3.29}
\end{equation*}
$$

Thus, from (3.28) and (3.29),

$$
B(\eta)=2 \int_{\mathbb{R}}(\omega \eta)_{x}^{2} \mathrm{~d} x-\int_{\mathbb{R}}\left(\frac{\left(\omega^{\prime}\right)^{2}}{\omega^{2}}-\frac{\omega^{\prime \prime}}{\omega}\right)(\omega \eta)^{2} \mathrm{~d} x
$$

Since $\omega(x)=\operatorname{sech}\left(\frac{x}{\lambda}\right)$, then

$$
B(\eta)=2 \int_{\mathbb{R}}(\omega \eta)_{x}^{2} \mathrm{~d} x-\frac{1}{\lambda^{2}} \int_{\mathbb{R}} \operatorname{sech}^{2}\left(\frac{x}{\lambda}\right)(\omega \eta)^{2} \mathrm{~d} x
$$

Now, introducing a new variable $\zeta=\omega \eta$, we set

$$
\mathcal{B}(\zeta)=2 \int_{\mathbb{R}} \zeta_{x}^{2} \mathrm{~d} x-\frac{1}{\lambda^{2}} \int_{\mathbb{R}} \operatorname{sech}^{2}\left(\frac{x}{\lambda}\right) \zeta^{2} \mathrm{~d} x
$$

so that

$$
\mathcal{B}(\zeta)=B(\eta)
$$

At this point, we would like to prove that the bilinear $\mathcal{B}$ is coercive, which would imply

$$
B(\eta)=\mathcal{B}(\zeta) \gtrsim\left\|\zeta_{x}\right\|_{L^{2}(\mathbb{R})}^{2}=\left\|(\omega \eta)_{x}\right\|_{L^{2}(\mathbb{R})}^{2}
$$

That way, we could have an estimation for the bilinear part on (3.27), $B(u)$, using the weighted norm $\|\cdot\|_{H_{\omega}^{1}}$.

Lemma 3.8 (See [23]). Let $\zeta \in H^{1}(\mathbb{R})$ be odd. Then,

$$
\mathcal{B}(\zeta) \geqslant \frac{3}{2} \int_{\mathbb{R}} \zeta_{x}^{2} \mathrm{~d} x
$$

We refer to [23, Proposition 2.2] for the details of the proof.

Finally, to conclude the analysis of the linear term $B(u)$, we need to bound this term by $\|u\|_{H_{\omega}^{1}(\mathbb{R})}$.

Lemma 3.9 (See [23]). Let $u \in H^{1}(\mathbb{R})$ be odd, $u=u_{1}+\mathrm{i} u_{2}$. Then there exists a positive constant $c_{0}<1$ such that

$$
\begin{equation*}
B(u) \geqslant c_{0}\|u\|_{H_{\omega}^{1}(\mathbb{R})}^{2} \tag{3.30}
\end{equation*}
$$

We omit the proof, see [23, Lemma 2.3].

Step 3: Conclusion of the argument.
The key ingredient of the virial argument is the subsequent proposition:

Proposition 3.10. Let $(u, n, v)$ be a solution of (3.4) such that $u$ is odd and satisfies (3.8), for $\varepsilon>0$ sufficiently small. Then, there exists $C>0$ such that

$$
\begin{equation*}
\int_{0}^{\infty}\|u(t)\|_{H_{w}^{1}(\mathbb{R})}^{2}+\frac{1}{2}\|v(t)\|_{L_{w}^{2}(\mathbb{R})}^{2}+\frac{1}{2}\|n(t)\|_{L_{w}^{2}(\mathbb{R})}^{2} \mathrm{~d} t \leqslant C . \tag{3.31}
\end{equation*}
$$

In particular,

$$
\begin{equation*}
\int_{0}^{\infty}\left\|u_{x}(t)\right\|_{L_{w}^{2}(\mathbb{R})}^{2}+\frac{1}{2}\|v(t)\|_{L_{w}^{2}(\mathbb{R})}^{2}+\frac{1}{2}\|n(t)\|_{L_{w}^{2}(\mathbb{R})}^{2} \mathrm{~d} t \leqslant C . \tag{3.32}
\end{equation*}
$$

Proof. From (3.27) and (3.30), we have that

$$
\begin{equation*}
-\frac{\mathrm{d}}{\mathrm{~d} t} I(t) \geqslant c_{0}\|u(t)\|_{H_{\omega}^{1}(\mathbb{R})}^{2}+\frac{1}{2} \int_{\mathbb{R}} \varphi^{\prime}\left(v^{2}+n^{2}\right) \mathrm{d} x+\int_{\mathbb{R}} \varphi^{\prime} n|u|^{2} \mathrm{~d} x . \tag{3.33}
\end{equation*}
$$

Now, following the idea of the proof of Lemma 3.6, by Young inequality, for some $\epsilon>0$ we get

$$
\begin{equation*}
\int_{\mathbb{R}} \varphi^{\prime}|n \| u|^{2} \mathrm{~d} x \leqslant \frac{1}{2 \epsilon} \int_{\mathbb{R}} \varphi^{\prime} n^{2} \mathrm{~d} x+\frac{\epsilon}{2} \int_{\mathbb{R}} \varphi^{\prime}|u|^{4} \mathrm{~d} x . \tag{3.34}
\end{equation*}
$$

At this point, we need to absorb the negative terms using the weighted-norm (3.22). Since $u$ is odd,

$$
\begin{aligned}
\int_{\mathbb{R}} \operatorname{sech}^{2}\left(\frac{x}{\lambda}\right)|u|^{4} \mathrm{~d} x & =2 \int_{0}^{\infty} \operatorname{sech}^{2}\left(\frac{x}{\lambda}\right)|u|^{4} \mathrm{~d} x \\
& =2 \int_{0}^{\infty} \operatorname{sech}^{-2}\left(\frac{x}{\lambda}\right) \operatorname{sech}^{4}\left(\frac{x}{\lambda}\right)|u|^{4} \\
& \simeq \int_{0}^{\infty} \mathrm{e}^{2 x / \lambda} \operatorname{sech}^{4}\left(\frac{x}{\lambda}\right)|u|^{4} \mathrm{~d} x .
\end{aligned}
$$

With a slight abuse of notation, set $\zeta(t, x):=\operatorname{sech}\left(\frac{x}{\lambda}\right) u(t, x)$. Note that $\zeta(t, 0)=0$ and vanishes at infinity $\forall t \in \mathbb{R}$. Then, integrating by parts,

$$
\begin{aligned}
\int_{0}^{\infty} \mathrm{e}^{2 x / \lambda}|\zeta|^{4} \mathrm{~d} x & =-\frac{\lambda}{2} \int_{0}^{\infty} \mathrm{e}^{2 x / \lambda}\left(|\zeta|^{4}\right)_{x} \mathrm{~d} x \\
& =-2 \lambda \operatorname{Re} \int_{0}^{\infty} \mathrm{e}^{2 x / \lambda}|\zeta|^{2} \bar{\zeta} \zeta_{x} \mathrm{~d} x
\end{aligned}
$$

Hence,

$$
\begin{aligned}
\int_{0}^{\infty} \mathrm{e}^{2 x / \lambda}|\zeta|^{4} \mathrm{~d} x & =-2 \lambda \operatorname{Re} \int_{0}^{\infty} \mathrm{e}^{x / \lambda}|\zeta| \bar{\zeta} \zeta_{x}\left(\mathrm{e}^{x / \lambda}|\zeta|\right) \mathrm{d} x \\
& \lesssim\|u\|_{L^{\infty}(\mathbb{R})} \operatorname{Re} \int_{0}^{\infty} \mathrm{e}^{x / \lambda}|\zeta| \bar{\zeta} \zeta_{x} \mathrm{~d} x \\
& \lesssim\|u\|_{L^{\infty}(\mathbb{R})} \int_{0}^{\infty} \mathrm{e}^{x / \lambda}|\zeta|^{2}\left|\zeta_{x}\right| \mathrm{d} x
\end{aligned}
$$

By Young's inequality,

$$
\begin{aligned}
\int_{0}^{\infty} \mathrm{e}^{2 x / \lambda}|\zeta|^{4} \mathrm{~d} x & \lesssim\|u\|_{L^{\infty}(\mathbb{R})} \int_{0}^{\infty}\left|\zeta_{x}\right|^{2} \mathrm{~d} x+\|u\|_{L^{\infty}(\mathbb{R})} \int_{0}^{\infty} \mathrm{e}^{2 x / \lambda}|\zeta|^{4} \mathrm{~d} x \\
& \simeq\|u\|_{L^{\infty}(\mathbb{R})} \int_{0}^{\infty}\left|\zeta_{x}\right|^{2} \mathrm{~d} x+\|u\|_{L^{\infty}(\mathbb{R})} \int_{0}^{\infty} \operatorname{sech}^{-2}\left(\frac{x}{\lambda}\right) \operatorname{sech}^{4}\left(\frac{x}{\lambda}\right)|u|^{4} \mathrm{~d} x \\
& =\|u\|_{L^{\infty}(\mathbb{R})} \int_{0}^{\infty}\left|\zeta_{x}\right|^{2} \mathrm{~d} x+\|u\|_{L^{\infty}(\mathbb{R})} \int_{0}^{\infty} \operatorname{sech}^{2}\left(\frac{x}{\lambda}\right)|u|^{4} \mathrm{~d} x .
\end{aligned}
$$

By Sobolev's embedding and (3.8) with $0<\varepsilon<1$, this actually means that

$$
\int_{\mathbb{R}} \operatorname{sech}^{2}\left(\frac{x}{\lambda}\right)|u|^{4} \mathrm{~d} x \lesssim \varepsilon \int_{0}^{\infty}\left|(\omega u)_{x}\right|^{2} \mathrm{~d} x .
$$

From Lemma 3.8 and Lemma 3.9, we obtain

$$
\int_{\mathbb{R}} \operatorname{sech}^{2}\left(\frac{x}{\lambda}\right)|u|^{4} \mathrm{~d} x \lesssim c_{0} \varepsilon\|u\|_{H_{\omega}^{1}}^{2} .
$$

Then, going back to (3.33), taking $\epsilon=2$ and $\varepsilon$ sufficiently small, one gets

$$
-\frac{\mathrm{d}}{\mathrm{~d} t} I \gtrsim\|u(t)\|_{H_{\omega}^{1}(\mathbb{R})}^{2}+\|n(t)\|_{L_{\omega}^{2}(\mathbb{R})}^{2}+\|v(t)\|_{L_{\omega}^{2}(\mathbb{R})}^{2} .
$$

Now, we integrate in time over $[0, \tau]$ for $\tau>0$,

$$
\int_{0}^{\tau}\|u(t)\|_{H_{\omega}^{1}(\mathbb{R})}^{2}+\|n(t)\|_{L_{\omega}^{2}(\mathbb{R})}^{2}+\|v(t)\|_{L_{\omega}^{2}(\mathbb{R})}^{2} \mathrm{~d} t \lesssim|I(\tau)|+|I(0)| .
$$

Thanks to Lemma 3.6, one obtains that

$$
|I(t)| \leqslant\|u(t)\|_{H^{1}(\mathbb{R})}^{2}+\|n(t)\|_{L^{2}(\mathbb{R})}^{2}+\|v(t)\|_{L^{2}(\mathbb{R})}^{2} \leqslant K_{s}, \quad \forall t \geqslant 0
$$

Finally, taking $\tau \rightarrow \infty$, we conclude.

### 3.2.2 Proof of Theorem 3.1:

Now, we proceed to conclude the proof of Theorem 3.1.
Let $\phi \in C^{\infty}(\mathbb{R})$. Using equation (3.4), we can compute

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \int_{\mathbb{R}} \phi\left(|u|^{2}+|v|^{2}+|n|^{2}\right) \mathrm{d} x=-2 \operatorname{Im} \int_{\mathbb{R}} \phi^{\prime} u \bar{u}_{x} \mathrm{~d} t-2 \int_{\mathbb{R}} \phi v\left(|u|^{2}+n\right)_{x} \mathrm{~d} x-2 \int_{\mathbb{R}} \phi n v_{x} \mathrm{~d} x .
$$

By integration by parts, one obtains

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \int_{\mathbb{R}} \phi\left(|u|^{2}+|v|^{2}+|n|^{2}\right) \mathrm{d} x=-2 \operatorname{Im} \int_{\mathbb{R}} \phi^{\prime} u \bar{u}_{x} \mathrm{~d} t+2 \int_{\mathbb{R}} \phi^{\prime} v n \mathrm{~d} x-2 \int_{\mathbb{R}} \phi v\left(|u|^{2}\right)_{x} \mathrm{~d} x .
$$

This implies that

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \int_{\mathbb{R}} \phi\left(|u|^{2}+|v|^{2}+|n|^{2}\right) \mathrm{d} x=-2 \operatorname{Im} \int_{\mathbb{R}} \phi^{\prime} u \bar{u}_{x} \mathrm{~d} x+2 \int_{\mathbb{R}} \phi^{\prime} v n \mathrm{~d} x-4 \operatorname{Re} \int_{\mathbb{R}} \phi v u \bar{u}_{x} \mathrm{~d} x . \tag{3.35}
\end{equation*}
$$

From Hölder inequality and (3.8), taking $\phi(x)=\operatorname{sech}(x)$, we can conclude that

$$
\begin{align*}
& \frac{\mathrm{d}}{\mathrm{~d} t}\left(\|u(t)\|_{L_{w}^{2}(\mathbb{R})}^{2}+\frac{1}{2}\|v(t)\|_{L_{w}^{2}(\mathbb{R})}^{2}+\frac{1}{2}\|n(t)\|_{L_{w}^{2}(\mathbb{R})}^{2}\right) \\
& \leqslant 2 \int_{\mathbb{R}} \operatorname{sech}(x)\left(|u|^{2}+\left|u_{x}\right|^{2}+|v|^{2}+|n|^{2}\right) \mathrm{d} x+2 \varepsilon \int_{\mathbb{R}} \operatorname{sech}(x)\left(|v|^{2}+\left|u_{x}\right|^{2}\right) \mathrm{d} x  \tag{3.36}\\
& \lesssim\|u(t)\|_{H_{w}^{1}(\mathbb{R})}^{2}+\frac{1}{2}\|n(t)\|_{L_{w}^{2}(\mathbb{R})}^{2}+\frac{1}{2}\|v(t)\|_{L_{w}^{2}(\mathbb{R})}^{2} .
\end{align*}
$$

By (3.32) we have that there exists a sequence $\left\{t_{n}\right\} \subset \mathbb{R}, t_{n} \rightarrow \infty$ such that

$$
\left\|u\left(t_{n}\right)\right\|_{L_{w}^{2}(\mathbb{R})}^{2}+\frac{1}{2}\left\|v\left(t_{n}\right)\right\|_{L_{w}^{2}(\mathbb{R})}^{2}+\frac{1}{2}\left\|n\left(t_{n}\right)\right\|_{L_{w}^{2}(\mathbb{R})}^{2} \rightarrow 0 .
$$

We integrate (3.36) over $\left[t, t_{n}\right]$, for some $t \in \mathbb{R}$ and take $t_{n} \rightarrow \infty$.

$$
\begin{aligned}
& \|u(t)\|_{L_{w}^{2}(\mathbb{R})}^{2}+\frac{1}{2}\|v(t)\|_{L_{w}^{2}(\mathbb{R})}^{2}+\frac{1}{2}\|n(t)\|_{L_{w}^{2}(\mathbb{R})}^{2} \\
& \lesssim \int_{t}^{\infty}\|u(s)\|_{H_{w}^{1}(\mathbb{R})}^{2}+\frac{1}{2}\|n(s)\|_{L_{w}^{2}(\mathbb{R})}^{2}+\frac{1}{2}\|v(s)\|_{L_{w}^{2}(\mathbb{R})}^{2} \mathrm{~d} s .
\end{aligned}
$$

Finally, taking $t \rightarrow \infty$, in view of (3.32), we obtain

$$
\begin{equation*}
\lim _{t \rightarrow \infty}\|u(t)\|_{L_{w}^{2}(\mathbb{R})}^{2}+\|v(t)\|_{L_{w}^{2}(\mathbb{R})}^{2}+\|n(t)\|_{L_{w}^{2}(\mathbb{R})}^{2}=0 \tag{3.37}
\end{equation*}
$$

To show decay of the $L^{\infty}$-norm, we use the following claim, proven in [23]:
Claim 3.11. For every interval I there exists $\tilde{x}(t) \in I$ such that, as $t$ tends to infinity,

$$
|u(t, \tilde{x}(t))|^{2} \rightarrow 0
$$

Now, if $x \in I$, by Fundamental Theorem of calculus and Hölder's inequality

$$
\begin{aligned}
|u(t, x)|^{2}-|u(t, \tilde{x}(t))|^{2} & =\int_{\tilde{x}(t)}^{x}\left(|u|^{2}\right)_{x} \mathrm{~d} x \leqslant 2 \int_{\tilde{x}(t)}^{x}|u|\left|u_{x}\right| \mathrm{d} x \\
& \leqslant 2\|u(t)\|_{L^{2}(I)}\left\|u_{x}(t)\right\|_{L^{2}(I)} .
\end{aligned}
$$

Then,

$$
\begin{equation*}
|u(t, x)|^{2} \lesssim|u(t, \tilde{x}(t))|^{2}+2\|u(t)\|_{L^{2}(I)}\left\|u_{x}(t)\right\|_{L^{2}(I)}, \quad \forall x \in I . \tag{3.38}
\end{equation*}
$$

Using Lemma 3.6, we get

$$
\sup _{t \in \mathbb{R}}\|u(t)\|_{H^{1}(\mathbb{R})}<\infty .
$$

Hence, taking $t \rightarrow \infty$ in (3.38), from Claim 3.11 and 3.37), we get that

$$
|u(t, x)|^{2} \rightarrow 0, \quad \forall x \in I .
$$

### 3.3 Decay in regions along curves for Zakharov

From now on, let us assume $\lambda, \mu \in C^{1}(\mathbb{R})$ are functions depending on time. For $\varphi \in C^{2}(\mathbb{R}) \cap$ $L^{\infty}(\mathbb{R})$, define

$$
K(t)=\frac{1}{2} \int_{\mathbb{R}} \varphi\left(\frac{x+\mu(t)}{\lambda(t)}\right)|u(t, x)|^{2} \mathrm{~d} x
$$

and
$J(t)=\int_{\mathbb{R}} \varphi\left(\frac{x+\mu(t)}{\lambda(t)}\right)\left(\left|u_{x}(t, x)\right|^{2}+\frac{1}{2}|v(t, x)|^{2}+\frac{1}{2}|n(t, x)|^{2}+n(t, x)|u(t, x)|^{2}+|u(t, x)|^{2}\right) \mathrm{d} x$.
As we did in the previous section, we obtain a virial identity from which we are going to construct the argument.

Lemma 3.12. Let $(u, n, v) \in H^{1} \times L^{2} \times L^{2}$ a solution to (3.4). Then,
1.

$$
\begin{align*}
\frac{\mathrm{d}}{\mathrm{~d} t} K(t)= & \frac{1}{\lambda(t)} \operatorname{Im} \int_{\mathbb{R}} \varphi^{\prime}\left(\frac{x+\mu(t)}{\lambda(t)}\right) \bar{u}(t, x) u_{x}(t, x) \mathrm{d} x+\frac{\mu^{\prime}(t)}{2 \lambda(t)} \int_{\mathbb{R}} \varphi^{\prime}\left(\frac{x+\mu(t)}{\lambda(t)}\right)|u(t, x)|^{2} \mathrm{~d} x \\
& -\frac{\lambda^{\prime}(t)}{2 \lambda(t)} \int_{\mathbb{R}} \varphi^{\prime}\left(\frac{x+\mu(t)}{\lambda(t)}\right)\left(\frac{x+\mu(t)}{\lambda(t)}\right)|u(t, x)|^{2} \mathrm{~d} x . \tag{3.39}
\end{align*}
$$

2. 

$$
\begin{align*}
\frac{\mathrm{d}}{\mathrm{~d} t} J(t) & =\frac{1}{\lambda(t)} \int_{\mathbb{R}} \varphi^{\prime}\left(\frac{x+\mu(t)}{\lambda(t)}\right)\left(\left(n+|u|^{2}\right) v\right)(t, x) \mathrm{d} x \\
& +\frac{2}{\lambda(t)} \operatorname{Im} \int_{\mathbb{R}} \varphi^{\prime}\left(\frac{x+\mu(t)}{\lambda(t)}\right)\left(\bar{u}_{x} u_{x x}+n \bar{u} u_{x}+\bar{u} u_{x}\right)(t, x) \mathrm{d} x \\
& +\frac{\mu^{\prime}(t)}{2 \lambda(t)} \int_{\mathbb{R}} \varphi^{\prime}\left(\frac{x+\mu(t)}{\lambda(t)}\right)\left(2\left|u_{x}\right|^{2}+2 n|u|^{2}+|u|^{2}+|v|^{2}+|n|^{2}\right)(t, x) \mathrm{d} x \\
& -\frac{\lambda^{\prime}(t)}{2 \lambda(t)} \int_{\mathbb{R}} \varphi^{\prime}\left(\frac{x+\mu(t)}{\lambda(t)}\right)\left(\frac{x+\mu(t)}{\lambda(t)}\right)\left(2\left|u_{x}\right|^{2}+2 n|u|^{2}+|u|^{2}+|v|^{2}+|n|^{2}\right)(t, x) \mathrm{d} x . \tag{3.40}
\end{align*}
$$

Proof. The proof follows from 3.35).

Let us consider $\varphi \in C^{2}(\mathbb{R})$ a decreasing bounded funtion such that $\varphi(s)=1$ for $s \leqslant-1$ and $\varphi(s)=0$ for $s \geqslant 0$. Thus, we get that $\operatorname{supp}\left(\varphi^{\prime}\right) \subset[-1,0]$ and

$$
\varphi^{\prime}(s) \leqslant 0, \quad \varphi^{\prime}(s) s \geqslant 0 \quad \forall s \in \mathbb{R} .
$$

Now, we want to take $\lambda$ such that $\lambda^{-1}$ integrates finite in time over an interval such as $[T, \infty]$, $T>0$. With this idea in mind, define, for $\delta>0$ and $t \geqslant 2, \lambda(s)=t \log ^{1+\delta}(t)$ and $\mu(t)=\lambda(t)$.

In fact, we are considering $\mu=\lambda$ but in the following we will see that is possible to take $\mu(t) \gtrsim \lambda(t)$ and the computations would still work. Then, for $t \geqslant 2$ we have

$$
\frac{\lambda^{\prime}(t)}{\lambda(t)}=\frac{\mu^{\prime}(t)}{\lambda(t)} \geqslant \frac{1}{t}+\frac{1+\delta}{t \log (t)}
$$

So now, whereas $\lambda^{-1}(t)$ is integrable in $[2, \infty], \frac{\lambda^{\prime}}{\lambda}$ is not.

### 3.3.1 First part of the proof of Theorem 3.2

In this subsection, we prove (3.12). The idea is to take adventage of the non-integrability of $\frac{\lambda^{\prime}}{\lambda}$ (and of $\frac{\mu^{\prime}}{\lambda}$, as well) by using the virial identity from $K(t)$. Let us rearrange the terms in (3.39):

$$
\begin{array}{r}
\frac{\lambda^{\prime}(t)}{2 \lambda(t)} \int_{\mathbb{R}} \varphi^{\prime}\left(\frac{x+\mu(t)}{\lambda(t)}\right)\left(\frac{x+\mu(t)}{\lambda(t)}\right)|u(t, x)|^{2} \mathrm{~d} x-\frac{\mu^{\prime}(t)}{2 \lambda(t)} \int_{\mathbb{R}} \varphi^{\prime}\left(\frac{x+\mu(t)}{\lambda(t)}\right)|u(t, x)|^{2} \mathrm{~d} x \\
=-\frac{\mathrm{d}}{\mathrm{~d} t} K(t)+\frac{1}{\lambda(t)} \operatorname{Im} \int_{\mathbb{R}} \varphi^{\prime}\left(\frac{x+\mu(t)}{\lambda(t)}\right) \bar{u}(t, x) u_{x}(t, x) \mathrm{d} x \tag{3.41}
\end{array}
$$

Notice that, because of our election of $\varphi$, each term on the LHS is positive. Now, our aim is to control the RHS so that we get integrability on that part of the equation. Indeed, computing the integral of the RHS over [2, $\infty$ ], from Lemma 3.6 we have that

$$
\begin{aligned}
\int_{2}^{\infty} \frac{1}{\lambda(\tau)} \operatorname{Im} \int_{\mathbb{R}} \varphi^{\prime}\left(\frac{x+\mu(t)}{\lambda(\tau)}\right) \bar{u}(\tau, x) u_{x}(\tau, x) \mathrm{d} x \mathrm{~d} \tau & \leqslant \int_{2}^{\infty} \frac{1}{\lambda(\tau)}\|u(\tau)\|_{L^{2}(\mathbb{R})}\left\|u_{x}(\tau)\right\|_{L^{2}(\mathbb{R})} \mathrm{d} \tau \\
& \lesssim \int_{2}^{\infty} \frac{1}{\lambda(\tau)} \mathrm{d} \tau<\infty
\end{aligned}
$$

Thus, we integrate equation (3.41) in time and obtain:

$$
\begin{equation*}
\int_{2}^{\infty} \frac{\lambda^{\prime}(\tau)}{2 \lambda(\tau)} \int_{\mathbb{R}}\left[\varphi^{\prime}\left(\frac{x+\mu(\tau)}{\lambda(\tau)}\right)\left(\frac{x+\mu(\tau)}{\lambda(\tau)}\right)-\varphi^{\prime}\left(\frac{x+\mu(\tau)}{\lambda(\tau)}\right)\right]|u(\tau, x)|^{2} \mathrm{~d} x \mathrm{~d} \tau<\infty \tag{3.42}
\end{equation*}
$$

This implies the existence of a sequence $\left\{t_{n}\right\} \subset \mathbb{R}, t_{n} \rightarrow \infty$, such that

$$
\begin{equation*}
\int_{\mathbb{R}}\left[\varphi^{\prime}\left(\frac{x+\mu\left(t_{n}\right)}{\lambda\left(t_{n}\right)}\right)\left(\frac{x+\mu\left(t_{n}\right)}{\lambda\left(t_{n}\right)}\right)-\varphi^{\prime}\left(\frac{x+\mu\left(t_{n}\right)}{\lambda(t)}\right)\right]\left|u\left(t_{n}, x\right)\right|^{2} \mathrm{~d} x \rightarrow 0 \tag{3.43}
\end{equation*}
$$

Now, take $\phi \in C_{0}^{1}(\mathbb{R})$ such that $\phi(s) \in[0,1]$ for all $s \in \mathbb{R}, \operatorname{supp}(\phi)=[-3 / 4,-1,4]$, satisfying

$$
\phi(s) \lesssim\left|\varphi^{\prime}(s)\right| \text { and }\left|\phi^{\prime}(s)\right| \lesssim\left|\varphi^{\prime}(s)\right| \text { for all } s \in \mathbb{R}
$$

Then, if we consider $\phi$ instead $\varphi$ in (3.39), we obtain

$$
\begin{aligned}
& \left.\left.\left|\frac{\mathrm{d}}{\mathrm{~d} t} \int_{\mathbb{R}} \phi\left(\frac{x+\mu(t)}{\lambda(t)}\right)\right| u(t, x)\right|^{2} \mathrm{~d} x \right\rvert\, \\
& \quad \begin{array}{l}
\frac{1}{\lambda(t)}+\frac{\mu^{\prime}(t)}{2 \lambda(t)} \int_{\mathbb{R}}\left|\phi^{\prime}\left(\frac{x+\mu(t)}{\lambda(t)}\right)-\phi^{\prime}\left(\frac{x+\mu(t)}{\lambda(t)}\right)\left(\frac{x+\mu(t)}{\lambda(t)}\right)\right||u(t, x)|^{2} \mathrm{~d} x \\
\lesssim \frac{1}{\lambda(t)}+\frac{\mu^{\prime}(t)}{2 \lambda(t)} \int_{\mathbb{R}}\left|\phi^{\prime}\left(\frac{x+\mu(t)}{\lambda(t)}\right)\right||u(t, x)|^{2} \mathrm{~d} x,
\end{array}
\end{aligned}
$$

Integrating over $\left[t, t_{n}\right]$ and taking $t_{n} \rightarrow \infty$, one gets from (3.43) that

$$
\left.\left.\left|\int_{\mathbb{R}} \phi\left(\frac{x+\mu(t)}{\lambda(t)}\right)\right| u(t, x)\right|^{2} \mathrm{~d} x\left|\lesssim \int_{t}^{\infty} \frac{1}{\lambda(\tau)} \mathrm{d} \tau+\int_{t}^{\infty} \frac{\mu^{\prime}(\tau)}{2 \lambda(\tau)} \int_{\mathbb{R}}\right| \phi^{\prime}\left(\frac{x+\mu(\tau)}{\lambda(\tau)}\right)| | u(\tau, x)\right|^{2} \mathrm{~d} x \mathrm{~d} \tau
$$

Thus, because (3.42) holds, we can take $t \rightarrow \infty$ and conclude that

$$
\left.\left.\lim _{t \rightarrow \infty}\left|\int_{\mathbb{R}} \phi\left(\frac{x+\mu(t)}{\lambda(t)}\right)\right| u(t, x)\right|^{2} \mathrm{~d} x \right\rvert\, \lesssim 0
$$

Finally, the region of the convergence comes from the fact that $-\frac{3}{4} \leqslant \frac{x+\mu(t)}{\lambda(t)}-\frac{1}{4}$ is equivalent to $x \sim \mu(t)$.

### 3.3.2 Second part of the proof of Theorem 3.2

This section deals with the proof of (3.14). The idea of the proof is the same as before, but since our aim is to show decay of the solution $(u, n, v)$, we need to consider the virial identity (3.40). As before, we re-write the terms in (3.40) and get

$$
\begin{align*}
& \frac{\lambda^{\prime}(t)}{2 \lambda(t)} \int_{\mathbb{R}} \varphi^{\prime}\left(\frac{x+\mu(t)}{\lambda(t)}\right)\left(\frac{x+\mu(t)}{\lambda(t)}\right)\left(2\left|u_{x}\right|^{2}+2 n|u|^{2}+|u|^{2}+|v|^{2}+|n|^{2}\right)(t, x) \mathrm{d} x \\
& -\frac{\mu^{\prime}(t)}{2 \lambda(t)} \int_{\mathbb{R}} \varphi^{\prime}\left(\frac{x+\mu(t)}{\lambda(t)}\right)\left(2\left|u_{x}\right|^{2}+2 n|u|^{2}+|u|^{2}+|v|^{2}+|n|^{2}\right)(t, x) \mathrm{d} x \\
& =-\frac{\mathrm{d}}{\mathrm{~d} t} J(t)+\frac{1}{\lambda(t)} \operatorname{Im} \int_{\mathbb{R}} \varphi^{\prime}\left(\frac{x+\mu(t)}{\lambda(t)}\right)\left(2 \bar{u}_{x} u_{x x}+\bar{u} u_{x}\right)(t, x) \mathrm{d} x  \tag{3.44}\\
& +\frac{1}{\lambda(t)} \int_{\mathbb{R}} \varphi^{\prime}\left(\frac{x+\mu(t)}{\lambda(t)}\right)\left(2 \operatorname{Im} n \bar{u} u_{x}+\left(n+|u|^{2}\right) v\right)(t, x) \mathrm{d} x .
\end{align*}
$$

Just as before, we need to take $\lambda$ such that $\lambda^{-1}$ integrates finite in time over an interval $[T, \infty], T>0$. Then, for $\delta>0$ and $t \geqslant 2$, we define $\lambda(s)=t \log ^{1+\delta}(t) f(t)$ and $\mu(t)=\lambda(t)$ (although the computations will still work for $\mu(t) \gtrsim \lambda(t)$ ). Then, for $t \geqslant 2$ we have

$$
\frac{\lambda^{\prime}(t)}{\lambda(t)}=\frac{\mu^{\prime}(t)}{\lambda(t)} \geqslant \frac{1}{t}+\frac{1+\delta}{t \log (t)}
$$

Notice that, if $\|u(t)\|_{H^{2}(\mathbb{R})} \leqslant C$ for all $t \geqslant 0$ for some $C>0$, then we take $f(t)=C$ and get that $\lambda(t)^{-1}=\frac{1}{t \log ^{1+\delta}(t) f(t)} \bar{\sim} \frac{1}{t \log ^{1+\delta}(t)}$. Furthermore, in the case $\|u(t)\|_{H^{2}(\mathbb{R})}$ increasing infinitely, there would exist $T>0$ and $C>0$ such that $\frac{1}{f(t)} \leqslant C$ for $t \geqslant T$. Then, either way, we get that there exists $T \geqslant 2$

$$
\lambda(t)^{-1} \lesssim \frac{1}{t \log ^{1+\delta}(t)}, \quad \text { for } t>T
$$

Thus, we get that $\lambda^{-1}$ integrates finite over $[T, \infty)$, while $\frac{\lambda^{\prime}}{\lambda}$ does not.

We estimate each term on the RHS of (3.40) after integrating in time. From Lemma 3.6 we have that

$$
\begin{aligned}
\int_{T}^{\infty} \frac{2}{\lambda(\tau)} \int_{\mathbb{R}} \varphi^{\prime}\left(\frac{x+\mu(\tau)}{\lambda(\tau)}\right) \bar{u}_{x}(\tau, x) u_{x x}(\tau, x) \mathrm{d} x \mathrm{~d} \tau & \lesssim \int_{T}^{\infty} \frac{1}{\lambda(\tau)}\left\|u_{x}(\tau)\right\|_{L^{2}(\mathbb{R})}\left\|u_{x x}(\tau)\right\|_{L^{2}(\mathbb{R})} \mathrm{d} \tau \\
& \lesssim \int_{T}^{\infty} \frac{f(\tau)}{\lambda(\tau)} \mathrm{d} \tau<\infty
\end{aligned}
$$

The same way, we get

$$
\int_{T}^{\infty} \frac{2}{\lambda(\tau)} \int_{\mathbb{R}} \varphi^{\prime}\left(\frac{x+\mu(\tau)}{\lambda(\tau)}\right) \bar{u}(\tau, x) u_{x}(\tau, x) \mathrm{d} x \mathrm{~d} \tau<\infty
$$

Also, from Lemma 3.6 and Sobolev embeddings,

$$
\begin{gathered}
\int_{T}^{\infty} \frac{2}{\lambda(\tau)} \operatorname{Im} \int_{\mathbb{R}} \varphi^{\prime}\left(\frac{x+\mu(\tau)}{\lambda(\tau)}\right) n(\tau, x) \bar{u}(\tau, x) u_{x}(\tau, x) \mathrm{d} x \mathrm{~d} t \\
\lesssim\|u(t)\|_{L^{\infty}(\mathbb{R})} \int_{T}^{\infty} \frac{2}{\lambda(\tau)} \int_{\mathbb{R}}|n(\tau, x)|^{2}+\left|u_{x}(\tau, x)\right|^{2} \mathrm{~d} x \mathrm{~d} t \lesssim \int_{T}^{\infty} \frac{2}{\lambda(\tau)} \mathrm{d} t \leqslant \infty, \\
\int_{T}^{\infty} \frac{1}{\lambda(\tau)} \int_{\mathbb{R}} \varphi^{\prime}\left(\frac{x+\mu(\tau)}{\lambda(\tau)}\right) n(\tau, x) v(\tau, x) \mathrm{d} x \mathrm{~d} t \lesssim \int_{T}^{\infty} \frac{1}{\lambda(\tau)} \int_{\mathbb{R}}|n(\tau, x)|^{2}+|v(\tau, x)|^{2} \mathrm{~d} x \mathrm{~d} t<\infty
\end{gathered}
$$

and

$$
\int_{T}^{\infty} \frac{1}{\lambda(\tau)} \int_{\mathbb{R}} \varphi^{\prime}\left(\frac{x+\mu(\tau)}{\lambda(\tau)}\right)|u(\tau, x)|^{2} v(\tau, x) \mathrm{d} x \mathrm{~d} t \lesssim\|u(t)\|_{L^{\infty}(\mathbb{R})} \int_{T}^{\infty} \frac{1}{\lambda(\tau)} \int_{\mathbb{R}}|u(\tau, x)|^{2}+|v(\tau, x)|^{2} \mathrm{~d} x \mathrm{~d} t<\infty
$$

Consequently, integrating (3.44) over [ $T, \infty$ ], one obtains

$$
\begin{align*}
& \int_{T}^{\infty} \frac{\lambda^{\prime}(\tau)}{2 \lambda(\tau)} \int_{\mathbb{R}} \varphi^{\prime}\left(\frac{x+\mu(\tau)}{\lambda(\tau)}\right)\left(\frac{x+\mu(\tau)}{\lambda(\tau)}\right)\left(2\left|u_{x}\right|^{2}+2 n|u|^{2}+|u|^{2}+|v|^{2}+|n|^{2}\right)(\tau, x) \mathrm{d} x \\
& \quad-\frac{\mu^{\prime}(\tau)}{2 \lambda(\tau)} \int_{\mathbb{R}} \varphi^{\prime}\left(\frac{x+\mu(\tau)}{\lambda(\tau)}\right)\left(2\left|u_{x}\right|^{2}+2 n|u|^{2}+|u|^{2}+|v|^{2}+|n|^{2}\right)(\tau, x) \mathrm{d} x \mathrm{~d} \tau<\infty \tag{3.45}
\end{align*}
$$

Furthermore,

$$
\begin{equation*}
\int_{T}^{\infty} \frac{\mu^{\prime}(\tau)}{2 \lambda(\tau)} \int_{\mathbb{R}}\left|\varphi^{\prime}\left(\frac{x+\mu(\tau)}{\lambda(\tau)}\right)\right|\left(2\left|u_{x}\right|^{2}+|u|^{2}+|v|^{2}+|n|^{2}\right)(\tau, x) \mathrm{d} x \mathrm{~d} t<\infty \tag{3.46}
\end{equation*}
$$

Indeed, from 3.45) and Young inequality for products,

$$
\begin{aligned}
\infty> & \int_{T}^{\infty} \frac{\lambda^{\prime}(\tau)}{2 \lambda(\tau)} \int_{\mathbb{R}} \varphi^{\prime}\left(\frac{x+\mu(\tau)}{\lambda(\tau)}\right)\left(\frac{x+\mu(\tau)}{\lambda(\tau)}\right)\left(2\left|u_{x}\right|^{2}+2 n|u|^{2}+|u|^{2}+|v|^{2}+|n|^{2}\right)(\tau, x) \mathrm{d} x \\
& -\frac{\mu^{\prime}(\tau)}{2 \lambda(\tau)} \int_{\mathbb{R}} \varphi^{\prime}\left(\frac{x+\mu(\tau)}{\lambda(\tau)}\right)\left(2\left|u_{x}\right|^{2}+2 n|u|^{2}+|u|^{2}+|v|^{2}+|n|^{2}\right)(\tau, x) \mathrm{d} x \mathrm{~d} t \\
\geqslant & \int_{T}^{\infty} \frac{\lambda^{\prime}(\tau)}{2 \lambda(\tau)} \int_{\mathbb{R}} \varphi^{\prime}\left(\frac{x+\mu(\tau)}{\lambda(\tau)}\right)\left(\frac{x+\mu(\tau)}{\lambda(\tau)}\right)\left(2\left|u_{x}\right|^{2}+|u|^{2}+|v|^{2}+\frac{1}{2}|n|^{2}-2|u|^{4}\right)(\tau, x) \mathrm{d} x \\
& -\frac{\mu^{\prime}(\tau)}{2 \lambda(\tau)} \int_{\mathbb{R}} \varphi^{\prime}\left(\frac{x+\mu(\tau)}{\lambda(\tau)}\right)\left(2\left|u_{x}\right|^{2}+|u|^{2}+|v|^{2}+\frac{1}{2}|n|^{2}-2|u|^{4}\right)(\tau, x) \mathrm{d} x \mathrm{~d} t .
\end{aligned}
$$

By Sobolev embedding and (3.42), we have that

$$
\begin{aligned}
& \int_{T}^{\infty} \frac{\mu^{\prime}(\tau)}{\lambda(\tau)} \int_{\mathbb{R}}\left(\varphi^{\prime}\left(\frac{x+\mu(\tau)}{\lambda(\tau)}\right)\left(\frac{x+\mu(\tau)}{\lambda(\tau)}\right)-\varphi^{\prime}\left(\frac{x+\mu(\tau)}{\lambda(\tau)}\right)\right)|u(\tau, x)|^{4} \mathrm{~d} x \mathrm{~d} t \\
& \lesssim \int_{T}^{\infty} \frac{\mu^{\prime}(\tau)}{\lambda(\tau)} \int_{\mathbb{R}}\left(\varphi^{\prime}\left(\frac{x+\mu(\tau)}{\lambda(\tau)}\right)\left(\frac{x+\mu(\tau)}{\lambda(\tau)}\right)-\varphi^{\prime}\left(\frac{x+\mu(\tau)}{\lambda(\tau)}\right)\right)|u(\tau, x)|^{2} \mathrm{~d} x \mathrm{~d} t<\infty .
\end{aligned}
$$

Then, (3.46) holds. Thus, there exists a sequence $\left\{t_{n}\right\}, t_{n} \rightarrow \infty$ satisfying

$$
\begin{equation*}
\int_{\mathbb{R}}\left|\varphi^{\prime}\left(\frac{x+\mu\left(t_{n}\right)}{\lambda\left(t_{n}\right)}\right)\right|\left(\left|u_{x}\right|^{2}+|u|^{2}+|v|^{2}+|n|^{2}\right)\left(t_{n}, x\right) \mathrm{d} x \rightarrow 0 \tag{3.47}
\end{equation*}
$$

Furthermore, using Sobolev embedding and Lemma 3.6, we have from (3.47) that

$$
\begin{aligned}
& \left.\left.\left|\int_{\mathbb{R}} \varphi^{\prime}\left(\frac{x+\mu\left(t_{n}\right)}{\lambda\left(t_{n}\right)}\right) n\left(t_{n}, x\right)\right| u\left(t_{n}, x\right)\right|^{2} \mathrm{~d} x \right\rvert\, \\
& \left.\lesssim \int_{\mathbb{R}}\left|\varphi^{\prime}\left(\frac{x+\mu\left(t_{n}\right)}{\lambda\left(t_{n}\right)}\right)\right| n\left(t_{n}, x\right)\right|^{2} \mathrm{~d} x+\int_{\mathbb{R}}\left|\varphi^{\prime}\left(\frac{x+\mu\left(t_{n}\right)}{\lambda\left(t_{n}\right)}\right)\right|\left|u\left(t_{n}, x\right)\right|^{2} \mathrm{~d} x \rightarrow 0 .
\end{aligned}
$$

Then,

$$
\begin{equation*}
\left|\int_{\mathbb{R}} \varphi^{\prime}\left(\frac{x+\mu\left(t_{n}\right)}{\lambda\left(t_{n}\right)}\right)\left(\left|u_{x}\right|^{2}+|u|^{2}+|v|^{2}+|n|^{2}+n|u|^{2}\right)\left(t_{n}, x\right) \mathrm{d} x\right| \rightarrow 0 \tag{3.48}
\end{equation*}
$$

We argue as before and consider $\phi \in C_{0}^{1}(\mathbb{R})$ such that $\phi(s) \in[0,1]$ for all $s \in \mathbb{R}, \operatorname{supp}(\phi)=$ $[-3 / 4,-1,4]$,

$$
\phi(s) \lesssim\left|\varphi^{\prime}(s)\right| \text { and }\left|\phi^{\prime}(s)\right| \lesssim\left|\varphi^{\prime}(s)\right| \text { for all } s \in \mathbb{R} .
$$

One gets,

$$
\begin{aligned}
& \left|\frac{\mathrm{d}}{\mathrm{~d} t} \int_{\mathbb{R}} \phi\left(\frac{x+\mu(t)}{\lambda(t)}\right)\left(\left|u_{x}\right|^{2}+\frac{1}{2}|u|^{2}+\frac{1}{2}|n|^{2}+\frac{1}{2}|v|^{2}+n|u|^{2}\right)(t, x) \mathrm{d} x\right| \\
& \quad \lesssim \frac{2}{\lambda(t)} \int_{\mathbb{R}}\left|\phi^{\prime}\left(\frac{x+\mu(t)}{\lambda(t)}\right)\right|\left|\left(\bar{u}_{x} u_{x x}+n \bar{u} u_{x}\right)(t, x)\right| \mathrm{d} x \\
& \quad+\frac{1}{\lambda(t)} \int_{\mathbb{R}}\left|\phi^{\prime}\left(\frac{x+\mu(t)}{\lambda(t)}\right)\right|\left|\left(\bar{u} u_{x}+\left(n+|u|^{2}\right) v\right)(t, x)\right| \mathrm{d} x \\
& \quad+\frac{\mu^{\prime}(t)}{2 \lambda(t)} \int_{\mathbb{R}}\left|\phi^{\prime}\left(\frac{x+\mu(t)}{\lambda(t)}\right)\right|\left|\left(2\left|u_{x}\right|^{2}+2 n|u|^{2}+|u|^{2}+|v|^{2}+|n|^{2}\right)(t, x)\right| \mathrm{d} x \\
& \quad \lesssim \frac{1}{\lambda(t)}+\frac{\mu^{\prime}(t)}{2 \lambda(t)} \int_{\mathbb{R}}\left|\phi^{\prime}\left(\frac{x+\mu(t)}{\lambda(t)}\right)\right|\left|\left(2\left|u_{x}\right|^{2}+2|n|^{2}+|u|^{4}+|u|^{2}+|v|^{2}\right)(t, x)\right| \mathrm{d} x
\end{aligned}
$$

Integrate over $\left[t, t_{n}\right], t \geqslant T$ and take $t_{n} \rightarrow \infty$. Thanks to (3.48), we obtain

$$
\begin{aligned}
& \left|\int_{\mathbb{R}} \phi\left(\frac{x+\mu(t)}{\lambda(t)}\right)\left(\left|u_{x}\right|^{2}+\frac{1}{2}|u|^{2}+\frac{1}{2}|n|^{2}+\frac{1}{2}|v|^{2}+n|u|^{2}\right)(t, x) \mathrm{d} x\right| \\
& \lesssim \int_{t}^{\infty} \frac{1}{\lambda(\tau)} \mathrm{d} t+\int_{t}^{\infty} \frac{\mu^{\prime}(\tau)}{2 \lambda(\tau)} \int_{\mathbb{R}}\left|\phi^{\prime}\left(\frac{x+\mu(\tau)}{\lambda(\tau)}\right)\right|\left|\left(2\left|u_{x}\right|^{2}+|n|^{2}+|u|^{4}+|u|^{2}+|v|^{2}\right)(\tau, x)\right| \mathrm{d} x \mathrm{~d} t
\end{aligned}
$$

Now, as in subsection 3.3.1, taking $t \rightarrow \infty$, we obtain

$$
\lim _{t \rightarrow \infty}\left|\int_{\mathbb{R}} \phi\left(\frac{x+\mu(t)}{\lambda(t)}\right)\left(\left|u_{x}\right|^{2}+\frac{1}{2}|u|^{2}+\frac{1}{2}|n|^{2}+\frac{1}{2}|v|^{2}+n|u|^{2}\right)(t, x) \mathrm{d} x\right| \leqslant 0
$$

Note that by Hölder inequality and Lemma 3.6.

$$
\begin{aligned}
\int_{\mathbb{R}} \phi\left(\frac{x+\mu(t)}{\lambda(t)}\right)\left(n|u|^{2}\right)(t, x) \mathrm{d} x & \lesssim\|n(t)\|_{L^{2}(\mathbb{R})}\left(\int_{\mathbb{R}} \phi\left(\frac{x+\mu(t)}{\lambda(t)}\right)|u(t, x)|^{2} \mathrm{~d} x\right)^{\frac{1}{2}} \\
& \lesssim\left(\int_{\mathbb{R}} \phi\left(\frac{x+\mu(t)}{\lambda(t)}\right)|u(t, x)|^{2} \mathrm{~d} x\right)^{\frac{1}{2}}
\end{aligned}
$$

Thanks to (3.12), we conclude the proof.

### 3.4 Decay on compact intervals for Klein-Gordon-Zakharov

Before we present the proof of Theorems 3.4 and 3.5, we give an estimation of the energy norm of a solution for (3.15), that will be useful in the following.

Lemma 3.13. Let $\left(u, u_{t}, n, v\right) \in C\left(\mathbb{R}^{+}, H^{1}(\mathbb{R}) \times L^{2}(\mathbb{R}) \times L^{2}(\mathbb{R}) \times L^{2}(\mathbb{R})\right)$ be a solution of (3.4) such that $E_{K G}<\infty$ and it satisfies (3.18) for some $C>0$ and $\varepsilon>0$ not necessarily small. Then, there exists $K_{K G}>0$ such that

$$
\int_{\mathbb{R}}\left|u_{t}(t, x)\right|^{2}+\left|u_{x}(t, x)\right|^{2}+|u(t, x)|^{2}+|n(t, x)|^{2}+|v(t, x)|^{2} \mathrm{~d} x \leqslant K_{K G}
$$

Proof. We write

$$
\begin{aligned}
& \frac{1}{2} \int_{\mathbb{R}}\left|u_{t}\right|^{2}+\left|u_{x}\right|^{2}+|u|^{2}+|n|^{2}+|v|^{2} \mathrm{~d} x \\
& \leqslant \int_{\mathbb{R}}\left|u_{t}\right|^{2}+\frac{1}{2}\left|u_{x}\right|^{2}+|u|^{2}+\frac{1}{2}|n|^{2}+|v|^{2}+2 n|u|^{2} \mathrm{~d} x-2 \int_{\mathbb{R}} n|u|^{2} \mathrm{~d} x
\end{aligned}
$$

The first integral in the RHS can be bounded by the energy. Thus, we need to control the remaining term. By Young inequality and Gagliardo-Nirenberg inequality [19, 33], for $\epsilon>0$ we have that

$$
2 \int_{\mathbb{R}} n u^{2} \mathrm{~d} x \leqslant \frac{1}{\epsilon} \int_{\mathbb{R}} n^{2} \mathrm{~d} x+\epsilon \int_{\mathbb{R}} u^{4} \mathrm{~d} x \leqslant \frac{1}{\epsilon} \int_{\mathbb{R}} n^{2} \mathrm{~d} x+\epsilon C_{G N}\left\|u_{x}\right\|_{L^{2}(\mathbb{R})}\|u\|_{L^{2}(\mathbb{R})}^{3},
$$

where

$$
C_{G N}=\frac{\sqrt{3}}{3}
$$

and $Q$ is the solution to $Q^{\prime \prime}+Q^{3}-Q=0$. Then, taking $\epsilon=2$, we get

$$
2 \int_{\mathbb{R}} n u^{2} \mathrm{~d} x \leqslant \frac{1}{2} \int_{\mathbb{R}} n^{2} \mathrm{~d} x+2 \frac{\sqrt{3}}{3}\left\|u_{x}\right\|_{L^{2}(\mathbb{R})}\|u\|_{L^{2}(\mathbb{R})}^{3} \leqslant \frac{1}{2} \int_{\mathbb{R}} n^{2} \mathrm{~d} x+\frac{\sqrt{3}}{3} \int_{\mathbb{R}} u_{x}^{2} \mathrm{~d} x+\frac{\sqrt{3}}{3}\|u\|_{L^{2}(\mathbb{R})}^{6} .
$$

Finally, this means that

$$
\frac{1}{2} \int_{\mathbb{R}}\left|u_{t}\right|^{2}+\left|u_{x}\right|^{2}+|u|^{2}+|n|^{2}+|v|^{2} \mathrm{~d} x \leqslant 2 E_{0}+\frac{\sqrt{3}}{3}\|u\|_{L^{2}(\mathbb{R})}^{6} .
$$

Thanks to (3.18), we conclude.

### 3.4.1 Virial argument

During this section, we are going to consider $(u, n, v)$ a solution such that $u$ is odd and satisfies (3.18), for some $C>0$ and $\varepsilon$ small. As in Section 3.2, let $\varphi \in C^{\infty}(\mathbb{R})$ a bounded real function and define

$$
I(t)=2 \int_{\mathbb{R}} \varphi(x) u_{x}(t, x) u_{t}(t, x) \mathrm{d} x-\int_{\mathbb{R}} \varphi(x) v(t, x) n(t, x) \mathrm{d} x+\int_{\mathbb{R}} \varphi^{\prime}(x) u(t, x) u_{t}(t, x) \mathrm{d} x .
$$

We get the following virial identity:
Lemma 3.14 (Virial Identity). Let $\left(u, u_{t}, n, v\right)$ be a solution to (3.15). Then,

$$
\begin{equation*}
-\frac{\mathrm{d}}{\mathrm{~d} t} I(t)=2 \int_{\mathbb{R}} \varphi^{\prime} u_{x}^{2} \mathrm{~d} x-\frac{1}{2} \int_{\mathbb{R}} \varphi^{\prime \prime \prime} u^{2} \mathrm{~d} x+\frac{1}{2} \int_{\mathbb{R}} \varphi^{\prime} n^{2} \mathrm{~d} x+\frac{1}{2} \int_{\mathbb{R}} \varphi^{\prime} v^{2} \mathrm{~d} x+\int_{\mathbb{R}} \varphi^{\prime} u^{2} n \mathrm{~d} x . \tag{3.49}
\end{equation*}
$$

Proof. Using equation (3.15), we compute

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} t} I(t)= & 2 \int_{\mathbb{R}} \varphi u_{x t} u_{t} \mathrm{~d} x+2 \int_{\mathbb{R}} \varphi u_{x} u_{x x} \mathrm{~d} x-2 \int_{\mathbb{R}} \varphi u_{x} u \mathrm{~d} x-2 \int_{\mathbb{R}} \varphi n u_{x} u \mathrm{~d} x+\int_{\mathbb{R}} \varphi\left(n+u^{2}\right)_{x} n \mathrm{~d} x \\
& +\int_{\mathbb{R}} \varphi v v_{x} \mathrm{~d} x+2 \int_{\mathbb{R}} \varphi^{\prime} u_{t} u_{t} \mathrm{~d} x+\int_{\mathbb{R}} \varphi^{\prime} u u_{x x} \mathrm{~d} x-\int_{\mathbb{R}} \varphi^{\prime} u u \mathrm{~d} x-\int_{\mathbb{R}} \varphi^{\prime} u u n \mathrm{~d} x \\
= & \int_{\mathbb{R}} \varphi\left(u_{t}^{2}\right)_{x} \mathrm{~d} x+\int_{\mathbb{R}} \varphi\left(u_{x}^{2}\right)_{x} \mathrm{~d} x-\int_{\mathbb{R}} \varphi\left(u^{2}\right)_{x} \mathrm{~d} x-\int_{\mathbb{R}} \varphi n\left(u^{2}\right)_{x} \mathrm{~d} x+\frac{1}{2} \int_{\mathbb{R}} \varphi\left(n^{2}\right)_{x} \mathrm{~d} x \\
& +\int_{\mathbb{R}} \varphi\left(u^{2}\right)_{x} n \mathrm{~d} x+\frac{1}{2} \int_{\mathbb{R}} \varphi\left(v^{2}\right)_{x} \mathrm{~d} x+\int_{\mathbb{R}} \varphi^{\prime} u_{t}^{2} \mathrm{~d} x+\int_{\mathbb{R}} \varphi^{\prime} u u_{x x} \mathrm{~d} x-\int_{\mathbb{R}} \varphi^{\prime} u^{2} \mathrm{~d} x-\int_{\mathbb{R}} \varphi^{\prime} u^{2} n \mathrm{~d} x .
\end{aligned}
$$

We integrate by parts

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} t} I(t) & =-2 \int_{\mathbb{R}} \varphi^{\prime} u_{x}^{2} \mathrm{~d} x-\frac{1}{2} \int_{\mathbb{R}} \varphi^{\prime} n^{2} \mathrm{~d} x-\frac{1}{2} \int_{\mathbb{R}} \varphi^{\prime} v^{2} \mathrm{~d} x-\int_{\mathbb{R}} \varphi^{\prime \prime} u u_{x} \mathrm{~d} x-\int_{\mathbb{R}} \varphi^{\prime} u^{2} n \mathrm{~d} x \\
& =-2 \int_{\mathbb{R}} \varphi^{\prime} u_{x}^{2} \mathrm{~d} x+\frac{1}{2} \int_{\mathbb{R}} \varphi^{\prime \prime \prime} u^{2} \mathrm{~d} x-\frac{1}{2} \int_{\mathbb{R}} \varphi^{\prime} n^{2} \mathrm{~d} x-\frac{1}{2} \int_{\mathbb{R}} \varphi^{\prime} v^{2} \mathrm{~d} x-\int_{\mathbb{R}} \varphi^{\prime} u^{2} n \mathrm{~d} x .
\end{aligned}
$$

Notice that now we have a very similiar virial identity to the one obtained in Subsection 3.2.1. In fact, the RHS is the same. Then, we are entitled to use the estimations for the bilinear part of (3.25). Indeed, we can write

$$
-\frac{\mathrm{d}}{\mathrm{~d} t} I(t)=B(u)+\frac{1}{2} \int_{\mathbb{R}} \varphi^{\prime} n^{2} \mathrm{~d} x+\frac{1}{2} \int_{\mathbb{R}} \varphi^{\prime} v^{2} \mathrm{~d} x+\int_{\mathbb{R}} \varphi^{\prime} u^{2} n \mathrm{~d} x
$$

where $B$ is defined in (3.26). Just as before, for $\lambda>0$, consider $\varphi(x)=\lambda \tanh (x / \lambda)$ and $\omega(x)=\sqrt{\varphi^{\prime}(x)}$. Finally, using the arguments in Subsection 3.2.1 and by estimation (3.30), we have that

$$
\begin{equation*}
-\frac{\mathrm{d}}{\mathrm{~d} t} I(t) \gtrsim\|u(t)\|_{H_{\omega}^{1}(\mathbb{R})}^{2}+\frac{1}{2} \int_{\mathbb{R}} \varphi^{\prime} n^{2} \mathrm{~d} x+\frac{1}{2} \int_{\mathbb{R}} \varphi^{\prime} v^{2} \mathrm{~d} x+\int_{\mathbb{R}} \varphi^{\prime} u^{2} n \mathrm{~d} x \tag{3.50}
\end{equation*}
$$

where $\|\cdot\|_{H_{\omega}^{1}(\mathbb{R})}$ is the weighted-norm introduced in 3.22 .
In order to conclude the argument, we present the following proposition:

Proposition 3.15. Let $(u, n, v)$ be a solution of 3.15. Then, there exists $C>0$ such that

$$
\int_{0}^{\infty}\left\|u_{t}(t)\right\|_{L_{\omega}^{2}(\mathbb{R})}+\|u(t)\|_{H_{\omega}^{1}(\mathbb{R})}+\|n(t)\|_{L_{\omega}^{2}(\mathbb{R})}+\|v(t)\|_{L_{\omega}^{2}(\mathbb{R})} \mathrm{d} t \leqslant C .
$$

Proof. Thanks to (3.50) and (3.18), the proof follow as in Proposition 3.10.

### 3.4.2 Conclusion of the proof

Let $\phi$ be a $C^{\infty}(\mathbb{R})$ function to be defined later. Then, since $(u, n, v)$ is a solution to equation (3.15),

$$
\begin{aligned}
& \frac{\mathrm{d}}{\mathrm{~d} t} \frac{1}{2} \int_{\mathbb{R}} \phi(x)\left(|u|^{2}+\left|u_{t}\right|^{2}+\left|u_{x}\right|^{2}+|n|^{2}+|v|^{2}\right)(t, x) \mathrm{d} x \\
& =\int_{\mathbb{R}} \phi(x) u_{t}(t, x) u_{x x}(t, x) \mathrm{d} x-\int_{R} \phi(x) n(t, x) u_{t}(t, x) u(t, x) \mathrm{d} x \\
& \quad+\int_{\mathbb{R}} \phi(x) u_{x}(t, x) u_{x t}(t, x) \mathrm{d} x-\int_{\mathbb{R}} \phi(x) n(t, x) v_{x}(t, x) \mathrm{d} x-\int_{\mathbb{R}} \phi(x) v(t, x)\left(n+|u|^{2}\right)_{x}(t, x) \mathrm{d} x .
\end{aligned}
$$

After integration by parts, one gets

$$
\begin{align*}
& \frac{\mathrm{d}}{\mathrm{~d} t} \frac{1}{2} \int_{\mathbb{R}} \phi(x)\left(|u|^{2}+\left|u_{t}\right|^{2}+\left|u_{x}\right|^{2}+|n|^{2}+|v|^{2}\right)(t, x) \mathrm{d} x \\
= & -\int_{\mathbb{R}} \phi^{\prime}(x) u_{t}(t, x) u_{x}(t, x) \mathrm{d} x-\int_{\mathbb{R}} \phi(x) n(t, x) u_{t}(t, x) u(t, x) \mathrm{d} x+\int_{\mathbb{R}} \phi^{\prime}(x) v(t, x) n(t, x) \mathrm{d} x \\
& +2 \int_{\mathbb{R}} \phi(x) v(t, x) u(t, x) u_{x}(t, x) \mathrm{d} x . \tag{3.51}
\end{align*}
$$

Thus, if we take $\phi(x)=\operatorname{sech}(x)$, we have that

$$
\begin{aligned}
& \frac{\mathrm{d}}{\mathrm{~d} t} \frac{1}{2} \int_{\mathbb{R}} \operatorname{sech}(x)\left(|u|^{2}+\left|u_{t}\right|^{2}+\left|u_{x}\right|^{2}+|n|^{2}+|v|^{2}\right)(t, x) \mathrm{d} x \\
& \quad \lesssim\|u(t)\|_{H_{\omega}^{1}(\mathbb{R})}^{2}+\left\|u_{t}(t)\right\|_{L_{\omega}^{2}(\mathbb{R})}^{2}+\|v(t)\|_{L_{\omega}^{2}(\mathbb{R})}^{2}+\|n(t)\|_{L^{2}(\mathbb{R})}^{2} .
\end{aligned}
$$

Proposition 3.15 implies the existence of a sequence $\left\{t_{n}\right\} \subset \mathbb{R}, t_{n} \rightarrow \infty$, such that

$$
\left\|u\left(t_{n}\right)\right\|_{H_{\omega}^{1}(\mathbb{R})}^{2}+\left\|u_{t}\left(t_{n}\right)\right\|_{L_{\omega}^{2}(\mathbb{R})}^{2}+\left\|v\left(t_{n}\right)\right\|_{L_{\omega}^{2}(\mathbb{R})}^{2}+\left\|n\left(t_{n}\right)\right\|_{L^{2}(\mathbb{R})}^{2} \rightarrow 0
$$

Then, we integrate over $\left[t, t_{n}\right]$, take $t_{n} \rightarrow \infty$ and obtain

$$
\begin{aligned}
& \|u(t)\|_{H_{\omega}^{1}(\mathbb{R})}^{2}+\left\|u_{t}(t)\right\|_{L_{\omega}^{2}(\mathbb{R})}^{2}+\|v(t)\|_{L_{\omega}^{2}(\mathbb{R})}^{2}+\|n(t)\|_{L^{2}(\mathbb{R})}^{2} \\
& \quad \lesssim \int_{t}^{\infty}\|u(\tau)\|_{H_{\omega}^{1}(\mathbb{R})}^{2}+\left\|u_{t}(\tau)\right\|_{L_{\omega}^{2}(\mathbb{R})}^{2}+\|v(\tau)\|_{L_{\omega}^{2}(\mathbb{R})}^{2}+\|n(\tau)\|_{L^{2}(\mathbb{R})}^{2} \mathrm{~d} \tau .
\end{aligned}
$$

Thanks to Proposition 3.15, the RHS of the last equation is finite. Consequently, we can take $t \rightarrow \infty$ and conclude the proof.

### 3.5 Decay in regions along curves for Klein-Gordon-Zakharov

To construct the virial identity, consider $\varphi \in C^{2}(\mathbb{R})$ a bounded real function and $\lambda, \mu \in C^{1}(\mathbb{R})$ functions depending on time. We define

$$
J(t)=\frac{1}{2} \int_{\mathbb{R}} \varphi\left(\frac{x+\mu(t)}{\lambda(t)}\right)\left(\left|u_{x}\right|^{2}+|u|^{2}+\left|u_{t}\right|^{2}+\frac{1}{2}|v|^{2}+\frac{1}{2}|n|^{2}+n|u|^{2}\right)(t, x) \mathrm{d} x .
$$

Lemma 3.16. Let $(u, n, v)$ be a solution to (3.15). Then,

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} t} J(t) & =\frac{1}{\lambda(t)} \int_{\mathbb{R}} \varphi^{\prime}\left(\frac{x+\mu(t)}{\lambda(t)}\right)\left(\frac{1}{2} v n+\frac{1}{2} v|u|^{2}-u_{t} u_{x}\right)(t, x) \mathrm{d} x \\
& +\frac{\mu^{\prime}(t)}{2 \lambda(t)} \int_{\mathbb{R}} \varphi^{\prime}\left(\frac{x+\mu(t)}{\lambda(t)}\right)\left(\left|u_{x}\right|^{2}+|u|^{2}+\left|u_{t}\right|^{2}+\frac{1}{2}|v|^{2}+\frac{1}{2}|n|^{2}+n|u|^{2}\right)(t, x) \mathrm{d} x \\
& -\frac{\lambda^{\prime}(t)}{2 \lambda(t)} \int_{\mathbb{R}} \varphi^{\prime}\left(\frac{x+\mu(t)}{\lambda(t)}\right)\left(\frac{x+\mu(t)}{\lambda(t)}\right)\left(\left|u_{x}\right|^{2}+|u|^{2}+\left|u_{t}\right|^{2}+\frac{1}{2}|v|^{2}+\frac{1}{2}|n|^{2}+n|u|^{2}\right)(t, x) \mathrm{d} x .
\end{aligned}
$$

We skip the proof of Lemma 3.16, since it follows from (3.51)

### 3.5.1 Proof Theorem 3.5

As we did in Section 3.3, we consider $\varphi \in C^{2}(\mathbb{R})$ a decreasing function satisfying $\varphi(s)=1$ for $s \leqslant-1$ and $\varphi(s)=0$ for $s \geqslant 0$. It follows that $\operatorname{supp}\left(\varphi^{\prime}\right) \subset[-1,0)$ and

$$
\varphi^{\prime}(s) \leqslant 0, \quad \varphi^{\prime}(s) s \geqslant 0 \quad \forall s \in \mathbb{R}
$$

Also, for $\delta>0$, we take $\lambda(t)=t \log ^{1+\delta}(t)$ and $\mu(t)=\lambda(t)$. Just as before, we are going to take adventage of the fact that $\lambda^{-1}$ is integrable in time over the time interval $[T, \infty)$, for some $T \geqslant 2$, while $\frac{\lambda^{\prime}}{\lambda}$ is not.

We re-arrange the virial identity (3.16) as:

$$
\begin{align*}
& \frac{\lambda^{\prime}(t)}{2 \lambda(t)} \int_{\mathbb{R}} \varphi^{\prime}\left(\frac{x+\mu(t)}{\lambda(t)}\right)\left(\frac{x+\mu(t)}{\lambda(t)}\right)\left(\left|u_{x}\right|^{2}+|u|^{2}+\left|u_{t}\right|^{2}+\frac{1}{2}|v|^{2}+\frac{1}{2}|n|^{2}+n|u|^{2}\right)(t, x) \mathrm{d} x \\
& -\frac{\mu^{\prime}(t)}{2 \lambda(t)} \int_{\mathbb{R}} \varphi^{\prime}\left(\frac{x+\mu(t)}{\lambda(t)}\right)\left(\left|u_{x}\right|^{2}+|u|^{2}+\left|u_{t}\right|^{2}+\frac{1}{2}|v|^{2}+\frac{1}{2}|n|^{2}+n|u|^{2}\right)(t, x) \mathrm{d} x \\
& =-\frac{\mathrm{d}}{\mathrm{~d} t} J(t)+\frac{1}{\lambda(t)} \int_{\mathbb{R}} \varphi^{\prime}\left(\frac{x+\mu(t)}{\lambda(t)}\right)\left(\frac{1}{2} v n+\frac{1}{2} v|u|^{2}-u_{t} u_{x}\right)(t, x) \mathrm{d} x . \tag{3.52}
\end{align*}
$$

We have that, by Gagliardo-Nirenberg inequality and Lemma 3.13

$$
\begin{aligned}
& \int_{\mathbb{R}} \varphi^{\prime}\left(\frac{x+\mu(t)}{\lambda(t)}\right)\left(\frac{1}{2} v n+\frac{1}{2} v|u|^{2}-u_{t} u_{x}\right)(t, x) \mathrm{d} x \\
& \lesssim\|v(t)\|_{L^{2}(\mathbb{R})}^{2}+\|n(t)\|_{L^{2}(\mathbb{R})}^{2}+\left\|u_{x}(t)\right\|_{H^{1}(\mathbb{R})}^{2}+\left\|u_{t}(t)\right\|_{L^{2}(\mathbb{R})}^{2}+\|u(t)\|_{L^{2}(\mathbb{R})}^{6} \leqslant K,
\end{aligned}
$$

where $K>0$, is a constant depending on the energy and the $L^{2}$-norm of $u$. Thus, we integrate equation (3.52) in time over [2, $\infty$ ) and get that

$$
\begin{aligned}
& \int_{2}^{\infty}+\frac{\lambda^{\prime}(t)}{2 \lambda(t)} \int_{\mathbb{R}} \varphi^{\prime}\left(\frac{x+\mu(t)}{\lambda(t)}\right)\left(\frac{x+\mu(t)}{\lambda(t)}\right)\left(\left|u_{x}\right|^{2}+|u|^{2}+\left|u_{t}\right|^{2}+\frac{1}{2}|v|^{2}+\frac{1}{2}|n|^{2}+n|u|^{2}\right)(t, x) \mathrm{d} x \\
& -\frac{\mu^{\prime}(t)}{2 \lambda(t)} \int_{\mathbb{R}} \varphi^{\prime}\left(\frac{x+\mu(t)}{\lambda(t)}\right)\left(\left|u_{x}\right|^{2}+|u|^{2}+\left|u_{t}\right|^{2}+\frac{1}{2}|v|^{2}+\frac{1}{2}|n|^{2}+n|u|^{2}\right)(t, x) \mathrm{d} x \mathrm{~d} t<\infty
\end{aligned}
$$

Note that by Sobolev embeddings and (3.20),

$$
\begin{align*}
-\int_{\mathbb{R}} \phi\left(\frac{x+\mu(t)}{\lambda(t)}\right)\left(|n||u|^{2}\right)(t, x) \mathrm{d} x & \geqslant-\int_{\mathbb{R}} \phi\left(\frac{x+\mu(t)}{\lambda(t)}\right)\left(\frac{1}{3}|n(t, x)|^{2}+\frac{3}{4}|u(t, x)|^{4}\right) \mathrm{d} x \\
& \geqslant-\int_{\mathbb{R}} \phi\left(\frac{x+\mu(t)}{\lambda(t)}\right)\left(\frac{1}{3}|n(t, x)|^{2}+\frac{3}{4}|u(t, x)|^{2}\right) \mathrm{d} x \tag{3.53}
\end{align*}
$$

Then, we argue as in Subsection 3.3 .2 and obtain that there exists a sequence of time $\left\{t_{n}\right\}$, $t_{n} \rightarrow \infty$, such that,

$$
\begin{equation*}
\int_{\mathbb{R}}\left|\varphi^{\prime}\left(\frac{x+\mu\left(t_{n}\right)}{\lambda\left(t_{n}\right)}\right)\right|\left(\left|u_{x}\right|^{2}+|u|^{2}+\left|u_{t}\right|^{2}+\frac{1}{2}|v|^{2}+\frac{1}{2}|n|^{2}+n|u|^{2}\right)\left(t_{n}, x\right) \mathrm{d} x \rightarrow 0 \tag{3.54}
\end{equation*}
$$

As in Section 3.3, we consider $\phi \in C_{0}^{1}(\mathbb{R})$ such that $\phi(s) \in[0,1]$ for all $s \in \mathbb{R}, \operatorname{supp}(\phi)=$ $[-3 / 4,-1,4]$,

$$
\phi(s) \lesssim\left|\varphi^{\prime}(s)\right| \text { and }\left|\phi^{\prime}(s)\right| \lesssim\left|\varphi^{\prime}(s)\right| \text { for all } s \in \mathbb{R}
$$

Following the computations for $\varphi$, one gets,

$$
\begin{aligned}
& \left|\frac{\mathrm{d}}{\mathrm{~d} t} \int_{\mathbb{R}} \phi\left(\frac{x+\mu(t)}{\lambda(t)}\right)\left(\left|u_{x}\right|^{2}+|u|^{2}+\left|u_{t}\right|^{2}+\frac{1}{2}|n|^{2}+\frac{1}{2}|v|^{2}+n|u|^{2}\right)(t, x) \mathrm{d} x\right| \\
& \quad \lesssim \frac{1}{\lambda(t)} \int_{\mathbb{R}}\left|\phi^{\prime}\left(\frac{x+\mu(t)}{\lambda(t)}\right)\right|\left|\left(\frac{1}{2} v n+\frac{1}{2} v|u|^{2}-u_{t} u_{x}\right)(t, x)\right| \mathrm{d} x \\
& \quad+\frac{\mu^{\prime}(t)}{2 \lambda(t)} \int_{\mathbb{R}}\left|\phi^{\prime}\left(\frac{x+\mu(t)}{\lambda(t)}\right)\right|\left|\left(\left|u_{x}\right|^{2}+|u|^{2}+\left|u_{t}\right|^{2}+\frac{1}{2}|v|^{2}+\frac{1}{2}|n|^{2}+n|u|^{2}\right)(t, x)\right| \mathrm{d} x .
\end{aligned}
$$

Integrate over $\left[t, t_{n}\right], t \geqslant T$ and take $t_{n} \rightarrow \infty$. Thanks to (3.54), we obtain

$$
\begin{aligned}
& \left|\int_{\mathbb{R}} \phi\left(\frac{x+\mu(t)}{\lambda(t)}\right)\left(\left|u_{x}\right|^{2}+|u|^{2}+\left|u_{t}\right|^{2}+\frac{1}{2}|n|^{2}+\frac{1}{2}|v|^{2}+n|u|^{2}\right)(t, x) \mathrm{d} x\right| \\
& \lesssim \int_{t}^{\infty} \frac{1}{\lambda(\tau)} \mathrm{d} \tau+\int_{t}^{\infty} \frac{\mu^{\prime}(\tau)}{2 \lambda(\tau)} \int_{\mathbb{R}}\left|\phi^{\prime}\left(\frac{x+\mu(\tau)}{\lambda(\tau)}\right)\right|\left|\left(\left|u_{x}\right|^{2}+|u|^{2}+\left|u_{t}\right|^{2}+|n|^{2}+|v|^{2}+n|u|^{2}\right)(\tau, x)\right| \mathrm{d} x \mathrm{~d} \tau
\end{aligned}
$$

Now, taking $t \rightarrow \infty$, we obtain

$$
\lim _{t \rightarrow \infty}\left|\int_{\mathbb{R}} \phi\left(\frac{x+\mu(t)}{\lambda(t)}\right)\left(\left|u_{x}\right|^{2}+|u|^{2}+\left|u_{t}\right|^{2}+\frac{1}{2}|n|^{2}+\frac{1}{2}|v|^{2}+n|u|^{2}\right)(t, x) \mathrm{d} x\right| \leqslant 0
$$

Consequently, taking into account (3.53), one gets

$$
\begin{aligned}
& \lim _{t \rightarrow \infty} \int_{\mathbb{R}} \phi\left(\frac{x+\mu(t)}{\lambda(t)}\right)\left(\left|u_{x}\right|^{2}+\frac{1}{4}|u|^{2}+\left|u_{t}\right|^{2}+\frac{1}{6}|n|^{2}+\frac{1}{2}|v|^{2}\right)(t, x) \mathrm{d} x \\
& \leqslant \lim _{t \rightarrow \infty} \int_{\mathbb{R}} \phi\left(\frac{x+\mu(t)}{\lambda(t)}\right)\left(\left|u_{x}\right|^{2}+|u|^{2}+\left|u_{t}\right|^{2}+\frac{1}{2}|n|^{2}+\frac{1}{2}|v|^{2}+n|u|^{2}\right)(t, x) \mathrm{d} x=0 .
\end{aligned}
$$

Then, (3.21) follows.
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## Part III

## The Zakharov-Rubenchik / Benney-Roskes model

## Chapter 4

## On long-time behavior of solutions of the Zakharov-Rubenchik/Benney-Roskes system


#### Abstract

We study decay properties for solutions to the initial value problem associated with the onedimensional Zakharov-Rubenchik/Benney-Roskes system. We prove time-integrability in growing compact intervals of size $t^{r}, r<2 / 3$, centered on some characteristic curves coming from the underlying transport equations associated with the $\mathrm{ZR} / \mathrm{BR}$ system. Additionally, we prove decay to zero of the local energy-norm in so-called far-field regions. Our results are independent of the size of the initial data and do not require any parity condition.


This work is contained in M. E. Martínez and J. M. Palacios, On long-time behavior of solutions of the Zakharov-Rubenchik/Benney-Roskes system, accepted in Nonlinearity, available in arXiv, 2021.
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### 4.1 Introduction and main results

### 4.1.1 The model

In this work we seek to show decay properties for solutions of the initial value problem (IVP) associated with the Zakharov-Rubenchik/Benney-Roskes (ZR/BR) system in one space dimension

$$
\left\{\begin{array}{l}
\mathrm{i} \partial_{t} \psi+\omega \partial_{x}^{2} \psi=\gamma\left(\eta-\frac{1}{2} \alpha \rho+q|\psi|^{2}\right) \psi  \tag{4.1}\\
\theta \partial_{t} \rho+\partial_{x}(\eta-\alpha \rho)=-\gamma \partial_{x}\left(|\psi|^{2}\right) \\
\theta \partial_{t} \eta+\partial_{x}(\beta \rho-\alpha \eta)=\frac{1}{2} \alpha \gamma \partial_{x}\left(|\psi|^{2}\right) \\
\psi(0, x)=\psi_{0}(x), \rho(0, x)=\rho_{0}(x), \eta(0, x)=\eta_{0}(x)
\end{array}\right.
$$

Here $\psi(t, x)$ denotes a complex-valued function, while $\rho(t, x)$ and $\eta(t, x)$ are both real-valued functions, and $t, x \in \mathbb{R}$. All Greek letters $(\omega, \alpha, \beta, \gamma, \theta)$ denote real parameters, and in the sequel we shall always assume that

$$
\omega>0, \quad \beta>0, \quad \gamma>0, \quad \beta-\alpha^{2}>0, \quad 0<\theta<1, \quad \text { and } \quad q:=\gamma+\frac{\alpha(\alpha \gamma-1)}{2\left(\beta-\alpha^{2}\right)} .
$$

Model (4.1) corresponds to the one-dimensional case of the most general system derived by Zakharov and Rubenchik [19] to describe the interaction of spectrally narrow high-frequency wave packets of small amplitude with low-frequency acoustic type oscillations. This system was also independently found by Benney and Roskes [1] in the context of gravity waves, and in the 3-dimensional case has the following form

$$
\left\{\begin{array}{l}
\mathrm{i} \partial_{t} \psi+\mathrm{i} v_{g} \partial_{z} \psi=-\frac{\omega^{\prime \prime}}{2} \partial_{z}^{2} \psi-\frac{v_{g}}{2 k} \Delta_{\perp} \psi+\left(q|\psi|^{2}+\beta \rho+\alpha \partial_{z} \eta\right) \psi  \tag{4.2}\\
\partial_{t} \rho+\rho_{0} \Delta \eta+\alpha \partial_{z}|\psi|^{2}=0 \\
\partial_{t} \eta+\frac{c^{2}}{\rho_{0}} \rho+\beta|\psi|^{2}=0
\end{array}\right.
$$

where $\Delta_{\perp}=\partial_{x}^{2}+\partial_{y}^{2}$. In this context, $\psi(t, x)$ stands for the amplitude of the carrying (high frequency) waves with wave number $k$, frequency $\omega=\omega(k)$ and $v_{g}=\omega^{\prime}(k)$ stands for its group velocity. On the other hand, $\rho(t, x)$ and $\eta(t, x)$ correspond to the density fluctuation and the hydrodynamic potential respectively.

System 4.2 has also been derived in several other physical situations, such as for example, in the study of Alfven waves (transverse oscillations of the magnetic fields) in the Magneto-Hydrodynamics equations (see for instance [2, 17]). Moreover, system (4.2) contains various important models as limiting cases, such as the classical (scalar) Zakharov system and the Davey-Stewartson systems. We refer to [3] for a rigorous justification of the Zakharov limit (supersonic limit) of the ZR/BR system. However, the rigorous proof of the Davey-Stewartson limit from system (4.2) remains still open.

In the one dimensional case the situation is a little better understood. In fact, in this case we can also consider the adiabiatic limit, that is, to take $\theta \rightarrow 0$ in (4.1), from where we can formally see that $\rho(t, x)$ and $\eta(t, x)$ satisfy now the following relations

$$
\rho=-\frac{\gamma \alpha}{2\left(\beta-\alpha^{2}\right)}|\psi|^{2}, \quad \eta=-\gamma \frac{\beta-\alpha^{2} / 2}{\beta-\alpha^{2}}|\psi|^{2} .
$$

Then, we infer that the complex amplitude $\psi$ solves the cubic nonlinear Schrödinger equation

$$
\mathrm{i} \partial_{t} \psi+\omega \partial_{x}^{2} \psi=-\frac{\gamma \alpha}{3\left(\beta-\alpha^{2}\right)}|\psi|^{2} \psi
$$

A rigorous justification of such limit (for well-prepared initial data) was proved by Oliveira in [16. Therefore, we can certainly see that the $\mathrm{ZR} / \mathrm{BR}$ system is thus richer than those models.

On the other hand, the ZR/BR system (4.1) and (4.2) posses a Hamiltonian structure [19], and hence, it follows (at least formally) that the energy of system (4.1) is conserved along the trajectory, which in the one-dimensional case can be written as

$$
\begin{aligned}
E(\psi(t), \rho(t), \eta(t)) & :=\int_{\mathbb{R}}\left(\omega\left|\psi_{x}\right|^{2}+\frac{\gamma q}{2}|\psi|^{4}+\frac{\beta}{2} \rho^{2}+\frac{1}{2} \eta^{2}+\frac{\gamma}{2}(2 \eta-\alpha \rho)|\psi|^{2}-\alpha \rho \eta\right) \mathrm{d} x \\
& =E\left(\psi_{0}, \rho_{0}, \eta_{0}\right)
\end{aligned}
$$

Moreover, the ZR/BR system (4.1) also conserves (formally) the mass and the momentum of the solution, which are given by the following relations (respectively)

$$
\begin{aligned}
M(\psi(t), \rho(t), \eta(t)) & :=\int|\psi(t, x)|^{2} \mathrm{~d} x=M\left(\psi_{0}, \rho_{0}, \eta_{0}\right), \quad \text { and } \\
P(\psi(t), \rho(t), \eta(t)) & :=\operatorname{Im} \int_{\mathbb{R}} \psi \bar{\psi}_{x}-\theta \int_{\mathbb{R}} \rho(t, x) \eta(t, x) \mathrm{d} x=P\left(\psi_{0}, \rho_{0}, \eta_{0}\right)
\end{aligned}
$$

Additionally, related to these conservation laws, the $\mathrm{ZR} / \mathrm{BR}$ system (4.1) is invariant under space-time translations, as well as invariant under phase rotations.

Regarding the existence of solitary waves, in the case $\beta-\alpha^{2}>0, \gamma>0$ and $\theta<1$, Oliveira has proved in [15] the existence and the orbital stability of solitary waves of the form

$$
\begin{equation*}
(\psi, \rho, \eta)(t, x):=\left(\mathrm{e}^{\mathrm{i} \lambda t} \mathrm{e}^{\mathrm{i} c x / 2 \omega} R(x-c t), a(c)|R(x-c t)|^{2}, b(c)|R(x-c t)|^{2}\right) \tag{4.3}
\end{equation*}
$$

where $\lambda \in \mathbb{R}, c \geqslant 0$ and $R(\cdot)$ is an positive, even and exponentially decaying complex-valued function, while $a(c)$ and $b(c)$ are given by the following formulas

$$
a(c):=-\frac{\gamma\left(\beta-\frac{\alpha}{2}(c \theta+\alpha)\right)}{\beta-(c \theta+\alpha)^{2}}, \quad b(c):=-\frac{\gamma\left(c \theta+\frac{1}{2} \alpha\right)}{\beta-(c \theta+\alpha)^{2}} .
$$

In particular, the analysis carried out by Oliveira shows that a necessary condition for these solitary waves to exists is that the following two inequalities must be satisfied

$$
\begin{equation*}
a(c)-\frac{\alpha}{2} b(c)+q<0 \quad \text { and } \quad \frac{c^{2}}{4 \omega}-\lambda<0 \tag{4.4}
\end{equation*}
$$

On the other hand, recently in [7] Luong et al. studied the existence of the so-called bright and dark solitons for system (4.1). They proved their existence under some conditions on the coefficients of the equations (similar to the one in (4.4). Then, they used these solitons to construct line-solitons for the higher dimensional case. However, none of these solitons belongs to the energy space since they do not decay at $\pm \infty$ (see [7] for further details).

Finally, concerning the well-posedness for system (4.1), Oliveira [15] proved local and global well-posedness for the one-dimensional case in $H^{2}(\mathbb{R}) \times H^{1}(\mathbb{R}) \times H^{1}(\mathbb{R})$. Later, Linares and Matheus [5] extended the result given by Oliveira showing local (and then global) wellposedness for inital data in the energy space $H^{1}(\mathbb{R}) \times L^{2}(\mathbb{R}) \times L^{2}(\mathbb{R})$. Additionally, a polinomial bound for the growth of the $H^{s}$-norm of $\psi$ was stated in [5]. More specifically, they proved that, for smooth initial data, solutions to system 4.1) satisfies the following property:

$$
\|\psi\|_{H^{s}(\mathbb{R})} \lesssim 1+|t|^{(s-1)^{+}} .
$$

In fact, Linares and Matheus used this property to show that system (4.1) is globally wellposed in $H^{k}(\mathbb{R}) \times H^{k-\frac{1}{2}}(\mathbb{R}) \times H^{k-\frac{1}{2}}(\mathbb{R})$ for all $k \geqslant 0$. Moreover, regarding the higher dimensional cases, Ponce and Saut [18] have proved that (4.2) is locally well posed in $H^{s}\left(\mathbb{R}^{\mathrm{d}}\right) \times H^{s-\frac{1}{2}}\left(\mathbb{R}^{\mathrm{d}}\right) \times H^{s+\frac{1}{2}}\left(\mathbb{R}^{\mathrm{d}}\right)$, for $s>\mathrm{d} / 2$, where the space-dimension $\mathrm{d}=2,3$. Lastly, we mention that Luong et al. have recently proved the well-posedness (under some extra conditions) of system (4.2) in the background of a line-soliton 7 .

### 4.1.2 Main results

In the remainder of this work we focus in decay properties for general solutions of (4.1) in the energy space. Our first main result states that there exists two specific characteristic curves such that, along them, there is an additional time-integrability property on growing compact sets.

Theorem 4.1. Let $v_{ \pm}:= \pm \theta^{-1}(\sqrt{\beta} \pm \alpha)$ fixed. Consider $(\psi, \rho, \eta) \in C\left(\mathbb{R}, H^{1} \times L^{2} \times L^{2}\right)$ to be any solution to system (4.1) emanating from an initial data $\left(\psi_{0}, \rho_{0}, \eta_{0}\right) \in H^{1} \times L^{2} \times L^{2}$. Then, for any $c \in \mathbb{R}_{+}$, the following inequality holds

$$
\int_{0}^{+\infty} \frac{1}{\mu_{*}(t)} \int_{\Omega_{ \pm}(t)}|\psi(t, x)|^{2} \mathrm{~d} x \mathrm{~d} t<+\infty
$$

where $\Omega_{ \pm}(t):=\left\{x \in \mathbb{R}:-c \lambda(t) \leqslant x-v_{ \pm} t \leqslant c \lambda(t)\right\}, \kappa:=10^{100}$ and

$$
\lambda(t):=t^{2 / 3} \log \log ^{-2 / 3}(\kappa+t) \quad \text { and } \quad \mu_{*}(t):=t \log (\kappa+t) \log \log (\kappa+t)
$$

Furthermore, we have the following scenarios:

1. If $\pm \alpha<0$, then, the following inequality holds

$$
\int_{0}^{+\infty} \frac{1}{\mu_{*}(t)} \int_{\Omega_{ \pm}(t)}\left(\left|\psi_{x}(t, x)\right|^{2}+|\psi(t, x)|^{2}+\rho^{2}(t, x)+\eta^{2}(t, x)\right) \mathrm{d} x \mathrm{~d} t<+\infty
$$

In particular, we have that

$$
\liminf _{t \rightarrow+\infty} \int_{\Omega_{ \pm}(t)}\left(\left|\psi_{x}(t, x)\right|^{2}+|\psi(t, x)|^{2}+\rho^{2}(t, x)+\eta^{2}(t, x)\right) \mathrm{d} x=0
$$

2. If $\alpha=0$, then, the following inequality holds

$$
\int_{0}^{+\infty} \frac{1}{\mu_{*}(t)} \int_{\Omega_{0}(t)}\left(\left|\psi_{x}(t, x)\right|^{2}+|\psi(t, x)|^{4}+\eta^{2}(t, x)+\rho^{2}(t, x)\right) \mathrm{d} x \mathrm{~d} t<+\infty
$$

where $\lambda$ and $\mu_{*}$ defined as above and $\Omega_{0}(t):=\{x \in \mathbb{R}: c \lambda(t) \leqslant|x| \leqslant C \lambda(t)\}$. In particular, the following is satisfied

$$
\liminf _{t \rightarrow+\infty} \int_{\Omega_{0}(t)}\left(\left|\psi_{x}(t, x)\right|^{2}+|\psi(t, x)|^{4}+\eta^{2}(t, x)+\rho^{2}(t, x)\right) \mathrm{d} x=0
$$

Remark 4.1. In the previous statement, the condition $\pm \alpha<0$ must be understood according to the sets $\Omega_{ \pm}$. In other words, if $+\alpha<0$, then both results for $\Omega_{+}$hold, while if $-\alpha<0$, then both results for $\Omega_{-}$hold. Notice that if $\alpha<0$, the result for $\Omega_{-}$is not necessarily true.

Remark 4.2. It is important to notice that, as soon as $\alpha \neq 0$ we cannot deduce any timeintegrability nor decay property on compacts sets centered at the origin. Of course, this is a consequence of (and consistent with) the existence of the standing-wave solution presented in (4.3). On the other hand, when $\alpha=0$, condition (4.4) does not allow standing-wave solutions to exists, more specifically, the first inequality in (4.4) is not satisfied when $c=\alpha=0$, and hence item 2 is not contradictory with the existence of such family of solutions.

Our second main result states that, in the so-called far-field region, solutions (in the energy space) must decay to zero.

Theorem 4.2. Let $(\psi, \rho, \eta) \in C\left(\mathbb{R}, H^{1} \times L^{2} \times L^{2}\right)$ be any solution to system (4.1) emanating from an initial data $\left(\psi_{0}, \rho_{0}, \eta_{0}\right) \in H^{1} \times L^{2} \times L^{2}$. Then, for any pair of constants $c_{1}, c_{2}>0$ the following properties holds:

1. Consider any non-negative function $\zeta \in C^{1}(\mathbb{R})$ satisfying that, there exists $\delta>0$ such that, for all $t>0$ it holds

$$
\zeta(t) \gtrsim t \log (\kappa+t)^{1+\delta} \quad \text { and } \quad \zeta^{\prime}(t) \gtrsim \log (\kappa+t)^{\delta+1}
$$

Then, setting $\Omega_{\zeta}(t):=\left\{x \in \mathbb{R}: c_{1} \zeta(t) \leqslant|x| \leqslant c_{2} \zeta(t)\right\}$, the following limit holds

$$
\begin{equation*}
\lim _{t \rightarrow \infty}\|\psi(t)\|_{L^{2}\left(\Omega_{\zeta}(t)\right)}=0 \tag{4.5}
\end{equation*}
$$

2. Assume additionally that $(\psi, \rho, \eta) \in C\left(\mathbb{R}, H^{2} \times H^{1} \times H^{1}\right)$ is a solution emanating from an initial data $\left(\psi_{0}, \rho_{0}, \eta_{0}\right) \in H^{2} \times H^{1} \times H^{1}$. Then, for any non-negative $\zeta \in C^{1}(\mathbb{R})$ satisfying that, there exists $\delta>0$ such that, for all $t>0$,

$$
\zeta(t) \gtrsim t^{2+\delta} \quad \text { and } \quad \zeta^{\prime}(t) \gtrsim t^{1+\delta},
$$

the following decay for the local energy norm holds

$$
\lim _{t \rightarrow \infty}\left(\|\psi(t)\|_{H^{1}\left(\Omega_{\zeta}(t)\right)}+\|\rho(t)\|_{L^{2}\left(\Omega_{\zeta}(t)\right)}+\|\eta(t)\|_{L^{2}\left(\Omega_{\zeta}(t)\right)}\right)=0
$$

Remark 4.3. Note that none of the above theorems require any smallness assumption in terms of the initial data $\left\|\psi_{0}\right\|_{H^{1}} \ll 1$. Moreover, they do not require any parity assumption either (as their counterparts founded in [11, 12]), nor any extra decay hypotheses in terms of weighted Sobolev norms, such as $\|x \psi\|_{L^{2}} \ll 1$ for example.

Remark 4.4. One important difference between the results above and those in [11, 12] is that, in both of those works, the equations under study preserve the oddness of the initial data (for the Schrödinger component $\psi$ ), while system (4.1) does not. Hence, the analysis presented there assuming parity conditions on the initial data cannot be applied to system (4.1).

Remark 4.5. To the best of our knowledge, these are the first results dealing with global properties of system (4.1) in the one dimensional case.

Finally, it is worth mentioning that the techniques involved in the proof of Theorems 4.1 and 4.2 have already been used before in some other contexts. We refer to [11] for the use of some of these ideas in context of the one-dimensional Schrödinger equation, and to [12] for scalar Zakharov system (as well as the Klein-Gordon Zakharov system). On the other hand, for other type of systems that have served us for motivations we refer to [4, 6, 14]. However, as previously described, system (4.1) has some important differences with respect to the above cases (see Remark 4.4), what does not allow us to apply the same ideas. In particular, the presence of some transport equations in (4.1) breaks the symmetry properties used in previous works to study Schrödinger-type equations/systems with these specific techniques. Finally, it is important to mention that most of these ideas come from classical works, such as [8, 9, 10, 13].

### 4.2 Preliminary lemmas

### 4.2.1 Virial identities

In this section we seek to establish the key virial identities required in our analysis. In order to do that we consider the following weight function

$$
\Phi(x):=\tanh (x), \quad \text { and hence } \quad \Phi^{\prime}=\operatorname{sech}^{2}(x) .
$$

Additionally, we consider time-dependent scaling functions $\lambda_{1}(t), \lambda_{2}(t)$ and $\mu(t)$ given by

$$
\begin{align*}
\lambda_{1}(t) & :=(\kappa+t)^{2 / 3} \log \log ^{-2 / 3}(\kappa+t) \\
\lambda_{2}(t) & :=(\kappa+t)^{2 / 3} \log \log ^{1 / 3}(\kappa+t)  \tag{4.6}\\
\mu(t) & :=(\kappa+t)^{1 / 3} \log (\kappa+t) \log \log ^{5 / 3}(\kappa+t)
\end{align*}
$$

where $\kappa:=10^{100}$. The role of $\mu(t)$ and $\lambda_{\mathrm{i}}(t)$ is to provide some extra time-decay so that we can somehow neglect bad terms (with no sign) that prevent us to conclude the properties claimed in the above theorems. Additionally, one can think of $\lambda_{1}(t)$ as the rate of growth of
the set $\Omega_{ \pm}(t)$ and $\Omega_{0}(t)$ defined in Theorem 4.1. The key idea for considering exactly these definitions for $\mu(t)$ and $\lambda_{\mathrm{i}}(t)$ is that

$$
\frac{1}{\mu(t) \lambda_{2}(t)}, \frac{\lambda_{\mathrm{i}}^{\prime}(t)}{\mu(t) \lambda_{\mathrm{i}}(t)}, \frac{\mu^{\prime}(t)}{\mu^{2}(t)} \in L^{1}\left(\mathbb{R}_{+}\right), \quad \text { while } \quad \frac{1}{\mu(t) \lambda_{1}(t)} \notin L^{1}\left(\mathbb{R}_{+}\right) .
$$

In the sequel we shall exploit these two properties. Moreover, for the sake of simplicity we introduce the following useful notation

$$
\begin{equation*}
v_{-}:=-\theta^{-1}(\sqrt{\beta}-\alpha) \quad \text { and } \quad v_{+}:=\theta^{-1}(\sqrt{\beta}+\alpha) . \tag{4.7}
\end{equation*}
$$

Then, with all of the above notations, we define the modified mean functionals $\mathcal{J}_{1}(t)$ and $\mathcal{J}_{2}(t)$, adapted to the curves $x-v_{ \pm} t$, which are given by

$$
\begin{aligned}
\mathcal{J}_{1}(t) & :=\frac{\theta}{\mu(t)} \int_{\mathbb{R}}\left(\sqrt{\beta} \rho\left(t, x-v_{-} t\right)+\eta\left(t, x-v_{-} t\right)\right) \Phi\left(\frac{x}{\lambda_{1}(t)}\right) \Phi^{\prime}\left(\frac{x}{\lambda_{2}(t)}\right) \mathrm{d} x, \\
\mathcal{J}_{2}(t) & :=\frac{\theta}{\mu(t)} \int_{\mathbb{R}}\left(\sqrt{\beta} \rho\left(t, x-v_{+} t\right)-\eta\left(t, x-v_{+} t\right)\right) \Phi\left(\frac{x}{\lambda_{1}(t)}\right) \Phi^{\prime}\left(\frac{x}{\lambda_{2}(t)}\right) \mathrm{d} x .
\end{aligned}
$$

The reason why we evaluate solutions on these translated points $x-v_{ \pm} t$ is to be able to take advantage of the characteristics of the underlying transport equations associated to (4.1). Moreover, another key quantity that shall play a fundamental role in our proof is the modified momentum functional $\mathcal{I}(t)$, which is given by

$$
\mathcal{I}(t):=\frac{1}{\mu(t)} \operatorname{Im} \int_{\mathbb{R}} \psi(t, x) \overline{\psi_{x}}(t, x) \Phi\left(\frac{x}{\lambda_{1}(t)}\right) \mathrm{d} x-\frac{\theta}{\mu(t)} \int_{\mathbb{R}} \rho(t, x) \eta(t, x) \Phi\left(\frac{x}{\lambda_{1}(t)}\right) \mathrm{d} x .
$$

For the sake of simplicity and the clarity of computations, we split the previous functional into two parts, namely,

$$
\begin{aligned}
& \mathcal{I}_{1}(t):=\frac{1}{\mu(t)} \operatorname{Im} \int_{\mathbb{R}} \psi(t, x) \overline{\psi_{x}}(t, x) \Phi\left(\frac{x}{\lambda_{1}(t)}\right) \mathrm{d} x \\
& \mathcal{I}_{2}(t):=\frac{\theta}{\mu(t)} \int_{\mathbb{R}} \rho(t, x) \eta(t, x) \Phi\left(\frac{x}{\lambda_{1}(t)}\right) \mathrm{d} x .
\end{aligned}
$$

We anticipate that, thanks to the explicit form of $\Phi$ and the conservation of the momentum and the energy, if $(\psi, \rho, \eta)$ is a solution to system (4.1) belonging to the class $C\left(\mathbb{R}, H^{1} \times L^{2} \times\right.$ $L^{2}$ ), then, all the modified functionals above $\mathcal{J}_{1}(t), \mathcal{J}_{2}(t)$ and $\mathcal{I}(t)$ are well defined for all times $t \in \mathbb{R}$ (see Lemma 4.6 for further details).

The following three lemmas give us the first basic virial identities satisfied by the modified functionals $\mathcal{J}_{1}(t), \mathcal{J}_{2}(t)$ and $\mathcal{I}(t)$ above.

Lemma 4.3. Let $(\psi, \rho, \eta) \in C\left(\mathbb{R}, H^{1} \times L^{2} \times L^{2}\right)$ be any solution to system 4.1). Then, for all $t \in \mathbb{R}$, the following identity holds

$$
\begin{align*}
-\frac{\mathrm{d}}{\mathrm{~d} t} \mathcal{I}(t)= & \frac{2 \omega}{\mu \lambda_{1}} \int\left|\psi_{x}\right|^{2} \Phi^{\prime}-\frac{\omega}{2 \mu \lambda_{1}^{3}} \int|\psi|^{2} \Phi^{\prime \prime \prime}+\frac{1}{2 \mu \lambda_{1}} \int \eta^{2} \Phi^{\prime}+\frac{\beta}{2 \mu \lambda_{1}} \int \rho^{2} \Phi^{\prime} \\
& +\frac{\gamma q}{2 \mu \lambda_{1}} \int|\psi|^{4} \Phi^{\prime}-\frac{\alpha}{\mu \lambda_{1}} \int \rho \eta \Phi^{\prime}+\frac{\gamma}{\mu \lambda_{1}} \int\left(\eta-\frac{\alpha}{2} \rho\right)|\psi|^{2} \Phi^{\prime}-\frac{\theta \mu^{\prime}}{\mu^{2}} \int \rho \eta \Phi  \tag{4.8}\\
& +\frac{\mu^{\prime}}{\mu^{2}} \operatorname{Im} \int \psi \overline{\psi_{x}} \Phi+\frac{\lambda_{1}^{\prime}}{\mu \lambda_{1}} \operatorname{Im} \int\left(\frac{x}{\lambda_{1}}\right) \psi \bar{\psi}_{x} \Phi^{\prime}-\frac{\theta \lambda_{1}^{\prime}}{\mu \lambda_{1}} \int\left(\frac{x}{\lambda_{1}}\right) \rho \eta \Phi^{\prime} .
\end{align*}
$$

Proof. The proof is somehow straightforward and follows from direct computations; we shall only proceed formally. Notice that the following reasoning can be made rigorously by standards approximation and density arguments.

Directly differentiating the definition of the functional $\mathcal{I}_{1}$, using system (4.1) and performing several integration by parts we obtain

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} t} \mathcal{I}_{1}(t)= & \frac{1}{\mu} \operatorname{Im} \int \psi_{t} \overline{\psi_{x}} \Phi+\frac{1}{\mu} \operatorname{Im} \int \psi \overline{\psi_{t x}} \Phi-\frac{\lambda_{1}^{\prime}}{\mu \lambda_{1}} \operatorname{Im} \int\left(\frac{x}{\lambda_{1}}\right) \psi \overline{\psi_{x}} \Phi^{\prime}-\frac{\mu^{\prime}}{\mu^{2}} \operatorname{Im} \int \psi \overline{\psi_{x}} \Phi \\
= & \frac{2}{\mu} \operatorname{Im} \int \psi_{t} \bar{\psi}_{x} \Phi-\frac{1}{\mu \lambda_{1}} \operatorname{Im} \int \psi \overline{\psi_{t}} \Phi^{\prime}-\frac{\lambda_{1}^{\prime}}{\mu \lambda_{1}} \operatorname{Im} \int\left(\frac{x}{\lambda_{1}}\right) \psi \overline{\psi_{x}} \Phi^{\prime}-\frac{\mu^{\prime}}{\mu^{2}} \operatorname{Im} \int \psi \overline{\psi_{x}} \Phi \\
= & \frac{2}{\mu} \operatorname{Re} \int\left(\omega \psi_{x x}-\gamma\left(\eta-\frac{\alpha}{2} \rho+q|\psi|^{2}\right) \psi\right) \overline{\psi_{x}} \Phi-\frac{\mu^{\prime}}{\mu^{2}} \operatorname{Im} \int \psi \overline{\psi_{x}} \Phi \\
& +\frac{1}{\mu \lambda_{1}} \operatorname{Re} \int\left(\omega \overline{\psi_{x x}}-\gamma\left(\eta-\frac{\alpha}{2} \rho+q|\psi|^{2}\right) \bar{\psi}\right) \psi \Phi^{\prime}-\frac{\lambda_{1}^{\prime}}{\mu \lambda_{1}} \operatorname{Im} \int\left(\frac{x}{\lambda_{1}}\right) \psi \overline{\psi_{x}} \Phi^{\prime} \\
=- & \frac{2 \omega}{\mu \lambda_{1}} \int\left|\psi_{x}\right|^{2} \Phi^{\prime}+\frac{\gamma}{\mu \lambda_{1}} \int\left(\eta-\frac{\alpha}{2} \rho+\frac{q}{4}|\psi|^{2}\right)|\psi|^{2} \Phi^{\prime}-\frac{\mu^{\prime}}{\mu^{2}} \operatorname{Im} \int \psi \overline{\psi_{x}} \Phi \\
& +\frac{\gamma}{\mu} \int\left(\eta_{x}-\frac{\alpha}{2} \rho_{x}\right)|\psi|^{2} \Phi+\frac{\omega}{2 \mu \lambda_{1}^{3}} \int|\psi|^{2} \Phi^{\prime \prime \prime}-\frac{\lambda_{1}^{\prime}}{\mu \lambda_{1}} \operatorname{Im} \int\left(\frac{x}{\lambda_{1}}\right) \psi \bar{\psi}_{x} \Phi^{\prime} \\
& -\frac{\gamma}{\mu \lambda_{1}} \int\left(\eta-\frac{\alpha}{2} \rho+q|\psi|^{2}\right)|\psi|^{2} \Phi^{\prime} \\
=- & \frac{2 \omega}{\mu \lambda_{1}} \int\left|\psi_{x}\right|^{2} \Phi^{\prime}-\frac{\mu^{\prime}}{\mu^{2}} \operatorname{Im} \int \psi \overline{\psi_{x}} \Phi+\frac{\gamma}{\mu} \int\left(\eta_{x}-\frac{\alpha}{2} \rho_{x}\right)|\psi|^{2} \Phi \\
& +\frac{\omega}{2 \mu \lambda_{1}^{3}} \int|\psi|^{2} \Phi^{\prime \prime \prime}-\frac{\gamma q}{2 \mu \lambda_{1}} \int|\psi|^{4} \Phi^{\prime}-\frac{\lambda_{1}^{\prime}}{\mu \lambda_{1}} \operatorname{Im} \int\left(\frac{x}{\lambda_{1}}\right) \psi \bar{\psi}_{x} \Phi^{\prime}
\end{aligned}
$$

Now we compute the time-derivative of the second functional $\mathcal{I}_{2}$. In fact, by direct differentiation again, using system (4.1) and performing several integration by parts we get

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} t} \mathcal{I}_{2}= & \frac{\theta}{\mu} \int \rho_{t} \eta \Phi+\frac{\theta}{\mu} \int \rho \eta_{t} \Phi-\frac{\theta \lambda_{1}^{\prime}}{\mu \lambda_{1}} \int\left(\frac{x}{\lambda_{1}}\right) \rho \eta \Phi^{\prime}-\frac{\theta \mu^{\prime}}{\mu^{2}} \int \rho \eta \Phi \\
= & \frac{1}{2 \mu \lambda_{1}} \int \eta^{2} \Phi^{\prime}+\frac{\alpha}{\mu} \int \rho_{x} \eta \Phi+\frac{\gamma}{\mu} \int \eta_{x}|\psi|^{2} \Phi+\frac{\gamma}{\mu \lambda_{1}} \int \eta|\psi|^{2} \Phi^{\prime}-\frac{\theta \lambda_{1}^{\prime}}{\mu \lambda_{1}} \int\left(\frac{x}{\lambda_{1}}\right) \rho \eta \Phi^{\prime} \\
& +\frac{\beta}{2 \mu \lambda_{1}} \int \rho^{2} \Phi^{\prime}+\frac{\alpha}{\mu} \int \rho \eta_{x} \Phi-\frac{\alpha \gamma}{2 \mu} \int \rho_{x}|\psi|^{2} \Phi-\frac{\alpha \gamma}{2 \mu \lambda_{1}} \int \rho|\psi|^{2} \Phi^{\prime}-\frac{\theta \mu^{\prime}}{\mu^{2}} \int \rho \eta \Phi \\
= & \frac{1}{2 \mu \lambda_{1}} \int \eta^{2} \Phi^{\prime}-\frac{\alpha}{\mu \lambda_{1}} \int \rho \eta \Phi^{\prime}+\frac{\gamma}{\mu} \int \eta_{x}|\psi|^{2} \Phi+\frac{\gamma}{\mu \lambda_{1}} \int \eta|\psi|^{2} \Phi^{\prime}-\frac{\theta \mu^{\prime}}{\mu^{2}} \int \rho \eta \Phi \\
& +\frac{\beta}{2 \mu \lambda_{1}} \int \rho^{2} \Phi^{\prime}-\frac{\alpha \gamma}{2 \mu} \int \rho_{x}|\psi|^{2} \Phi-\frac{\alpha \gamma}{2 \mu \lambda_{1}} \int \rho|\psi|^{2} \Phi^{\prime}-\frac{\theta \lambda_{1}^{\prime}}{\mu \lambda_{1}} \int\left(\frac{x}{\lambda_{1}}\right) \rho \eta \Phi^{\prime} .
\end{aligned}
$$

Hence, gathering both previous identities we conclude the desired result.
Lemma 4.4. Let $(\psi, \rho, \eta) \in C\left(\mathbb{R}, H^{1} \times L^{2} \times L^{2}\right)$ be any solution to system 4.1. Then, for
all $t \in \mathbb{R}$, the following identities hold:

$$
\text { (1) } \begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} t} \mathcal{J}_{1}(t)= & \frac{\gamma(2 \sqrt{\beta}-\alpha)}{2 \mu(t) \lambda_{1}(t)} \int\left|\psi\left(t, x-v_{-} t\right)\right|^{2} \Phi^{\prime}\left(\frac{x}{\lambda_{1}(t)}\right) \Phi^{\prime}\left(\frac{x}{\lambda_{2}(t)}\right) \\
& +\frac{\gamma(2 \sqrt{\beta}-\alpha)}{2 \mu(t) \lambda_{2}(t)} \int\left|\psi\left(t, x-v_{-} t\right)\right|^{2} \Phi\left(\frac{x}{\lambda_{1}(t)}\right) \Phi^{\prime \prime}\left(\frac{x}{\lambda_{2}(t)}\right) \\
& -\frac{\theta \mu^{\prime}(t)}{\mu^{2}(t)} \int(\sqrt{\beta} \rho+\eta)\left(t, x-v_{-} t\right) \Phi\left(\frac{x}{\lambda_{1}(t)}\right) \Phi^{\prime}\left(\frac{x}{\lambda_{2}(t)}\right) \\
& -\frac{\theta \lambda_{1}^{\prime}(t)}{\mu(t) \lambda_{1}(t)} \int\left(\frac{x}{\lambda_{1}(t)}\right)(\sqrt{\beta} \rho+\eta)\left(t, x-v_{-} t\right) \Phi^{\prime}\left(\frac{x}{\lambda_{1}(t)}\right) \Phi^{\prime}\left(\frac{x}{\lambda_{2}(t)}\right) \\
& -\frac{\theta \lambda_{2}^{\prime}(t)}{\mu(t) \lambda_{2}(t)} \int\left(\frac{x}{\lambda_{2}(t)}\right)(\sqrt{\beta} \rho+\eta)\left(t, x-v_{-} t\right) \Phi\left(\frac{x}{\lambda_{1}(t)}\right) \Phi^{\prime \prime}\left(\frac{x}{\lambda_{2}(t)}\right) .
\end{aligned}
$$

$$
\text { (2) } \begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} t} \mathcal{J}_{2}(t)= & \frac{\gamma(2 \sqrt{\beta}+\alpha)}{2 \mu(t) \lambda_{1}(t)} \int_{\mathbb{R}}\left|\psi\left(t, x-v_{+} t\right)\right|^{2} \Phi^{\prime}\left(\frac{x}{\lambda_{1}(t)}\right) \Phi^{\prime}\left(\frac{x}{\lambda_{2}(t)}\right) \\
& +\frac{\gamma(2 \sqrt{\beta}+\alpha)}{2 \mu(t) \lambda_{2}(t)} \int_{\mathbb{R}}\left|\psi\left(t, x-v_{+} t\right)\right|^{2} \Phi\left(\frac{x}{\lambda_{1}(t)}\right) \Phi^{\prime \prime}\left(\frac{x}{\lambda_{2}(t)}\right) \\
& -\frac{\theta \mu^{\prime}(t)}{\mu^{2}(t)} \int(\sqrt{\beta} \rho-\eta)\left(t, x-v_{+} t\right) \Phi\left(\frac{x}{\lambda_{1}(t)}\right) \Phi^{\prime}\left(\frac{x}{\lambda_{2}(t)}\right) \\
& -\frac{\theta \lambda_{1}^{\prime}(t)}{\mu(t) \lambda_{1}(t)} \int\left(\frac{x}{\lambda_{1}(t)}\right)(\sqrt{\beta} \rho-\eta)\left(t, x-v_{+} t\right) \Phi^{\prime}\left(\frac{x}{\lambda_{1}(t)}\right) \Phi^{\prime}\left(\frac{x}{\lambda_{2}(t)}\right) \\
& -\frac{\theta \lambda_{2}^{\prime}(t)}{\mu(t) \lambda_{2}(t)} \int\left(\frac{x}{\lambda_{2}(t)}\right)(\sqrt{\beta} \rho-\eta)\left(t, x-v_{+} t\right) \Phi\left(\frac{x}{\lambda_{1}(t)}\right) \Phi^{\prime \prime}\left(\frac{x}{\lambda_{2}(t)}\right) .
\end{aligned}
$$

Proof. Similarly to the previous lemma, we proceed by a direct computation. For the sake of simplicity, throughout this proof we will denote by $\Phi_{\mathrm{i}}, \Phi_{\mathrm{i}}^{\prime}$ and $\Phi_{\mathrm{i}}^{\prime \prime}$ the functions given by $\Phi_{\mathrm{i}}(x):=\Phi\left(\frac{x}{\lambda_{\mathrm{i}}(t)}\right), \Phi_{\mathrm{i}}^{\prime}(x):=\Phi^{\prime}\left(\frac{x}{\lambda_{\mathrm{i}}(t)}\right)$ and $\Phi_{\mathrm{i}}^{\prime \prime}(x):=\Phi^{\prime \prime}\left(\frac{x}{\lambda_{\mathrm{i}}(t)}\right)$, with $\mathrm{i}=1,2$. Also, we shall only write $\rho, \eta, \Phi_{1}$ and $\Phi_{2}$, ommiting their arguments.

Indeed, taking the time derivative of the functional, using system (4.1) and performing
some integration by parts we obtain

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} t} \mathcal{J}_{1}(t)= & \frac{\sqrt{\beta} \theta}{\mu} \int \rho_{t} \Phi_{1} \Phi_{2}^{\prime}+\frac{\beta-\alpha \sqrt{\beta}}{\mu} \int \rho_{x} \Phi_{1} \Phi_{2}^{\prime}-\frac{\theta \sqrt{\beta} \mu^{\prime}}{\mu^{2}} \int \rho \Phi_{1} \Phi_{2}^{\prime}+\frac{\theta}{\mu} \int \eta_{t} \Phi_{1} \Phi_{2}^{\prime} \\
& +\frac{\sqrt{\beta}-\alpha}{\mu} \int \eta_{x} \Phi_{1} \Phi_{2}^{\prime}-\frac{\theta \mu^{\prime}}{\mu^{2}} \int \eta \Phi_{1} \Phi_{2}^{\prime}-\frac{\sqrt{\beta} \theta \lambda_{1}^{\prime}}{\mu \lambda_{1}} \int\left(\frac{x}{\lambda_{1}}\right) \rho \Phi_{1}^{\prime} \Phi_{2}^{\prime} \\
& -\frac{\theta \lambda_{1}^{\prime}}{\mu \lambda_{1}} \int\left(\frac{x}{\lambda_{1}}\right) \eta \Phi_{1}^{\prime} \Phi_{2}^{\prime}-\frac{\sqrt{\beta} \theta \lambda_{2}^{\prime}}{\mu \lambda_{2}} \int\left(\frac{x}{\lambda_{2}}\right) \rho \Phi_{1} \Phi_{2}^{\prime \prime}-\frac{\theta \lambda_{2}^{\prime}}{\mu \lambda_{2}} \int\left(\frac{x}{\lambda_{2}}\right) \eta \Phi_{1} \Phi_{2}^{\prime \prime} \\
= & \frac{\alpha \sqrt{\beta}}{\mu} \int \rho_{x} \Phi_{1} \Phi_{2}^{\prime}-\frac{\sqrt{\beta}}{\mu} \int \eta_{x} \Phi_{1} \Phi_{2}^{\prime}-\frac{\gamma \sqrt{\beta}}{\mu} \int\left(|\psi|^{2}\right)_{x} \Phi_{1} \Phi_{2}^{\prime}+\frac{\alpha}{\mu} \int \eta_{x} \Phi_{1} \Phi_{2}^{\prime} \\
& +\frac{\beta-\sqrt{\beta} \alpha}{\mu} \int \rho_{x} \Phi_{1} \Phi_{2}^{\prime}-\frac{\sqrt{\beta} \theta \mu^{\prime}}{\mu^{2}} \int \rho \Phi_{1} \Phi_{2}^{\prime}-\frac{\beta}{\mu} \int \rho_{x} \Phi_{1} \Phi_{2}^{\prime}-\frac{\theta \mu^{\prime}}{\mu^{2}} \int \eta \Phi_{1} \Phi_{2}^{\prime} \\
& +\frac{\alpha \gamma}{2 \mu} \int\left(|\psi|^{2}\right)_{x} \Phi_{1} \Phi_{2}^{\prime}+\frac{\sqrt{\beta}-\alpha}{\mu} \int \eta_{x} \Phi_{1} \Phi_{2}^{\prime}-\frac{\sqrt{\beta} \theta \lambda_{1}^{\prime}}{\mu \lambda_{1}} \int\left(\frac{x}{\lambda_{1}}\right) \rho \Phi_{1}^{\prime} \Phi_{2}^{\prime} \\
& -\frac{\theta \lambda_{1}^{\prime}}{\mu \lambda_{1}} \int\left(\frac{x}{\lambda_{1}}\right) \eta \Phi_{1}^{\prime} \Phi_{2}^{\prime}-\frac{\sqrt{\beta} \theta \lambda_{2}^{\prime}}{\mu \lambda_{2}} \int\left(\frac{x}{\lambda_{2}}\right) \rho \Phi_{1} \Phi_{2}^{\prime \prime}-\frac{\theta \lambda_{2}^{\prime}}{\mu \lambda_{2}} \int\left(\frac{x}{\lambda_{2}}\right) \eta \Phi_{1} \Phi_{2}^{\prime \prime} \\
= & \frac{\gamma \sqrt{\beta}}{\mu \lambda_{1}} \int|\psi|^{2} \Phi_{1}^{\prime} \Phi_{2}^{\prime}+\frac{\gamma \sqrt{\beta}}{\mu \lambda_{2}} \int|\psi|^{2} \Phi_{1} \Phi_{2}^{\prime \prime}-\frac{\sqrt{\beta} \theta \mu^{\prime}}{\mu^{2}} \int \rho \Phi_{1} \Phi_{2}^{\prime}-\frac{\theta \mu^{\prime}}{\mu^{2}} \int \eta \Phi_{1} \Phi_{2}^{\prime} \\
& -\frac{\alpha \gamma}{2 \mu \lambda_{1}} \int|\psi|^{2} \Phi_{1}^{\prime} \Phi_{2}^{\prime}-\frac{\alpha \gamma}{2 \mu \lambda_{2}} \int|\psi|^{2} \Phi_{1} \Phi_{2}^{\prime \prime}-\frac{\sqrt{\beta} \theta \lambda_{1}^{\prime}}{\mu \lambda_{1}} \int\left(\frac{x}{\lambda_{1}}\right) \rho \Phi_{1}^{\prime} \Phi_{2}^{\prime} \\
& -\frac{\theta \lambda_{1}^{\prime}}{\mu \lambda_{1}} \int\left(\frac{x}{\lambda_{1}}\right) \eta \Phi_{1}^{\prime} \Phi_{2}^{\prime}-\frac{\sqrt{\beta} \theta \lambda_{2}^{\prime}}{\mu \lambda_{2}} \int\left(\frac{x}{\lambda_{2}}\right) \rho \Phi_{1} \Phi_{2}^{\prime \prime}-\frac{\theta \lambda_{2}^{\prime}}{\mu \lambda_{2}} \int\left(\frac{x}{\lambda_{2}}\right) \eta \Phi_{1} \Phi_{2}^{\prime \prime} .
\end{aligned}
$$

Thus, by gathering terms we conclude the proof of the lemma. The proof of the second formula follows the same arguments. Hence, we omit it.

Remark 4.6. We emphasize that none of these Virial Lemmas require the explicit definition of $\Phi$ nor the one for the scaling functions $\lambda_{\mathrm{i}}$ and $\mu$ that we gave at the beginning of this section. In fact, in Section 4.4 we shall exploit (4.8) for completely different definitions of $\Phi, \lambda$ and $\mu$ (as soon as all quantities are well-defined). However, unless stated otherwise, throughout the proof of Theorem 4.1 we shall always assume that we are referring to the functions defined at the beginning of this section.

### 4.2.2 Uniform boundedness of the energy norm

The following lemma is a direct consequence of the conservation laws and give us the timeuniform boundedness of the $H^{1} \times L^{2} \times L^{2}$-norm.

Lemma 4.5. Let $(\psi, \rho, \eta) \in C\left(\mathbb{R}, H^{1} \times L^{2} \times L^{2}\right)$ be a global solution emanating from an initial data $\left(\psi_{0}, \rho_{0}, \eta_{0}\right) \in H^{1} \times L^{2} \times L^{2}$. Then, there exists a constant $C \in \mathbb{R}_{+}$, depending only on the norm of the initial data, such that the following global bound holds

$$
\|\psi(t)\|_{H^{1}}^{2}+\|\rho(t)\|_{L^{2}}^{2}+\|\eta(t)\|_{L^{2}}^{2} \leqslant C, \quad \forall t \in \mathbb{R}
$$

Proof. The idea of the proof is to use the conservation of the energy, re-constructing such conserved quantity from the energy norm. In fact, first of all let us recall that from the conservation of the energy we have

$$
\begin{equation*}
\int_{\mathbb{R}}\left(\omega\left|\psi_{x}\right|^{2}+\frac{\beta}{2} \rho^{2}+\frac{1}{2} \eta^{2}+\frac{\gamma q}{2}|\psi|^{4}+\frac{\gamma}{2}(2 \eta-\alpha \rho)|\psi|^{2}-\alpha \rho \eta\right) \mathrm{d} x=E(0) \tag{4.9}
\end{equation*}
$$

Hence, essentially we have to show that we can control the last three addends with the first three of them. Specifically, taking advantage of the conservation of both mass and energy, we would like to find appropriate constants $c>0, a, b \in \mathbb{R}$ such that

$$
\|\psi(t)\|_{H^{1}}^{2}+\|\rho(t)\|_{L^{2}}^{2}+\|\eta(t)\|_{L^{2}}^{2} \leqslant c\left(E(0)^{a}+M(0)^{b}\right) .
$$

First, we notice that to control the crossed term $\rho \eta$, it is enough to use Young inequality for products, from where we get

$$
\begin{equation*}
\alpha \int_{\mathbb{R}} \rho(t, x) \eta(t, x) \mathrm{d} x \leqslant \frac{\beta+\alpha^{2}}{4} \int_{\mathbb{R}} \rho^{2}(t, x) \mathrm{d} x+\frac{\alpha^{2}}{2\left(\beta+\alpha^{2}\right)} \int_{R} \eta^{2}(t, x) \mathrm{d} x \tag{4.10}
\end{equation*}
$$

Then, gathering the corresponding quadratic terms with respect to $(\rho, \eta)$ appearing in the energy, we have

$$
\int_{\mathbb{R}}\left(\frac{\beta}{2} \rho^{2}(t, x)+\frac{1}{2} \eta^{2}(t, x)-\alpha \rho(t, x) \eta(t, x)\right) \mathrm{d} x \geqslant \frac{\beta-\alpha^{2}}{4}\|\rho(t)\|_{L^{2}}^{2}+\frac{\beta}{2\left(\beta+\alpha^{2}\right)}\|\eta(t)\|_{L^{2}}^{2}
$$

We continue by bounding the contribution of the $L^{4}$-norm of $\psi(t)$. Indeed, by using Gagliardo-Nirenberg interpolation inequality, as well as Young inequality in the resulting right-hand side, we obtain

$$
\int_{\mathbb{R}}|\psi(t, x)|^{4} \mathrm{~d} x \leqslant\|\psi(t)\|_{H^{1}}\|\psi(t)\|_{L^{2}}^{3} \leqslant \varepsilon\left\|\psi_{x}(t)\right\|_{L^{2}}^{2}+\varepsilon M(0)+\frac{1}{\varepsilon} M(0)^{3}
$$

Once again, due to the conservation of mass, it is enough to choose $\varepsilon \in(0,1)$ sufficiently small so that we can absorb $\varepsilon\left\|\psi_{x}(t)\right\|_{L^{2}}^{2}$ by using the first term in (4.9). Finally, it only remains to bound

$$
\frac{\gamma}{2} \int_{\mathbb{R}}(2 \eta(t, x)-\alpha \rho(t, x))|\psi(t, x)|^{2} \mathrm{~d} x .
$$

However, notice that this term can be controlled by the previous ones. In fact, we have

$$
\begin{aligned}
\frac{\gamma}{2} \int_{\mathbb{R}}(2 \eta(t, x)-\alpha \rho(t, x))|\psi(t, x)|^{2} \mathrm{~d} x \leqslant & \frac{\beta}{16\left(\beta+\alpha^{2}\right)}\|\eta(t)\|_{L^{2}}^{2}+\frac{\beta-\alpha^{2}}{16}\|\rho(t)\|_{L^{2}}^{2} \\
& +\left(\frac{\gamma^{2}\left(\beta+\alpha^{2}\right)}{8 \beta}+\frac{2 \alpha^{2} \gamma^{2}}{\beta-\alpha^{2}}\right)\|\psi(t)\|_{L^{4}}^{4} .
\end{aligned}
$$

Therefore, gathering all the above estimates we conclude the proof of the lemma.

As a consequence of the previous lemma, we conclude the uniform boundedness of all the modified functionals.

Corollary 4.6. Let $(\psi, \rho, \eta) \in C\left(\mathbb{R}, H^{1} \times L^{2} \times L^{2}\right)$ be any solution to system 4.1) emanating from an initial data $\left(\psi_{0}, \rho_{0}, \eta_{0}\right) \in H^{1} \times L^{2} \times L^{2}$. Consider $\lambda_{1}(t), \lambda_{2}(t)$ and $\mu(t)$ defined as in (4.6). Then, the following bound holds

$$
\sup _{t \in(0,+\infty)}\left(\left|\mathcal{J}_{1}(t)\right|+\left|\mathcal{J}_{2}(t)\right|+\left|\mathcal{I}_{1}(t)\right|+\left|\mathcal{I}_{2}(t)\right|\right)<+\infty
$$

Proof. First of all, notice that the time-uniform boundedness of $\mathcal{I}_{1}$ and $\mathcal{I}_{2}$ follows directly from Hölder inequality as well as the previous Lemma. In the same fashion, to bound $\mathcal{J}_{1}$ we proceed by Hölder inequality. However, since $\mathcal{J}_{1}$ is of order 1 in $(\rho, \eta)$, in this case we obtain

$$
\begin{equation*}
\left|\mathcal{J}_{1}(t)\right| \lesssim \frac{1}{\mu(t)}\|\rho(t)+\eta(t)\|_{L^{2}}\|\Phi\|_{L^{\infty}}\left\|\Phi^{\prime}\left(\frac{\cdot}{\lambda_{2}(t)}\right)\right\|_{L^{2}} \lesssim \frac{\lambda_{2}^{1 / 2}(t)}{\mu(t)}<C \tag{4.11}
\end{equation*}
$$

where $C>0$ only depends on the initial data $\left(\psi_{0}, \rho_{0}, \eta_{0}\right)$.
To conclude, we notice that the same procedure also provides a time-uniform bound for $\mathcal{J}_{2}(t)$. The proof is complete.

Remark 4.7. Inequality (4.11) is precisely the condition that does not allow us to choose $\lambda_{1}(t)$ growing any faster. In particular, this is the reason why we cannot choose $\lambda_{1}(t)=t^{1^{-}}$, for example.

### 4.3 Proof of Theorem 4.1

### 4.3.1 Time integrability of $|\psi|^{2}$

In this section we seek to use the previously found virial identities to prove the time integrability of the solution. In order to do that, we split the analysis in several steps. First, we shall show the time integrability (in the region given in Theorem 4.1) only for $|\psi(t, x)|^{2}$, which is proved in the following proposition.

Proposition 4.7. Let $(\psi, \rho, \eta) \in C\left(\mathbb{R}, H^{1} \times L^{2} \times L^{2}\right)$ be any solution to system (4.1) emanating from an initial data $\left(\psi_{0}, \rho_{0}, \eta_{0}\right) \in H^{1} \times L^{2} \times L^{2}$. Then, for $\lambda_{1}(t), \lambda_{2}(t), \mu(t)$ and $v_{ \pm}$ defined as in (4.6)-4.7), the following inequality holds

$$
\begin{equation*}
\int_{0}^{+\infty} \frac{1}{\mu(t) \lambda_{1}(t)} \int_{\mathbb{R}}\left|\psi\left(t, x-v_{ \pm} t\right)\right|^{2} \operatorname{sech}^{4}\left(\frac{x}{\lambda_{1}(t)}\right) \mathrm{d} x \mathrm{~d} t<+\infty . \tag{4.12}
\end{equation*}
$$

Proof. Let us first consider the case of $v_{-}$. The case for $v_{+}$follows from the same bounds up
to trivial modifications. Indeed, we define

$$
\begin{aligned}
\mathcal{F}_{-}(t):= & \frac{\mathrm{d}}{\mathrm{~d} t} \mathcal{J}_{1}(t)-\frac{\gamma(2 \sqrt{\beta}-\alpha)}{2 \mu(t) \lambda_{2}(t)} \int\left|\psi\left(t, x-v_{-} t\right)\right|^{2} \Phi\left(\frac{x}{\lambda_{1}(t)}\right) \Phi^{\prime \prime}\left(\frac{x}{\lambda_{2}(t)}\right) \\
& +\frac{\theta \mu^{\prime}(t)}{\mu^{2}(t)} \int(\sqrt{\beta} \rho+\eta)\left(t, x-v_{-} t\right) \Phi\left(\frac{x}{\lambda_{1}(t)}\right) \Phi^{\prime}\left(\frac{x}{\lambda_{2}(t)}\right) \\
& +\frac{\theta \lambda_{1}^{\prime}(t)}{\mu(t) \lambda_{1}(t)} \int\left(\frac{x}{\lambda_{1}(t)}\right)(\sqrt{\beta} \rho+\eta)\left(t, x-v_{-} t\right) \Phi^{\prime}\left(\frac{x}{\lambda_{1}(t)}\right) \Phi^{\prime}\left(\frac{x}{\lambda_{2}(t)}\right) \\
& +\frac{\theta \lambda_{2}^{\prime}(t)}{\mu(t) \lambda_{2}(t)} \int\left(\frac{x}{\lambda_{2}(t)}\right)(\sqrt{\beta} \rho+\eta)\left(t, x-v_{-} t\right) \Phi\left(\frac{x}{\lambda_{1}(t)}\right) \Phi^{\prime \prime}\left(\frac{x}{\lambda_{2}(t)}\right) \\
= & \mathrm{I}+\mathrm{II}+\mathrm{III}+\mathrm{IV}+\mathrm{V} .
\end{aligned}
$$

Then, from Lemma 4.4 we infer that

$$
\frac{\gamma(2 \sqrt{\beta}-\alpha)}{2 \mu(t) \lambda_{1}(t)} \int\left|\psi\left(t, x-v_{-} t\right)\right|^{2} \Phi^{\prime}\left(\frac{x}{\lambda_{1}(t)}\right) \Phi^{\prime}\left(\frac{x}{\lambda_{2}(t)}\right) \mathrm{d} x=\mathcal{F}_{-}(t) .
$$

Hence, the problem is reduced to prove that we can integrate $\mathcal{F}_{-}(t)$ on $(0,+\infty)$. In fact, first of all notice that, from Corollary 4.6 we infer that

$$
\left|\int_{0}^{+\infty} \mathrm{I}(t) \mathrm{d} t\right| \lesssim \limsup _{t \rightarrow+\infty}\left|\mathcal{J}_{1}(t)-\mathcal{J}_{1}(0)\right|<+\infty .
$$

Moreover, from Lemma 4.5 as well as the explicit definitions of $\mu(t)$ and $\lambda_{2}(t)$, it immediately follows that II $\in L^{1}\left(\mathbb{R}_{+}\right)$. On the other hand, from Lemma 4.5 along with Hölder inequality, we can bound $\operatorname{III}(t)$ by

$$
|\operatorname{III}(t)| \lesssim \frac{\mu^{\prime}(t)\left\|\Phi^{\prime}\left(\frac{\cdot}{\lambda_{2}(t)}\right)\right\|_{L^{2}}}{\mu^{2}(t)} \lesssim \frac{\lambda_{2}^{1 / 2} \mu^{\prime}(t)}{\mu^{2}(t)} \lesssim \frac{1}{(\kappa+t) \log (\kappa+t) \log \log ^{3 / 2}(\kappa+t)} \in L^{1}\left(\mathbb{R}_{+}\right)
$$

In the same fashion, applying Lemma 4.5 and Hölder inequality, we can bound $|\operatorname{IV}(t)|$ and $|\mathrm{V}(t)|$ pointwisely by integrable function as

$$
\begin{aligned}
|\operatorname{IV}(t)| & \lesssim \frac{\lambda_{1}^{1 / 2}(t) \lambda_{1}^{\prime}(t)}{\mu(t) \lambda_{1}(t)} \lesssim \frac{1}{(\kappa+t) \log (\kappa+t) \log \log ^{2}(\kappa+t)} \in L^{1}\left(\mathbb{R}_{+}\right) \\
|\mathrm{V}(t)| & \lesssim \frac{\lambda_{2}^{1 / 2}(t) \lambda_{2}^{\prime}(t)}{\mu(t) \lambda_{2}(t)} \lesssim \frac{1}{(\kappa+t) \log (\kappa+t) \log \log ^{3 / 2}(\kappa+t)} \in L^{1}\left(\mathbb{R}_{+}\right)
\end{aligned}
$$

Therefore, gathering all the above inequalities, we conclude the proof of 4.12) in the case of $v_{-}$. Notice that the same proof (up to trivial modifications) also works for $v_{+}$. The proof is complete.

Remark 4.8. The proof of the previous proposition does not depend on the value of $\alpha \in \mathbb{R}$, and hence, this concludes the first inequality in Theorem 4.1.

### 4.3.2 Time Integrability of the full solution

In this section we seek to extend the analysis to the full solution, that is, to include the corresponding integral terms associated to $\left(\psi_{x}, \rho, \eta\right)$. From now on we split the analysis in two cases concerning the values of $\alpha \in \mathbb{R}$.

## Case $\alpha \neq 0$

In order to take advantage of the previous analysis, we consider a different version of the modified momentum functional adapted to this region. More specifically, we define modified momentum functional adapted to the characteristics $x-v_{ \pm} t$, that is,

$$
\begin{aligned}
\widetilde{\mathcal{I}}_{ \pm}(t):= & \frac{1}{\mu(t)} \operatorname{Im} \int_{\mathbb{R}} \psi\left(t, x-v_{ \pm} t\right) \overline{\psi_{x}}\left(t, x-v_{ \pm} t\right) \Phi\left(\frac{x}{\lambda_{1}(t)}\right) \mathrm{d} x \\
& -\frac{\theta}{\mu(t)} \int_{\mathbb{R}} \rho\left(t, x-v_{ \pm} t\right) \eta\left(t, x-v_{ \pm} t\right) \Phi\left(\frac{x}{\lambda_{1}(t)}\right) \mathrm{d} x .
\end{aligned}
$$

Notice that, as a direct consequence of Lemma 4.3, we have the following identity

$$
\begin{align*}
-\frac{\mathrm{d}}{\mathrm{~d} t} \widetilde{\mathcal{I}}_{ \pm}(t)= & \frac{2 \omega}{\mu \lambda_{1}} \int\left|\psi_{x}\right|^{2} \Phi^{\prime}-\frac{\omega}{2 \mu \lambda_{1}^{3}} \int|\psi|^{2} \Phi^{\prime \prime \prime}+\frac{1}{2 \mu \lambda_{1}} \int \eta^{2} \Phi^{\prime}+\frac{\beta}{2 \mu \lambda_{1}} \int \rho^{2} \Phi^{\prime} \\
& +\frac{\gamma q}{2 \mu \lambda_{1}} \int|\psi|^{4} \Phi^{\prime}-\frac{\alpha}{\mu \lambda_{1}} \int \rho \eta \Phi^{\prime}+\frac{\gamma}{\mu \lambda_{1}} \int\left(\eta-\frac{\alpha}{2} \rho\right)|\psi|^{2} \Phi^{\prime}-\frac{\theta \mu^{\prime}}{\mu^{2}} \int \rho \eta \Phi \\
& +\frac{\mu^{\prime}}{\mu^{2}} \operatorname{Im} \int \psi \bar{\psi}_{x} \Phi+\frac{\lambda_{1}^{\prime}}{\mu \lambda_{1}} \operatorname{Im} \int\left(\frac{x}{\lambda_{1}}\right) \psi \bar{\psi}_{x} \Phi^{\prime}-\frac{\theta \lambda_{1}^{\prime}}{\mu \lambda_{1}} \int\left(\frac{x}{\lambda_{1}}\right) \rho \eta \Phi^{\prime}  \tag{4.13}\\
& \pm \frac{\sqrt{\beta} \pm \alpha}{\theta \mu \lambda_{1}} \operatorname{Im} \int \psi \bar{\psi}_{x} \Phi^{\prime} \mp \frac{\sqrt{\beta} \pm \alpha}{\mu \lambda_{1}} \int \rho \eta \Phi^{\prime},
\end{align*}
$$

where we have used the fact that, since $\Phi$ is real-valued, we have

$$
-\operatorname{Im} \int \psi \bar{\psi}_{x x} \Phi\left(\frac{x}{\lambda_{1}}\right)=\frac{1}{\lambda_{1}} \operatorname{Im} \int \psi \bar{\psi}_{x} \Phi^{\prime}\left(\frac{x}{\lambda_{1}}\right) .
$$

With all of this at hand, we are ready to prove the time integrability of the full solution in weighted spaces along these characteristics. The following proposition concludes the proof the Theorem 4.1 in the case $\alpha \neq 0$.

Proposition 4.8. Let $(\psi, \rho, \eta) \in C\left(\mathbb{R}, H^{1} \times L^{2} \times L^{2}\right)$ be any solution to system (4.1) emanating from an initial data $\left(\psi_{0}, \rho_{0}, \eta_{0}\right) \in H^{1} \times L^{2} \times L^{2}$. For $\lambda_{1}(t), \mu(t)$ and $v_{ \pm}$defined as in (4.6)-(4.7), we have the following two cases:

1. If $\alpha>0$, then the following holds

$$
\int_{0}^{+\infty} \frac{1}{\mu(t) \lambda_{1}(t)} \int_{\mathbb{R}}\left(\left|\psi_{x}\right|^{2}+|\psi|^{2}+\rho^{2}+\eta^{2}\right)\left(t, x-v_{-} t\right) \operatorname{sech}^{4}\left(\frac{x}{\lambda_{1}(t)}\right) \mathrm{d} x \mathrm{~d} t<+\infty .
$$

2. If $\alpha<0$, then the following holds

$$
\int_{0}^{+\infty} \frac{1}{\mu(t) \lambda_{1}(t)} \int_{\mathbb{R}}\left(\left|\psi_{x}\right|^{2}+|\psi|^{2}+\rho^{2}+\eta^{2}\right)\left(t, x-v_{+} t\right) \operatorname{sech}^{4}\left(\frac{x}{\lambda_{1}(t)}\right) \mathrm{d} x \mathrm{~d} t<+\infty .
$$

Proof. We shall proceed in a similar fashion as in Proposition 4.7. However, notice that in this case we have several quadratic terms with no definite sign. The idea is to use Proposition 4.7 to deal with the terms involving $|\psi|^{2}$, and to absorb the crossed terms of the form $\rho \eta$
with the ones with $\rho^{2}$ and $\eta^{2}$. In fact, first of all notice that, thanks to Lemma 4.5 and the explicit definitions of $\mu$ and $\lambda_{1}$, it is not difficult to see that

$$
\frac{1}{\mu \lambda_{1}^{3}} \int|\psi|^{2} \Phi^{\prime \prime \prime} \in L^{1}\left(\mathbb{R}_{+}\right), \quad \frac{\mu^{\prime}}{\mu^{2}} \int \rho \eta \Phi \in L^{1}\left(\mathbb{R}_{+}\right), \quad \frac{\mu^{\prime}}{\mu^{2}} \operatorname{Im} \int \psi \bar{\psi}_{x} \Phi \in L^{1}\left(\mathbb{R}_{+}\right)
$$

Moreover, from Lemma 4.5 we also infer that we can integrate $\tilde{\mathcal{I}}^{\prime}(t)$ on $(0,+\infty)$. On the other hand, by Hölder inequality, the explicit definitions of $\mu$ and $\lambda_{1}$, as well as Lemma 4.5, we obtain

$$
\begin{aligned}
& \frac{\lambda_{1}^{\prime}}{\mu \lambda_{1}}\left|\operatorname{Im} \int\left(\frac{x}{\lambda_{1}}\right) \psi \bar{\psi}_{x} \Phi^{\prime}\right| \lesssim \frac{\lambda_{1}^{\prime}\|\psi\|_{L_{t}^{\infty} H_{x}^{1}}^{2}\left\|(\cdot) \Phi^{\prime}\right\|_{L^{\infty}}}{\mu \lambda_{1}} \in L^{1}\left(\mathbb{R}_{+}\right), \quad \text { and, } \\
& \frac{\lambda_{1}^{\prime}}{\mu \lambda_{1}}\left|\int\left(\frac{x}{\lambda_{1}}\right) \rho \eta \Phi^{\prime}\right| \lesssim \frac{\lambda_{1}^{\prime}\|\rho\|_{L_{t}^{\infty} L_{x}^{2}}\|\eta\|_{t}^{\infty} L_{x}^{2}\left\|(\cdot) \Phi^{\prime}\right\|_{L^{\infty}}}{\mu \lambda_{1}} \in L^{1}\left(\mathbb{R}_{+}\right) .
\end{aligned}
$$

Now, for the term involving $|\psi|^{4}$ in (4.13), we use Proposition 4.7, Lemma 4.5 as well as Sobolev embedding, from where we get ${ }^{1}$

$$
\begin{equation*}
\frac{1}{\mu \lambda_{1}} \int|\psi|^{4} \Phi^{\prime} \lesssim \frac{1}{\mu \lambda_{1}}\|\psi\|_{L_{t}^{\infty} H_{x}^{1}}^{2} \int|\psi|^{2} \Phi^{\prime} \in L^{1}\left(\mathbb{R}_{+}\right) \tag{4.14}
\end{equation*}
$$

Besides, from Young inequality for products, it is not difficult to see that

$$
\frac{2 \omega}{\mu \lambda_{1}} \int\left|\psi_{x}\right|^{2} \Phi^{\prime} \pm \frac{(\sqrt{\beta} \pm \alpha)}{\mu \lambda_{1}} \operatorname{Im} \int \psi \bar{\psi}_{x} \Phi^{\prime} \geqslant \frac{\omega}{\mu \lambda_{1}} \int\left|\psi_{x}\right|^{2} \Phi^{\prime}-\frac{(\sqrt{\beta}-\alpha)^{2}}{4 \omega \mu \lambda_{1}} \int|\psi|^{2} \Phi^{\prime}
$$

Thanks to Proposition 4.7, the last term in the right-hand side above, belongs to $L^{1}\left(\mathbb{R}_{+}\right)$. Also, from Young inequality for products again, we additionally infer that

$$
\begin{equation*}
\frac{\gamma}{\mu \lambda_{1}} \int\left(\eta-\frac{\alpha}{2} \rho\right)|\psi|^{2} \Phi^{\prime} \geqslant-\frac{\varepsilon_{1}^{*}}{\mu \lambda_{1}} \int \eta^{2} \Phi^{\prime}-\frac{\varepsilon_{2}^{*}}{\mu \lambda_{1}} \int \rho^{2} \Phi^{\prime}-\frac{K}{\mu \lambda_{1}} \int|\psi|^{4} \Phi^{\prime} \tag{4.15}
\end{equation*}
$$

where $\varepsilon_{1}^{*}, \varepsilon_{2}^{*}>0$ denote sufficiently small numbers that shall be fixed later. Here $K=$ $K\left(\varepsilon_{1}^{*}, \varepsilon_{2}^{*}\right)>0$ is a large number, however, proceeding in the same fashion as in (4.14) we infer that this term belongs to $L^{1}\left(\mathbb{R}_{+}\right)$no matter what the value of $K$ is.

Finally, it only remains to control the quadratic terms in $\rho$ and $\eta$. Unfortunately, due to the factor $\mp(\sqrt{\beta} \pm 2 \alpha) \rho \eta$ appearing in $(4.13)$, we cannot obtain the required positivity in both directions $v_{ \pm}$for the terms involving $\rho^{2}, \eta^{2}$ and $\rho \eta$. Thus, we split the analysis in two cases regarding the sign of $\alpha$.

Case $\alpha>0$ : We aim to prove the following claim that provide us the required positivity: There exists two constants $c_{1}, c_{2}>0$, such that

$$
\begin{equation*}
\frac{1}{2 \mu \lambda} \int \eta^{2} \Phi^{\prime}+\frac{\beta}{2 \mu \lambda} \int \rho^{2} \Phi^{\prime}+\frac{\sqrt{\beta}-2 \alpha}{\mu \lambda} \int \rho \eta \Phi^{\prime} \geqslant \frac{c_{1}}{\mu \lambda} \int \eta^{2} \Phi^{\prime}+\frac{c_{2}}{\mu \lambda} \int \rho^{2} \Phi^{\prime} . \tag{4.16}
\end{equation*}
$$

[^0]In this case we shall take advantage of $\tilde{\mathcal{I}}_{-}(t)$. In fact, first of all, notice that, if $\sqrt{\beta}-2 \alpha=0$, then there is nothing to prove. Then, in the sequel we assume $\sqrt{\beta}-2 \alpha \neq 0$. Indeed, consider the parameter $\varepsilon_{1} \in \mathbb{R}$ given by

$$
\varepsilon_{1}:=\frac{1}{2}\left(1+\frac{\beta}{(\sqrt{\beta}-2 \alpha)^{2}}\right)>0 .
$$

Then, by using Young inequality for products, with parameter given by $\varepsilon_{1}$, we infer

$$
\begin{aligned}
& \frac{1}{2 \mu \lambda} \int \eta^{2} \Phi^{\prime}+\frac{\beta}{2 \mu \lambda} \int \rho^{2} \Phi^{\prime}+\frac{\sqrt{\beta}-2 \alpha}{\mu \lambda} \int \rho \eta \Phi^{\prime} \\
& \quad \geqslant \frac{1}{2 \mu \lambda}\left(1-\varepsilon_{1}^{-1}\right) \int \eta^{2} \Phi^{\prime}+\frac{1}{2 \mu \lambda}\left(\beta-(\sqrt{\beta}-2 \alpha)^{2} \varepsilon_{1}\right) \int \rho^{2} \Phi^{\prime}
\end{aligned}
$$

Moreover, notice that, since $\beta-\alpha^{2}>0$ and $\alpha>0$, we infer that $\varepsilon_{1}>1$, and hence $1-\varepsilon_{1}^{-1}>0$. On the other hand, by direct computations we see that

$$
\beta-(\sqrt{\beta}-2 \alpha)^{2} \varepsilon_{1}>\beta-\frac{(\sqrt{\beta}-2 \alpha)^{2} \beta}{(\sqrt{\beta}-2 \alpha)^{2}}=0
$$

Then, plugging the previous computations into (4.16), we conclude the proof of the claim.

Case $\alpha<0$ : In this case we aim to prove the following claim that provide us the required positivity: There exists two constants $c_{1}, c_{2}>0$, such that

$$
\begin{equation*}
\frac{1}{2 \mu \lambda} \int \eta^{2} \Phi^{\prime}+\frac{\beta}{2 \mu \lambda} \int \rho^{2} \Phi^{\prime}-\frac{\sqrt{\beta}+2 \alpha}{\mu \lambda} \int \rho \eta \Phi^{\prime} \geqslant c_{1} \int \eta^{2} \Phi^{\prime}+c_{2} \int \rho^{2} \Phi^{\prime} . \tag{4.17}
\end{equation*}
$$

In contrast with the previous case, in this case we shall take advantage of $\widetilde{\mathcal{I}}_{+}(t)$. In fact, first of all, notice that, if $\sqrt{\beta}+2 \alpha=0$, then there is nothing to prove. Thus, in the sequel we assume $\sqrt{\beta}+2 \alpha \neq 0$. Indeed, define $\varepsilon_{2} \in \mathbb{R}$ as

$$
\varepsilon_{2}:=\frac{1}{2}\left(1+\frac{\beta}{(\sqrt{\beta}+2 \alpha)^{2}}\right)>0 .
$$

Then, by using Young inequality for products, with parameter given by $\varepsilon_{2}$, we infer

$$
\begin{aligned}
& \frac{1}{2 \mu \lambda} \int \eta^{2} \Phi^{\prime}+\frac{\beta}{2 \mu \lambda} \int \rho^{2} \Phi^{\prime}-\frac{\sqrt{\beta}+2 \alpha}{\mu \lambda} \int \rho \eta \Phi^{\prime} \\
& \quad \geqslant \frac{1}{2 \mu \lambda}\left(1-\varepsilon_{2}^{-1}\right) \int \eta^{2} \Phi^{\prime}+\frac{1}{2 \mu \lambda}\left(\beta-(\sqrt{\beta}+2 \alpha)^{2} \varepsilon_{2}\right) \int \rho^{2} \Phi^{\prime} .
\end{aligned}
$$

Moreover, by using both $\beta-\alpha^{2}>0$ and $\alpha<0$, proceeding in exactly the same fashion as in the previous claim, we conclude that both factors in front of each of the integral on the right-hand side of the latter inequality are strictly positive. Thus, we conclude the proof of the claim.

Finally, it only remains to set the definition of $\varepsilon_{1}^{*}$ and $\varepsilon_{2}^{*}$ in 4.15). Notice that we have to give a different definition depending on the case $\alpha \gtrless 0$. In fact, from the above analysis it follows that it is enough to consider

$$
\begin{array}{ll}
\varepsilon_{1,+}^{*}:=10^{-10}\left(\beta-(\sqrt{\beta}-2 \alpha)^{2} \varepsilon_{1}\right) & \varepsilon_{2,+}^{*}:=10^{-10}\left(1-\varepsilon_{1}^{-1}\right) \\
\varepsilon_{1,-}^{*}:=10^{-10}\left(\beta-(\sqrt{\beta}+2 \alpha)^{2} \varepsilon_{2}\right) & \varepsilon_{2,-}^{*}:=10^{-10}\left(1-\varepsilon_{2}^{-1}\right)
\end{array}
$$

where $\varepsilon_{\mathrm{i}, \pm}^{*}$ stands for the case where $\alpha$ is positive or negative respectively. Hence, we conclude the proof of the proposition.

Case $\alpha=0$

In the case when $\alpha=0$, we can give a much simpler and shorter proof. In fact, in this case, from Lemma 4.3 we can easily deduce the following result.

Proposition 4.9. Let $(\psi, \rho, \eta) \in C\left(\mathbb{R}, H^{1} \times L^{2} \times L^{2}\right)$ be any solution to system (4.1) emanating from an initial data $\left(\psi_{0}, \rho_{0}, \eta_{0}\right) \in H^{1} \times L^{2} \times L^{2}$. For $\lambda_{1}(t), \mu(t)$ and $v_{ \pm}$defined as in (4.6)-(4.7), the following inequality holds

$$
\int_{0}^{+\infty} \frac{1}{\mu(t) \lambda_{1}(t)} \int_{\mathbb{R}}\left(|\psi(t, x)|^{4}+\left|\psi_{x}(t, x)\right|^{2}+\eta^{2}(t, x)+\rho^{2}(t, x)\right) \operatorname{sech}^{2}\left(\frac{x}{\lambda_{1}(t)}\right) \mathrm{d} x \mathrm{~d} t<+\infty
$$

Proof. In fact, by using the standard modified momentum function $\mathcal{I}(t)$ (instead of $\tilde{\mathcal{I}}(t)$ as before), we proceed in the same fashion as in the previous proposition, using Lemma 4.3 and noticing that, under our current assumptions, $q=\gamma>0$, from where we infer that

$$
\frac{3 \gamma q}{4 \mu \lambda_{1}} \int|\psi|^{4} \Phi^{\prime}+\frac{1}{2 \mu \lambda_{1}} \int \eta^{2} \Phi^{\prime}+\frac{\gamma}{\mu \lambda_{1}} \int \eta|\psi|^{2} \Phi^{\prime}>\frac{\gamma^{2}}{100 \mu \lambda_{1}} \int|\psi|^{4} \Phi^{\prime}+\frac{1}{100 \mu \lambda_{1}} \int \eta^{2} \Phi^{\prime}
$$

Then, the proof follows by gathering the latter inequality with (4.8) and recalling that $\lambda_{1}^{-3} \in$ $L^{1}\left(\mathbb{R}_{+}\right)$. In order to avoid over-repeated computations we omit the details.

### 4.4 Decay in far field regions

In this section we seek to prove pointwise decay in far field regions by taking advantage of some suitable virial identities, as before. The analysis is similar (in spirit) to that shown in the previous section. However, in this case, the idea will be somewhat the opposite, in the sense that now the important terms shall come from the derivative of the weight $\Phi$, instead of the derivative of the solution, as in the previous section. To do so, we consider both the modified mass functional as well as the modified energy functional, which are given by (respectively)

$$
\begin{gathered}
\mathcal{M}_{ \pm}(t):=\int_{\mathbb{R}} \Phi\left(\frac{ \pm x+\zeta(t)}{\lambda(t)}\right)|\psi(t, x)|^{2} \mathrm{~d} x \\
\mathcal{E}_{ \pm}(t):=\int_{\mathbb{R}} \Phi\left(\frac{ \pm x+\zeta(t)}{\lambda(t)}\right)\left(\omega\left|\psi_{x}\right|^{2}+\frac{\gamma q}{2}|\psi|^{4}+\frac{\beta}{2} \rho^{2}+\frac{1}{2} \eta^{2}+\frac{\gamma}{2}(2 \eta-\alpha \rho)|\psi|^{2}-\alpha \rho \eta\right) \mathrm{d} x .
\end{gathered}
$$

Here, $\Phi$ stands for a smooth and bounded weight (not necessarily decaying at $\pm \infty$ ), which shall be completely different to the one chosen in the previous section (see (4.26)-4.27) for the exact definition). Notice also that, in contrast with the modified mean functional, now we only require $\Phi$ belonging to $L^{\infty}(\mathbb{R})$ in order for $\mathcal{M}_{ \pm}$and $\mathcal{E}_{ \pm}$to be well-defined and uniformly
bounded (for solutions in the energy space). Additionally, in this case we define the scaling $\lambda(t)$ and the shift $\zeta(t)$ as

$$
\begin{equation*}
\lambda(t):=(1+t)^{2+\delta}, \quad \zeta(t) \geqslant c_{1} \lambda(t), \quad \zeta^{\prime}(t) \geqslant c_{2} \lambda^{\prime}(t), \quad c_{1}, c_{2}>0, \delta>0 . \tag{4.18}
\end{equation*}
$$

In a similar spirit as in the previous section, the main motivation to consider these specific definitions of $\lambda$ and $\zeta$ is to obtain

$$
\begin{equation*}
\frac{1}{\lambda}, \frac{1}{\zeta} \in L^{1}\left(\mathbb{R}_{+}\right), \quad \text { however } \quad \frac{\lambda^{\prime}}{\lambda}, \frac{\zeta^{\prime}}{\lambda} \notin L^{1}\left(\mathbb{R}_{+}\right) \tag{4.19}
\end{equation*}
$$

which shall allow us to neglect some bad terms (in some sense). We emphasize that, in this case, we are considering a scaling factor $\lambda(t)$ growing faster than linear (in contrast with the previous sections). This changes the behavior of some important terms (with respect to the above analysis) that we intend to take advantage of.

On the other hand, to simplify computations, we split the modified energy functional $\mathcal{E}$ into the following functionals

$$
\begin{align*}
\mathcal{E}_{ \pm, 1}(t) & :=\int_{\mathbb{R}} \Phi\left(\frac{ \pm x+\zeta(t)}{\lambda(t)}\right)\left(\omega\left|\psi_{x}\right|^{2}+\frac{\gamma q}{2}|\psi|^{4}\right) \mathrm{d} x,  \tag{4.20}\\
\mathcal{E}_{ \pm, 2}(t) & :=\int_{\mathbb{R}} \Phi\left(\frac{ \pm x+\zeta(t)}{\lambda(t)}\right)\left(\frac{\beta}{2} \rho^{2}+\frac{1}{2} \eta^{2}+\frac{\gamma}{2}(2 \eta-\alpha \rho)|\psi|^{2}-\alpha \rho \eta\right) \mathrm{d} x .
\end{align*}
$$

Before going further, let us compute the virial identities associated with our current functionals, that shall give us the fundamental information for the following analysis.

Lemma 4.10. Let $(\psi, \rho, \eta) \in C\left(\mathbb{R}, H^{1} \times L^{2} \times L^{2}\right)$ be any solution to system 4.1). Then, for all $t \in \mathbb{R}$, the following identity holds

$$
\begin{align*}
\frac{\mathrm{d}}{\mathrm{~d} t} \mathcal{M}_{ \pm}(t)= & -\frac{\lambda^{\prime}}{\lambda} \int_{\mathbb{R}} \Phi^{\prime}\left(\frac{ \pm x+\zeta}{\lambda}\right)\left(\frac{ \pm x+\zeta}{\lambda}\right)|\psi|^{2} \mathrm{~d} x+\frac{\zeta^{\prime}}{\lambda} \int_{\mathbb{R}} \Phi^{\prime}\left(\frac{ \pm x+\zeta}{\lambda}\right)|\psi|^{2} \mathrm{~d} x \\
& \pm \frac{2 \omega}{\lambda} \operatorname{Im} \int_{\mathbb{R}} \Phi^{\prime}\left(\frac{ \pm x+\zeta}{\lambda}\right) \bar{\psi} \psi_{x} \mathrm{~d} x \tag{4.21}
\end{align*}
$$

Proof. The proof follows from direct computations. We omit this proof.
Lemma 4.11. Let $(\psi, \rho, \eta) \in C\left(\mathbb{R}, H^{2} \times H^{1} \times H^{1}\right)$ be any solution to system 4.1). Then,
for all $t \in \mathbb{R}$, the following identity holds,

$$
\begin{align*}
\frac{\mathrm{d}}{\mathrm{~d} t} \mathcal{E}_{ \pm}(t)= & \frac{\zeta^{\prime}}{\lambda} \int_{\mathbb{R}} \Phi^{\prime}\left(\frac{ \pm x+\zeta(t)}{\lambda(t)}\right)\left(\omega\left|\psi_{x}\right|^{2}+\frac{\gamma q}{2}|\psi|^{4}\right) \mathrm{d} x \\
& -\frac{\lambda^{\prime}}{\lambda} \int_{\mathbb{R}} \Phi^{\prime}\left(\frac{ \pm x+\zeta(t)}{\lambda(t)}\right)\left(\frac{ \pm x+\zeta(t)}{\lambda(t)}\right)\left(\omega\left|\psi_{x}\right|^{2}+\frac{\gamma q}{2}|\psi|^{4}\right) \mathrm{d} x \\
& +\frac{\zeta^{\prime}}{\lambda} \int_{\mathbb{R}} \Phi^{\prime}\left(\frac{ \pm x+\zeta(t)}{\lambda(t)}\right)\left(\frac{\beta}{2} \rho^{2}+\frac{1}{2} \eta^{2}+\frac{\gamma}{2}(2 \eta-\alpha \rho)|\psi|^{2}-\alpha \rho \eta\right) \mathrm{d} x  \tag{4.22}\\
& -\frac{\lambda^{\prime}}{\lambda} \int_{\mathbb{R}} \Phi^{\prime}\left(\frac{ \pm x+\zeta(t)}{\lambda(t)}\right)\left(\frac{ \pm x+\zeta(t)}{\lambda(t)}\right)\left(\frac{\beta}{2} \rho^{2}+\frac{1}{2} \eta^{2}+\frac{\gamma}{2}(2 \eta-\alpha \rho)|\psi|^{2}-\alpha \rho \eta\right) \mathrm{d} x \\
& \pm \frac{2 \omega^{2}}{\lambda} \operatorname{Im} \int_{\mathbb{R}} \Phi^{\prime}\left(\frac{ \pm x+\zeta(t)}{\lambda(t)}\right) \bar{\psi}_{x} \psi_{x x} \mathrm{~d} x \pm \frac{2 \gamma q \omega}{\lambda} \operatorname{Im} \int_{\mathbb{R}} \Phi^{\prime}\left(\frac{ \pm x+\zeta(t)}{\lambda(t)}\right)|\psi|^{2} \bar{\psi} \psi_{x} \mathrm{~d} x \\
& \mp \frac{\alpha}{\theta \lambda} \int_{\mathbb{R}} \Phi^{\prime}\left(\frac{ \pm x+\zeta(t)}{\lambda(t)}\right)\left(\beta|\rho|^{2}+|\eta|^{2}\right) \mathrm{d} x \pm \frac{\beta+\alpha^{2}}{\theta \lambda} \int_{\mathbb{R}} \Phi^{\prime}\left(\frac{ \pm x+\zeta(t)}{\lambda(t)}\right) \rho \eta \mathrm{d} x \\
& \pm \frac{\gamma\left(\beta+\alpha^{2} / 2\right)}{\theta \lambda} \int_{\mathbb{R}} \Phi^{\prime}\left(\frac{ \pm x+\zeta(t)}{\lambda(t)}\right) \rho|\psi|^{2} \mathrm{~d} x \mp \frac{3}{2} \frac{\gamma \alpha}{\theta \lambda} \int_{\mathbb{R}} \Phi^{\prime}\left(\frac{ \pm x+\zeta(t)}{\lambda(t)}\right) \eta|\psi|^{2} \mathrm{~d} x \\
& \mp \frac{\gamma^{2} \alpha}{\theta \lambda} \int_{\mathbb{R}} \Phi^{\prime}\left(\frac{ \pm x+\zeta(t)}{\lambda(t)}\right)|\psi|^{4} \mathrm{~d} x \pm \frac{\gamma \omega}{\lambda} \operatorname{Im} \int_{\mathbb{R}} \Phi^{\prime}\left(\frac{ \pm x+\zeta(t)}{\lambda(t)}\right)(2 \eta-\alpha \rho) \bar{\psi} \psi_{x} \mathrm{~d} x
\end{align*}
$$

Proof. First of all, in order to simplify the computations, we split the derivative of $\mathcal{E}_{ \pm}$into the sum of the derivatives of $\mathcal{E}_{ \pm, \mathrm{i}}, \mathrm{i}=1,2$, treating separately each of these functionals and then summing-up the corresponding results. In fact, directly differentiating $\mathcal{E}_{ \pm, 1}$, using that ( $\psi, \rho, \eta$ ) solves system (4.1) and then performing several integration by parts, we obtain

$$
\begin{align*}
\frac{\mathrm{d}}{\mathrm{~d} t} \mathcal{E}_{ \pm, 1}(t)= & \frac{\zeta^{\prime}}{\lambda} \int_{\mathbb{R}} \Phi^{\prime}\left(\frac{ \pm x+\zeta(t)}{\lambda(t)}\right)\left(\omega\left|\psi_{x}\right|^{2}+\frac{\gamma q}{2}|\psi|^{4}\right) \mathrm{d} x \\
& -\frac{\lambda^{\prime}}{\lambda} \int_{\mathbb{R}} \Phi^{\prime}\left(\frac{ \pm x+\zeta(t)}{\lambda(t)}\right)\left(\frac{ \pm x+\zeta(t)}{\lambda(t)}\right)\left(\omega\left|\psi_{x}\right|^{2}+\frac{\gamma q}{2}|\psi|^{4}\right) \mathrm{d} x  \tag{4.23}\\
& \pm \frac{2 \omega^{2}}{\lambda} \operatorname{Im} \int_{\mathbb{R}} \Phi^{\prime}\left(\frac{ \pm x+\zeta(t)}{\lambda(t)}\right) \bar{\psi}_{x} \psi_{x x} \mathrm{~d} x \pm \frac{2 \gamma q \omega}{\lambda} \operatorname{Im} \int_{\mathbb{R}} \Phi^{\prime}\left(\frac{ \pm x+\zeta(t)}{\lambda(t)}\right)|\psi|^{2} \bar{\psi} \psi_{x} \mathrm{~d} x \\
& +2 \omega \gamma \operatorname{Im} \int_{\mathbb{R}} \Phi\left(\frac{ \pm x+\zeta(t)}{\lambda(t)}\right) \bar{\psi}_{x} \psi\left(\eta-\frac{1}{2} \alpha \rho+q|\psi|^{2}\right)_{x} \mathrm{~d} x \\
& +2 \gamma q \omega \operatorname{Im} \int_{\mathbb{R}} \Phi\left(\frac{ \pm x+\zeta(t)}{\lambda(t)}\right)\left(|\psi|^{2}\right)_{x} \bar{\psi} \psi_{x} \mathrm{~d} x \\
= & R_{ \pm, 1}+R_{ \pm, 2}+R_{ \pm, 3}+R_{ \pm, 4}+R_{ \pm, 5}+R_{ \pm, 6} .
\end{align*}
$$

We now proceed with $\mathcal{E}_{ \pm, 2}$. In fact, in a similar fashion as before, directly differentiating $\mathcal{E}_{ \pm, 2}$,
using that $(\psi, \rho, \eta)$ solves (4.1), and then performing several integration by parts, we get

$$
\begin{align*}
\frac{\mathrm{d}}{\mathrm{~d} t} \mathcal{E}_{ \pm, 2}(t)= & \frac{\zeta^{\prime}}{\lambda} \int_{\mathbb{R}} \Phi^{\prime}\left(\frac{ \pm x+\zeta(t)}{\lambda(t)}\right)\left(\frac{\beta}{2} \rho^{2}+\frac{1}{2} \eta^{2}+\frac{\gamma}{2}(2 \eta-\alpha \rho)|\psi|^{2}-\alpha \rho \eta\right) \mathrm{d} x  \tag{4.24}\\
& -\frac{\lambda^{\prime}}{\lambda} \int_{\mathbb{R}} \Phi^{\prime}\left(\frac{ \pm x+\zeta(t)}{\lambda(t)}\right)\left(\frac{ \pm x+\zeta(t)}{\lambda(t)}\right)\left(\frac{\beta}{2} \rho^{2}+\frac{1}{2} \eta^{2}+\frac{\gamma}{2}(2 \eta-\alpha \rho)|\psi|^{2}-\alpha \rho \eta\right) \mathrm{d} x \\
& \mp \frac{\alpha}{\theta \lambda} \int_{\mathbb{R}} \Phi^{\prime}\left(\frac{ \pm x+\zeta(t)}{\lambda(t)}\right)\left(\beta|\rho|^{2}+|\eta|^{2}\right) \mathrm{d} x \pm \frac{\beta+\alpha^{2}}{\theta \lambda} \int_{\mathbb{R}} \Phi^{\prime}\left(\frac{ \pm x+\zeta(t)}{\lambda(t)}\right) \rho \eta \mathrm{d} x \\
& \pm \frac{\gamma\left(\beta+\alpha^{2} / 2\right)}{\theta \lambda} \int_{\mathbb{R}} \Phi^{\prime}\left(\frac{ \pm x+\zeta(t)}{\lambda(t)}\right) \rho|\psi|^{2} \mathrm{~d} x \mp \frac{3}{2} \frac{\gamma \alpha}{\theta \lambda} \int_{\mathbb{R}} \Phi^{\prime}\left(\frac{ \pm x+\zeta(t)}{\lambda(t)}\right) \eta|\psi|^{2} \mathrm{~d} x \\
& \mp \frac{\gamma^{2} \alpha}{2 \theta \lambda} \int_{\mathbb{R}} \Phi^{\prime}\left(\frac{ \pm x+\zeta(t)}{\lambda(t)}\right)|\psi|^{4} \mathrm{~d} x \pm \frac{\gamma \omega}{\lambda} \operatorname{Im} \int_{\mathbb{R}} \Phi^{\prime}\left(\frac{ \pm x+\zeta(t)}{\lambda(t)}\right)(2 \eta-\alpha \rho) \bar{\psi} \psi_{x} \mathrm{~d} x \\
& +\gamma \omega \operatorname{Im} \int_{\mathbb{R}} \Phi\left(\frac{ \pm x+\zeta(t)}{\lambda(t)}\right)(2 \eta-\alpha \rho)_{x} \bar{\psi} \psi_{x} \mathrm{~d} x .
\end{align*}
$$

Finally, for the sake of simplicity let us define $R_{ \pm, 7}$ as the following quantity

$$
R_{ \pm, 7}:=\gamma \omega \operatorname{Im} \int_{\mathbb{R}} \Phi\left(\frac{ \pm x+\zeta(t)}{\lambda(t)}\right)(2 \eta-\alpha \rho)_{x} \bar{\psi} \psi_{x} \mathrm{~d} x
$$

Then, it is not difficult to see that with these definitions we have the relation $R_{ \pm, 5}=R_{ \pm, 6}+$ $R_{ \pm, 7}$. Therefore, summing up all the previous computations, and then using the above relation, we conclude the proof of 4.22 .

### 4.4.1 Time integrability of the weighted $L^{2}$-norm

In this subsection we restrict ourselves to the simpler case of the time integrability of the weighted $L^{2}$-norm for the Schrödinger part of the solution $\psi(t, x)$. The integrability (and decay) of this weighted-norm is a fundamental part of the analysis since (as we shall see) it triggers the decay of the whole weighted energy norm. In fact, let us start by recalling the relation

$$
\begin{align*}
& -\frac{\mathrm{d}}{\mathrm{~d} t} \mathcal{M}_{ \pm}(t) \pm \frac{2 \omega}{\lambda} \operatorname{Im} \int_{\mathbb{R}} \Phi^{\prime}\left(\frac{ \pm x+\zeta}{\lambda}\right) \bar{\psi} \psi_{x} \mathrm{~d} x \\
& \quad=\frac{\lambda^{\prime}}{\lambda} \int_{\mathbb{R}} \Phi^{\prime}\left(\frac{ \pm x+\zeta}{\lambda}\right)\left(\frac{ \pm x+\zeta}{\lambda}\right)|\psi|^{2} \mathrm{~d} x-\frac{\zeta^{\prime}}{\lambda} \int_{\mathbb{R}} \Phi^{\prime}\left(\frac{ \pm x+\zeta}{\lambda}\right)|\psi|^{2} \mathrm{~d} x \tag{4.25}
\end{align*}
$$

Then, notice that the left-hand side of the above relation is time-integrable on $\mathbb{R}_{+}$, provided that $\Phi^{\prime} \in L^{\infty}(\mathbb{R})$. In fact, if $\Phi^{\prime}$ is bounded, then from Hölder inequality, Lemma 4.5 and the fact that 4.19) holds, we have

$$
\left|\frac{2}{\lambda} \operatorname{Im} \int_{\mathbb{R}} \Phi^{\prime}\left(\frac{ \pm x+\zeta}{\lambda}\right) \bar{\psi} \psi_{x} \mathrm{~d} x\right| \lesssim \frac{1}{\lambda} \in L^{1}\left(\mathbb{R}_{+}\right) .
$$

Motivated by the time-integrability above, as well as identity 4.25), we shall give a suitable definition for $\Phi \in C^{\infty}(\mathbb{R})$ so that we are able to obtain a convenient sign-property in the right-hand side of 4.25 .

To take advantage of the structure of the virial identities, from now on we consider $\Phi$ to be any non-increasing smooth function such that it satisfies the following conditions

$$
\begin{equation*}
\{\Phi(s)=1, s \leqslant-1\}, \quad\{\Phi(s)=0, s \geqslant 0\} \quad \text { and } \quad\left\{\Phi^{\prime} \equiv-1 \text { on }\left[-\frac{9}{10},-\frac{1}{10}\right]\right\} . \tag{4.26}
\end{equation*}
$$

Notice that, as a particular consequence of its definition, we have the following inequalities

$$
\begin{equation*}
\forall s \in \mathbb{R}, \quad \Phi^{\prime}(s) \leqslant 0 \quad \text { and } \quad s \Phi^{\prime}(s) \geqslant 0 \tag{4.27}
\end{equation*}
$$

As already mentioned, we now focus in studying the right-hand side of 4.25). Notice that, thanks to (4.26)-4.27) we infer that, for all $t \geqslant 0$, the following sign-properties are satisfied

$$
\frac{\lambda^{\prime}}{\lambda} \int_{\mathbb{R}} \Phi^{\prime}\left(\frac{ \pm x+\zeta}{\lambda}\right)\left(\frac{ \pm x+\zeta}{\lambda}\right)|\psi|^{2} \mathrm{~d} x \geqslant 0 \quad \text { and } \quad-\frac{\zeta^{\prime}}{\lambda} \int_{\mathbb{R}} \Phi^{\prime}\left(\frac{ \pm x+\zeta}{\lambda}\right)|\psi|^{2} \mathrm{~d} x \geqslant 0
$$

Consequently, due to the fact that the left-hand side of (4.25) is integrable in time, we can compute the time-integral over $\mathbb{R}_{+}$and get

$$
\begin{equation*}
\int_{0}^{\infty}\left(\frac{\lambda^{\prime}}{\lambda} \int_{\mathbb{R}} \Phi^{\prime}\left(\frac{ \pm x+\zeta}{\lambda}\right)\left(\frac{ \pm x+\zeta}{\lambda}\right)|\psi|^{2} \mathrm{~d} x-\frac{\zeta^{\prime}}{\lambda} \int_{\mathbb{R}} \Phi^{\prime}\left(\frac{ \pm x+\zeta}{\lambda}\right)|\psi|^{2} \mathrm{~d} x\right) \mathrm{d} t<\infty . \tag{4.28}
\end{equation*}
$$

Then, gathering this latter inequality with the sign-property above, we deduce in particular

$$
\int_{0}^{\infty} \frac{\zeta^{\prime}(t)}{\lambda(t)} \int_{\mathbb{R}}\left|\Phi^{\prime}\left(\frac{ \pm x+\zeta(t)}{\lambda(t)}\right)\right||\psi(t, x)|^{2} \mathrm{~d} x \mathrm{~d} t<\infty
$$

Remark 4.9. Notice that, as a particular consequence of the latter inequality, recalling also that $\lambda^{-1} \zeta^{\prime} \notin L^{1}\left(\mathbb{R}_{+}\right)$, we infer the existence of a sequence of times $\left\{t_{n}\right\}_{n \in \mathbb{R}}$, satisfying $t_{n} \rightarrow \infty$, such that

$$
\begin{equation*}
\lim _{n \rightarrow+\infty} \int_{\Omega\left(t_{n}\right)}\left|\psi\left(t_{n}, x\right)\right|^{2} \mathrm{~d} x=0 \tag{4.29}
\end{equation*}
$$

where the set $\Omega(t)$ can be defined, for example, as

$$
\begin{equation*}
\Omega(t):=\left\{x \in \mathbb{R}: \frac{1}{10} \lambda(t)+\zeta(t) \leqslant|x| \leqslant \frac{9}{10} \lambda(t)+\zeta(t)\right\} . \tag{4.30}
\end{equation*}
$$

Moreover, notice that from the above

$$
\begin{equation*}
\int_{0}^{\infty} \frac{\lambda^{\prime}(t)}{\lambda(t)} \int_{\Omega(t)}|\psi(t, x)|^{2} \mathrm{~d} x<+\infty \quad \text { and } \quad \int_{0}^{\infty} \frac{\zeta^{\prime}(t)}{\lambda(t)} \int_{\Omega(t)}|\psi(t, x)|^{2} \mathrm{~d} x<+\infty \tag{4.31}
\end{equation*}
$$

Hence, from now on, we can use properties (4.29) and 4.31 without depending on weights $\Phi$ satisfying (4.26). In particular, in the sequel we shall use (4.29) for compactly supported weight functions encoding the same (or strictly contained) regions as in 4.30).

### 4.4.2 Decay of the $L^{2}$-norm

In this section we seek to prove the pointwise decay of $L^{2}$-norm of the Schrödinger component of the solution $\psi(t, x)$ restricted to the far-field regions. In fact, let us start by considering $\Psi \in C_{0}^{\infty}(\mathbb{R})$ to be any non-negative function such that

$$
\begin{equation*}
\operatorname{supp}(\Psi) \subset\left[-\frac{3}{4},-\frac{1}{4}\right] \quad \text { with } \quad \Psi \equiv 1 \text { on }\left[-\frac{3}{5},-\frac{2}{5}\right] . \tag{4.32}
\end{equation*}
$$

Notice that, in particular, this implies that $\operatorname{supp}(\Psi) \subset \operatorname{supp}\left(\Phi^{\prime}\right)$. Additionally, we assume that $\Psi$ satisfies the following pointwise properties

$$
\begin{equation*}
\forall s \in \mathbb{R}, \quad \Psi(s) \lesssim\left|\Phi^{\prime}(s)\right| \quad \text { and } \quad\left|\Psi^{\prime}(s)\right| \lesssim\left|\Phi^{\prime}(s)\right| \tag{4.33}
\end{equation*}
$$

Now, we re-write the previous virial identity (4.21) in terms of our new weight function $\Psi$ (instead of using $\Phi$ ). Then, using Lemma 4.5 it is not difficult to see that

$$
\begin{align*}
& \left.\left.\left|\frac{\mathrm{d}}{\mathrm{~d} t} \int_{\mathbb{R}} \Psi\left(\frac{x+\zeta}{\lambda}\right)\right| \psi\right|^{2} \mathrm{~d} x \right\rvert\, \\
& \quad \lesssim \frac{1}{\lambda}+\frac{\lambda^{\prime}}{\lambda} \int_{\mathbb{R}}\left|\Psi^{\prime}\left(\frac{ \pm x+\zeta}{\lambda}\right)\left(\frac{ \pm x+\zeta}{\lambda}\right)\right||\psi|^{2} \mathrm{~d} x+\frac{\zeta^{\prime}}{\lambda} \int_{\mathbb{R}}\left|\Psi^{\prime}\left(\frac{ \pm x+\zeta}{\lambda}\right)\right||\psi|^{2} \mathrm{~d} x . \tag{4.34}
\end{align*}
$$

Now, recall that, as stated in remark 4.9, there exists a sequence of time $\left\{t_{n}\right\}_{n \in \mathbb{N}}$, satisfying $t_{n} \rightarrow \infty$, such that (4.29) holds. As a consequence, we also have that

$$
\lim _{n \rightarrow \infty}\left(\int_{\mathbb{R}} \Psi\left(\frac{x+\zeta}{\lambda}\right)|\psi|^{2} \mathrm{~d} x\right)\left(t_{n}\right)=0
$$

Therefore, we can integrate both sides of (4.34) in time over the interval $\left[t, t_{n}\right]$, and then take the limit $t_{n} \rightarrow \infty$, what lead us to

$$
\begin{aligned}
\int_{\mathbb{R}} \Psi\left(\frac{ \pm x+\zeta}{\lambda}\right)|\psi|^{2} \mathrm{~d} x \lesssim & \int_{t}^{\infty} \frac{\mathrm{d} s}{\lambda(s)}+\int_{t}^{\infty} \frac{\zeta^{\prime}}{\lambda} \int_{\mathbb{R}}\left|\Psi^{\prime}\left(\frac{ \pm x+\zeta}{\lambda}\right)\right||\psi|^{2} \mathrm{~d} x \mathrm{~d} s \\
& +\int_{t}^{\infty} \frac{\lambda^{\prime}}{\lambda} \int_{\mathbb{R}}\left|\Psi^{\prime}\left(\frac{ \pm x+\zeta}{\lambda}\right)\left(\frac{ \pm x+\zeta}{\lambda}\right)\right||\psi|^{2} \mathrm{~d} x \mathrm{~d} s
\end{aligned}
$$

Finally, by using both time-integrabilities in 4.31, we can take now the limit $t \rightarrow \infty$, from where we conclude that

$$
\lim _{t \rightarrow \infty} \int_{\mathbb{R}} \Psi\left(\frac{ \pm x+\zeta}{\lambda}\right)|\psi|^{2} \mathrm{~d} x=0
$$

Remark 4.10. Notice that the proof of the integrability (and subsequent decay) of the $L^{2}$ norm of $\psi$ also works for other definitions of $\lambda$ as well as other definitions of $\Phi$ and $\Psi$. For example, in the above analysis we have only used the fact that the scaling $\lambda(t)$ satisfies

$$
\frac{1}{\lambda} \in L^{1}\left(\mathbb{R}_{+}\right) \quad \text { and } \quad \frac{\lambda^{\prime}}{\lambda} \notin L^{1}\left(\mathbb{R}_{+}\right)
$$

In consequence, the proof still holds for any $\lambda$ with such property. As a result, we can take for example $\lambda(t)=c t^{p}$, for any $p>2$ and any $c \in \mathbb{R}_{+}$, and then following the above computations we obtain the desired result.

### 4.4.3 Time-integrability of the full solution

In this section we seek to show the time integrability of the local energy norm for the remaining terms. Now, in order to make computations simpler, let us break down expression (4.22), so that we can write the cleaner formula

$$
\begin{equation*}
-\frac{\mathrm{d}}{\mathrm{~d} t} \mathcal{E}_{ \pm}(t)+\mathcal{R}_{ \pm}(t)=-\mathfrak{E}_{ \pm}(t) \tag{4.35}
\end{equation*}
$$

More specifically, we define the functionals $\mathfrak{E}_{ \pm}$and $\mathcal{R}_{ \pm}$given by

$$
\begin{aligned}
\mathfrak{E}_{ \pm}:= & \frac{\zeta^{\prime}}{\lambda} \int_{\mathbb{R}} \Phi^{\prime}\left(\frac{ \pm x+\zeta(t)}{\lambda(t)}\right)\left(\omega\left|\psi_{x}\right|^{2}+\frac{\gamma q}{2}|\psi|^{4}\right) \mathrm{d} x \\
& -\frac{\lambda^{\prime}}{\lambda} \int_{\mathbb{R}} \Phi^{\prime}\left(\frac{ \pm x+\zeta(t)}{\lambda(t)}\right)\left(\frac{ \pm x+\zeta(t)}{\lambda(t)}\right)\left(\omega\left|\psi_{x}\right|^{2}+\frac{\gamma q}{2}|\psi|^{4}\right) \mathrm{d} x \\
& +\frac{\zeta^{\prime}}{\lambda} \int_{\mathbb{R}} \Phi^{\prime}\left(\frac{ \pm x+\zeta(t)}{\lambda(t)}\right)\left(\frac{\beta}{2} \rho^{2}+\frac{1}{2} \eta^{2}+\frac{\gamma}{2}(2 \eta-\alpha \rho)|\psi|^{2}-\alpha \rho \eta\right) \mathrm{d} x \\
& -\frac{\lambda^{\prime}}{\lambda} \int_{\mathbb{R}} \Phi^{\prime}\left(\frac{ \pm x+\zeta(t)}{\lambda(t)}\right)\left(\frac{ \pm x+\zeta(t)}{\lambda(t)}\right)\left(\frac{\beta}{2} \rho^{2}+\frac{1}{2} \eta^{2}+\frac{\gamma}{2}(2 \eta-\alpha \rho)|\psi|^{2}-\alpha \rho \eta\right) \mathrm{d} x, \\
\mathcal{R}_{ \pm}(t):= & \pm \frac{2 \omega^{2}}{\lambda} \operatorname{Im} \int_{\mathbb{R}} \Phi^{\prime}\left(\frac{ \pm x+\zeta(t)}{\lambda(t)}\right) \bar{\psi}_{x} \psi_{x x} \mathrm{~d} x \pm \frac{2 \gamma q \omega}{\lambda} \operatorname{Im} \int_{\mathbb{R}} \Phi^{\prime}\left(\frac{ \pm x+\zeta(t)}{\lambda(t)}\right)|\psi|^{2} \bar{\psi} \psi_{x} \mathrm{~d} x \\
& \mp \frac{\alpha}{\theta \lambda} \int_{\mathbb{R}} \Phi^{\prime}\left(\frac{ \pm x+\zeta(t)}{\lambda(t)}\right)\left(\beta|\rho|^{2}+|\eta|^{2}\right) \mathrm{d} x \pm \frac{\beta+\alpha^{2}}{\theta \lambda} \int_{\mathbb{R}} \Phi^{\prime}\left(\frac{ \pm x+\zeta(t)}{\lambda(t)}\right) \rho \eta \mathrm{d} x \\
& \pm \frac{\gamma\left(\beta+\alpha^{2} / 2\right)}{\theta \lambda} \int_{\mathbb{R}} \Phi^{\prime}\left(\frac{ \pm x+\zeta(t)}{\lambda(t)}\right) \rho|\psi|^{2} \mathrm{~d} x \mp \frac{3}{2} \frac{\gamma \alpha}{\theta \lambda} \int_{\mathbb{R}} \Phi^{\prime}\left(\frac{ \pm x+\zeta(t)}{\lambda(t)}\right) \eta|\psi|^{2} \mathrm{~d} x \\
& \mp \frac{\gamma^{2} \alpha}{\theta \lambda} \int_{\mathbb{R}} \Phi^{\prime}\left(\frac{ \pm x+\zeta(t)}{\lambda(t)}\right)|\psi|^{4} \mathrm{~d} x \pm \frac{\gamma \omega}{\lambda} \operatorname{Im} \int_{\mathbb{R}} \Phi^{\prime}\left(\frac{ \pm x+\zeta(t)}{\lambda(t)}\right)(2 \eta-\alpha \rho) \bar{\psi} \psi_{x} \mathrm{~d} x \\
= & \mathcal{R}_{ \pm, 1}+\mathcal{R}_{ \pm, 2}+\cdots+\mathcal{R}_{ \pm, 8} .
\end{aligned}
$$

On the other hand, notice that, since $(\psi, \rho, \eta)$ is a solution to system (4.1) belonging to the class $C\left(\mathbb{R}, H^{2} \times H^{1} \times H^{1}\right)$, then the energy associated to this solution $E(\psi(t), \rho(t), \eta(t))$ is finite. This means that, because the weight $\Phi$ considered in the modified functional $\mathcal{E}$ is bounded, one has

$$
\int_{\mathbb{R}_{+}} \frac{\mathrm{d}}{\mathrm{~d} t} \mathcal{E}_{ \pm} \mathrm{d} t<\infty
$$

Now, we treat the remaing term.

Let us consider $\Phi \in C^{\infty}(\mathbb{R})$ to be any non-increasing function such that 4.26) holds, and hence, satisfying also (4.27). Now, we intend to bound term by term the right-hand side of 4.22. In fact, first, since $\Phi^{\prime}$ is bounded, using Young inequality and Sobolev embbeding along with Lemma 4.5, we see that

$$
\left|\mathcal{R}_{ \pm, 2}\right| \leqslant \frac{2 \gamma \omega|q|}{\lambda(t)}\|\psi\|_{L^{\infty}(\mathbb{R})}^{2}\left(\|\psi\|_{L^{2}(\mathbb{R})}^{2}+\left\|\psi_{x}\right\|_{L^{2}(\mathbb{R})}^{2}\right) \lesssim \frac{1}{\lambda(t)} \in L^{1}\left(\mathbb{R}_{+}\right)
$$

Also, immediately from Proposition (4.5), we obtain

$$
\left|\mathcal{R}_{ \pm, 3}\right| \leqslant \frac{|\alpha|}{\theta \lambda(t)} \int_{\mathbb{R}}\left|\Phi^{\prime}\left(\frac{ \pm x+\zeta(t)}{\lambda(t)}\right)\right|\left(\beta|\rho|^{2}+|\eta|^{2}\right) \mathrm{d} x \lesssim \frac{1}{\lambda(t)} \in L^{1}\left(\mathbb{R}_{+}\right) .
$$

On the other hand, for $\mathcal{R}_{+, 4}$, by using Young inequality for products and Lemma 4.5 we get

$$
\left|\mathcal{R}_{ \pm, 4}\right| \leqslant \frac{\beta+\alpha^{2}}{2 \theta} \frac{1}{\lambda(t)}\left(\|\rho(t)\|_{L^{2}(\mathbb{R})}^{2}+\|\eta(t)\|_{L^{2}(\mathbb{R})}^{2}\right) \lesssim \frac{1}{\lambda(t)} \in L^{1}\left(\mathbb{R}_{+}\right)
$$

We point out that all the remaining terms $\mathcal{R}_{ \pm, \mathrm{i}}, \mathrm{i}=5, \ldots, 8$, can be treated in the very same fashion as for the previous terms. In fact, from Hölder inequality, Sobolev embedding and then using Lemma 4.5 in the resulting right-hand side, we deduce that

$$
\sum_{\mathrm{i}=5}^{8}\left|\mathcal{R}_{ \pm, \mathrm{i}}\right| \lesssim \frac{1}{\lambda(t)}\left(\|\eta(t)\|_{L^{2}(\mathbb{R})}^{2}+\|\rho(t)\|_{L^{2}(\mathbb{R})}^{2}+\|\psi(t)\|_{H^{1}(\mathbb{R})}^{4}\right) \lesssim \frac{1}{\lambda(t)} \in L^{1}\left(\mathbb{R}_{+}\right)
$$

Finally, to complete the analysis regarding the time-integrability of $\mathcal{R}_{ \pm}$, it only remains to consider $\mathcal{R}_{ \pm, 1}$. In order to do that, we first need to recall one of the main results proven in [5] which give us the polynomial growth of the $H^{2}$-norm of $\psi(t)$. In fact, from [5, Proposition 1.1] we have that

$$
\begin{equation*}
\|\psi(t)\|_{H^{2}(\mathbb{R})} \lesssim 1+|t|^{1^{+}} . \tag{4.36}
\end{equation*}
$$

As a consequence, recalling the explicit form of $\lambda(t)$ in 4.18, we conclude that

$$
\frac{1}{\lambda(t)}\|\psi(t)\|_{H^{2}(\mathbb{R})} \in L^{1}\left(\mathbb{R}_{+}\right)
$$

Therefore, by using Hölder inequality as well as Lemma 4.5 and (4.36), we infer that

$$
\left|\mathcal{R}_{ \pm, 1}\right| \lesssim \frac{1}{\lambda(t)}\left\|\psi_{x}(t)\right\|_{L^{2}(\mathbb{R})}\left\|\psi_{x x}(t)\right\|_{L^{2}(\mathbb{R})} \in L^{1}\left(\mathbb{R}_{+}\right)
$$

In conclusion, we can integrate over $\mathbb{R}_{+}$in time both sides of 4.35), from where we obtain

$$
\begin{equation*}
\int_{\mathbb{R}_{+}}-\mathfrak{E}_{ \pm}(t) \mathrm{d} t<\infty \tag{4.37}
\end{equation*}
$$

Now, let us break down this expression so that we can analyze the conflicting terms of $\mathfrak{E}_{ \pm}(t)$ without sign. More specifically, we would like to absorbs or discard the part of the expression that does not constitute the weighted energy norm. In fact, in similar fashion as in the proof of Proposition 4.5, we have that

$$
\frac{\beta}{2} \rho^{2}+\frac{1}{2} \eta^{2}-\alpha \rho \eta \geqslant \frac{\beta-\alpha^{2}}{4}|\rho|^{2}+\frac{\beta}{2\left(\beta+\alpha^{2}\right)}|\eta|^{2}>0
$$

where we used the fact that $\beta-\alpha^{2}>0$ and $\beta>0$. Also, we have that

$$
\begin{aligned}
\frac{\gamma}{2}(2 \eta-\alpha \rho)|\psi|^{2} \leqslant & \frac{\beta-\alpha^{2}}{16}|\rho|^{2}+\frac{\beta}{16\left(\beta+\alpha^{2}\right)}|\eta|^{2} \\
& +\left(\frac{\gamma^{2}\left(\beta+\alpha^{2}\right)}{8 \beta}+\frac{2 \alpha^{2} \gamma^{2}}{\beta-\alpha^{2}}\right)|\psi|^{4}
\end{aligned}
$$

Gathering both equations above, we get

$$
\begin{align*}
\frac{\beta}{2} \rho^{2}+\frac{1}{2} \eta^{2}-\alpha \rho \eta+\frac{\gamma}{2}(2 \eta-\alpha \rho)|\psi|^{2} \geqslant & \frac{3\left(\beta-\alpha^{2}\right)}{16}|\rho|^{2}+\frac{7 \beta}{16\left(\beta+\alpha^{2}\right)}|\eta|^{2}  \tag{4.38}\\
& -\left(\frac{\gamma^{2}\left(\beta+\alpha^{2}\right)}{8 \beta}+\frac{2 \alpha^{2} \gamma^{2}}{\beta-\alpha^{2}}\right)|\psi|^{4}
\end{align*}
$$

Finally, to deal with the remaining uncontrolled terms (involving the $L^{4}$-norm of $\psi$ ), we make use of (4.28). Indeed, notice that by Sobolev embedding,

$$
\begin{aligned}
& \int_{\mathbb{R}}\left[\frac{\lambda^{\prime}}{\lambda} \Phi^{\prime}\left(\frac{ \pm x+\zeta(t)}{\lambda(t)}\right)\left(\frac{ \pm x+\zeta(t)}{\lambda(t)}\right)-\frac{\zeta^{\prime}}{\lambda} \Phi^{\prime}\left(\frac{ \pm x+\zeta(t)}{\lambda(t)}\right)\right]|\psi|^{4} \mathrm{~d} x \\
& \leqslant\|\psi\|_{H^{1}(\mathbb{R})}^{2} \int_{\mathbb{R}}\left[\frac{\lambda^{\prime}}{\lambda} \Phi^{\prime}\left(\frac{ \pm x+\zeta(t)}{\lambda(t)}\right)\left(\frac{ \pm x+\zeta(t)}{\lambda(t)}\right)-\frac{\zeta^{\prime}}{\lambda} \Phi^{\prime}\left(\frac{ \pm x+\zeta(t)}{\lambda(t)}\right)\right]|\psi|^{2} \mathrm{~d} x .
\end{aligned}
$$

Then, thanks to 4.28), we can conlude that

$$
\int_{\mathbb{R}}\left[\frac{\lambda^{\prime}}{\lambda} \Phi^{\prime}\left(\frac{ \pm x+\zeta(t)}{\lambda(t)}\right)\left(\frac{ \pm x+\zeta(t)}{\lambda(t)}\right)-\frac{\zeta^{\prime}}{\lambda} \Phi^{\prime}\left(\frac{ \pm x+\zeta(t)}{\lambda(t)}\right)\right]|\psi|^{4} \mathrm{~d} x
$$

is integrable in time over $\mathbb{R}_{+}$. Therefore, one can write the following

$$
\begin{align*}
& \int_{\mathbb{R}}\left[\frac{\lambda^{\prime}}{\lambda} \Phi^{\prime}\left(\frac{ \pm x+\zeta(t)}{\lambda(t)}\right)\left(\frac{ \pm x+\zeta(t)}{\lambda(t)}\right)-\frac{\zeta^{\prime}}{\lambda} \Phi^{\prime}\left(\frac{ \pm x+\zeta(t)}{\lambda(t)}\right)\right] \omega\left|\psi_{x}\right|^{2} \mathrm{~d} x \\
& +\int_{\mathbb{R}}\left[\frac{\lambda^{\prime}}{\lambda} \Phi^{\prime}\left(\frac{ \pm x+\zeta(t)}{\lambda(t)}\right)\left(\frac{ \pm x+\zeta(t)}{\lambda(t)}\right)-\frac{\zeta^{\prime}}{\lambda} \Phi^{\prime}\left(\frac{ \pm x+\zeta(t)}{\lambda(t)}\right)\right] \frac{3\left(\beta-\alpha^{2}\right)}{16}|\rho|^{2} \mathrm{~d} x  \tag{4.39}\\
& +\int_{\mathbb{R}}\left[\frac{\lambda^{\prime}}{\lambda} \Phi^{\prime}\left(\frac{ \pm x+\zeta(t)}{\lambda(t)}\right)\left(\frac{ \pm x+\zeta(t)}{\lambda(t)}\right)-\frac{\zeta^{\prime}}{\lambda} \Phi^{\prime}\left(\frac{ \pm x+\zeta(t)}{\lambda(t)}\right)\right] \frac{7 \beta}{16\left(\beta-\alpha^{2}\right)}|\eta|^{2} \mathrm{~d} x \\
& \leqslant-\mathfrak{E}_{ \pm}+K \int_{\mathbb{R}}\left[\frac{\lambda^{\prime}}{\lambda} \Phi^{\prime}\left(\frac{ \pm x+\zeta(t)}{\lambda(t)}\right)\left(\frac{ \pm x+\zeta(t)}{\lambda(t)}\right)-\frac{\zeta^{\prime}}{\lambda} \Phi^{\prime}\left(\frac{ \pm x+\zeta(t)}{\lambda(t)}\right)\right]|\psi|^{4} \mathrm{~d} x,
\end{align*}
$$

where $K$ is the absolute value of a constant depending on $\beta, \alpha, \gamma, q$. This way, we conclude that the right-hand side of the inequality above can be integrated in time over $\mathbb{R}_{+}$. Moreover, since

$$
\Phi^{\prime}(s) s \geqslant 0 \quad \text { and } \quad \Phi^{\prime}(s) \leqslant 0 \quad \forall s \in \mathbb{R},
$$

we also infer that

$$
\int_{\mathbb{R}_{+}} \frac{\zeta^{\prime}}{\lambda} \int_{\mathbb{R}}\left|\Phi^{\prime}\left(\frac{ \pm x+\zeta(t)}{\lambda(t)}\right)\right|\left(\left|\psi_{x}\right|^{2}+|\rho|^{2}+|\eta|^{2}\right) \mathrm{d} x \mathrm{~d} t<\infty .
$$

Remark 4.11. We notice that, thanks to the fact that $\frac{\zeta^{\prime}}{\lambda} \notin L^{1}\left(\mathbb{R}_{+}\right)$, one infers that there exists a sequence $\left\{t_{n}\right\}$, with $\left\{t_{n}\right\} \rightarrow \infty$, such that

$$
\begin{equation*}
\left(\int_{\mathbb{R}}\left|\Phi^{\prime}\left(\frac{ \pm x+\zeta\left(t_{n}\right)}{\lambda\left(t_{n}\right)}\right)\right|\left(\left|\psi_{x}\right|^{2}+|\rho|^{2}+|\eta|^{2}\right) \mathrm{d} x\right)\left(t_{n}\right) \rightarrow 0, \text { as } t_{n} \rightarrow \infty \tag{4.40}
\end{equation*}
$$

### 4.4.4 Decay of the full solution

Finally, in this subsection we devote ourselves to prove decay of solutions in the energy space along the curves $\pm \zeta$. The idea is the same as for the decay of the $L^{2}$-norm in Subsection 4.4.2. We proceed by taking a convenient weight $\Psi$ such that 4.32 holds. Then, we have that $\operatorname{supp}(\Psi) \subset \operatorname{supp}\left(\Phi^{\prime}\right)$ and 4.33 ) is satisfied. Next, we consider the virial identity 4.11
with the weight $\Psi$ instead of $\Phi$. Thus, taking into account the previous estimations stated in Subsection 4.4.3 along with the pointwise properties 4.32)-4.33), we have that

$$
\begin{aligned}
& \frac{\mathrm{d}}{\mathrm{~d} t} \int_{\mathbb{R}} \Psi\left(\frac{ \pm x+\zeta(t)}{\lambda(t)}\right)\left(\omega\left|\psi_{x}\right|^{2}+\frac{\gamma q}{2}|\psi|^{4}+\frac{\beta}{2} \rho^{2}+\frac{1}{2} \eta^{2}+\frac{\gamma}{2}(2 \eta-\alpha \rho)|\psi|^{2}-\alpha \rho \eta\right) \mathrm{d} x \\
& \leqslant \frac{\zeta^{\prime}}{\lambda} \int_{\mathbb{R}} \Psi^{\prime}\left(\frac{ \pm x+\zeta(t)}{\lambda(t)}\right)\left(\omega\left|\psi_{x}\right|^{2}+\frac{\gamma q}{2}|\psi|^{4}\right) \mathrm{d} x \\
& \quad-\frac{\lambda^{\prime}}{\lambda} \int_{\mathbb{R}} \Psi^{\prime}\left(\frac{ \pm x+\zeta(t)}{\lambda(t)}\right)\left(\frac{ \pm x+\zeta(t)}{\lambda(t)}\right)\left(\omega\left|\psi_{x}\right|^{2}+\frac{\gamma q}{2}|\psi|^{4}\right) \mathrm{d} x \mathrm{~d} t \\
& \quad+\frac{\zeta^{\prime}}{\lambda} \int_{\mathbb{R}} \Psi^{\prime}\left(\frac{ \pm x+\zeta(t)}{\lambda(t)}\right)\left(\frac{\beta}{2} \rho^{2}+\frac{1}{2} \eta^{2}+\frac{\gamma}{2}(2 \eta-\alpha \rho)|\psi|^{2}-\alpha \rho \eta\right) \mathrm{d} x \\
& \quad-\frac{\lambda^{\prime}}{\lambda} \int_{\mathbb{R}} \Psi^{\prime}\left(\frac{ \pm x+\zeta(t)}{\lambda(t)}\right)\left(\frac{ \pm x+\zeta(t)}{\lambda(t)}\right)\left(\frac{\beta}{2} \rho^{2}+\frac{1}{2} \eta^{2}+\frac{\gamma}{2}(2 \eta-\alpha \rho)|\psi|^{2}-\alpha \rho \eta\right) \mathrm{d} x \\
& \quad+\frac{C}{\lambda(t)}\left(1+\|\psi(t)\|_{H^{2}(\mathbb{R})}\right)
\end{aligned}
$$

where we recall that $\lambda^{-1}$ and $\lambda^{-1}\|\psi\|_{H^{2}}$ are both time-integrable in $\mathbb{R}_{+}$. Moreover, the whole right-hand side of the last inequality is integrable. Indeed, because $\Psi$ satisfies (4.32)-(4.33) then (4.39) along with Young inequality implies that

$$
\begin{aligned}
& \frac{\zeta^{\prime}}{\lambda} \int_{\mathbb{R}} \Psi^{\prime}\left(\frac{ \pm x+\zeta(t)}{\lambda(t)}\right)\left(\omega\left|\psi_{x}\right|^{2}+\frac{\gamma q}{2}|\psi|^{4}\right) \mathrm{d} x \\
& -\frac{\lambda^{\prime}}{\lambda} \int_{\mathbb{R}} \Psi^{\prime}\left(\frac{ \pm x+\zeta(t)}{\lambda(t)}\right)\left(\frac{ \pm x+\zeta(t)}{\lambda(t)}\right)\left(\omega\left|\psi_{x}\right|^{2}+\frac{\gamma q}{2}|\psi|^{4}\right) \mathrm{d} x \mathrm{~d} t \\
& +\frac{\zeta^{\prime}}{\lambda} \int_{\mathbb{R}} \Psi^{\prime}\left(\frac{ \pm x+\zeta(t)}{\lambda(t)}\right)\left(\frac{\beta}{2} \rho^{2}+\frac{1}{2} \eta^{2}+\frac{\gamma}{2}(2 \eta-\alpha \rho)|\psi|^{2}-\alpha \rho \eta\right) \mathrm{d} x \\
& -\frac{\lambda^{\prime}}{\lambda} \int_{\mathbb{R}} \Psi^{\prime}\left(\frac{ \pm x+\zeta(t)}{\lambda(t)}\right)\left(\frac{ \pm x+\zeta(t)}{\lambda(t)}\right)\left(\frac{\beta}{2} \rho^{2}+\frac{1}{2} \eta^{2}+\frac{\gamma}{2}(2 \eta-\alpha \rho)|\psi|^{2}-\alpha \rho \eta\right) \mathrm{d} x \\
& \leqslant C\left(-\mathfrak{E}_{ \pm}+K \int_{\mathbb{R}}\left[\frac{\lambda^{\prime}}{\lambda} \Phi^{\prime}\left(\frac{ \pm x+\zeta(t)}{\lambda(t)}\right)\left(\frac{ \pm x+\zeta(t)}{\lambda(t)}\right)-\frac{\zeta^{\prime}}{\lambda} \Phi^{\prime}\left(\frac{ \pm x+\zeta(t)}{\lambda(t)}\right)\right]|\psi|^{4} \mathrm{~d} x\right) .
\end{aligned}
$$

Now, recall that we have already shown in the previous section that the right-hand side of the above inequality is time-integrable in $\mathbb{R}_{+}$. Therefore, we conclude that there exists a time-integrable function $g: \mathbb{R} \rightarrow \mathbb{R}$ such that we can write

$$
\left|\frac{\mathrm{d}}{\mathrm{~d} t} \int_{\mathbb{R}} \Psi\left(\frac{ \pm x+\zeta(t)}{\lambda(t)}\right)\left(\omega\left|\psi_{x}\right|^{2}+\frac{\gamma q}{2}|\psi|^{4}+\frac{\beta}{2} \rho^{2}+\frac{1}{2} \eta^{2}+\frac{\gamma}{2}(2 \eta-\alpha \rho)|\psi|^{2}-\alpha \rho \eta\right) \mathrm{d} x\right| \leqslant g(t)
$$

Consequently, we are entitled to integrate over the time interval $\left[t, t_{n}\right]$ and, because of 4.40, taking $t_{n} \rightarrow \infty$, we get

$$
\int_{\mathbb{R}} \Psi\left(\frac{ \pm x+\zeta}{\lambda}\right)\left(\omega\left|\psi_{x}\right|^{2}+\frac{\gamma q}{2}|\psi|^{4}+\frac{\beta}{2} \rho^{2}+\frac{1}{2} \eta^{2}+\frac{\gamma}{2}(2 \eta-\alpha \rho)|\psi|^{2}-\alpha \rho \eta\right) \mathrm{d} x \leqslant \int_{t}^{\infty} g(\tau) \mathrm{d} t .
$$

Now, notice that, by using inequality (4.38) we can re-write the expression above in terms of the energy norm, as

$$
\begin{aligned}
\int_{\mathbb{R}} \Psi\left(\frac{ \pm x+\zeta(t)}{\lambda(t)}\right)\left(\omega\left|\psi_{x}\right|^{2}\right. & \left.+\frac{\gamma\left(\beta-\alpha^{2}\right)}{16} \rho^{2}+\frac{7 \beta}{16\left(\beta+\alpha^{2}\right)} \eta^{2}\right)(t, x) \mathrm{d} x \\
& \lesssim \int_{t}^{\infty} g(\tau) \mathrm{d} t+\int_{\mathbb{R}} \Psi\left(\frac{ \pm x+\zeta(t)}{\lambda}\right)|\psi(t)|^{4} \mathrm{~d} x
\end{aligned}
$$

Finally, notice that the latter integral involving $|\psi(t, x)|^{4}$ converges to zero as $t \rightarrow \infty$. In fact, this is a consequence of the decay of the $L^{2}$-norm (4.5) and Lemma (4.5), along with the Gagliardo-Nirenberg inequality, that allows us to bound the $L^{4}$-norm with the $H^{1}$-norm and $L^{2}$-norm. Then, to conclude, we take $t \rightarrow \infty$ in the latter inequality above, from where we obtain the decay

$$
\lim _{t \rightarrow \infty} \int_{\mathbb{R}} \Psi\left(\frac{ \pm x+\zeta(t)}{\lambda(t)}\right)\left(\left|\psi_{x}(t, x)\right|^{2}+\rho^{2}(t, x)+\eta^{2}(t, x)\right)(t, x) \mathrm{d} x=0
$$

The proof is complete.
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## Part IV

## The Zakharov Water Waves problem under variable bottom

## Chapter 5

## Existence of solitary waves in the Water Waves Zakharov system with slowly varying bottom

Abstract. We deal with the solitary wave problem for the Zakharov water waves system with surface tension and a non-flat bottom in one dimension. Amick-Kirchgässner [3] proved the existence of small solitary waves in the case of a finite flat bottom. However, in practical situations, the bottom is always non-constant. In this work, we consider a domain with a slightly varying (in space) bottom and prove the existence of a generalized solitary wave like solution. The techniques used in the proof of the main result are based on the construction of a multi-soliton like solution, introduced in (14].
This chapter is part of the work M. E. Martínez, Existence of solitary waves in the Water Waves Zakharov system with slowly varying bottom, preprint 2021.
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### 5.1 Introduction

Consider a fluid under the influence of gravity and with constant density, contained in a domain with rigid bottom and free surface:

$$
\Omega_{t}=\left\{(x, z) \in \mathbb{R}^{2} \text { such that }-a(\varepsilon x) h \leqslant z \leqslant \eta(t, x)\right\}
$$

where $h>0$ is a fixed height, $\varepsilon>0$ is a small parameter, $a: \mathbb{R} \rightarrow \mathbb{R}$ is a horizontal description of the bottom, and $\eta: \mathbb{R}^{2} \rightarrow \mathbb{R}$ is the (unknown) free surface elevation. Usually, we will denote $a_{\varepsilon}(x)=a(\varepsilon x)$.


On the fluid, we assume that it is homogeneous, inviscid, incompressible and irrotational, which implies that its motion follows the classical inviscid irrotational constant density Euler equations. In particular, denoting by $\mathbf{u} \in \mathbb{R}^{2}$ the velocity of the fluid, the fact that the flow is irrotational implies the existence of a velocity potential $\Phi$, a scalar mapping, that inside the fluid domain $\Omega_{t}$ satisfies,

$$
\mathbf{u}(t, x, z)=\left(\partial_{x} \Phi(t, x, z), \partial_{z} \Phi(t, x, z)\right)=\nabla_{x, z} \Phi(t, x, z)
$$

Since the motion of the fluid follows the free surface Euler equations, one finds that the velocity potential $\Phi$ satisfies the free surface Bernoulli formulation.

We assume that no particle of the fluid can cross the bottom or the surface, which leads to boundary conditions on the bottom

$$
\begin{equation*}
\partial_{z} \Phi(t, x,-a(\varepsilon x) h)=0, \tag{5.1}
\end{equation*}
$$

and (the kinematic condition) on the free surface

$$
\begin{equation*}
\partial_{t} \eta(t, x)+\partial_{x} \Phi(t, x, \eta(t, x)) \cdot \partial_{x} \eta(t, x)-\partial_{z} \Phi(t, x, \eta(t, x))=0 . \tag{5.2}
\end{equation*}
$$

The Zakharov water waves system arises from considering the free surface elevation $\eta$ and the trace of the potential velocity on the surface $\left.\Phi\right|_{z=\eta}$ fully determine the flow. Consequently, we are interested in the action of the flow on the free surface. In this particular case, we are dealing with the problem when the surface tension is present. Then, since the velocity
potential $\Phi$ follows Bernoulli laws, taking into account the surface tension to eliminate the pressure term, we get the following equation on the surface of the fluid

$$
\begin{equation*}
\partial_{t} \Phi(t, x, \eta(t, x))+\frac{1}{2}\left|\nabla_{x, z} \Phi(t, x, \eta(t, x))\right|^{2}+g \eta(t, x)=b \partial_{x}\left(\frac{\partial_{x} \eta(t, x)}{\sqrt{1+\left|\partial_{x} \eta(t, x)\right|^{2}}}\right), \tag{5.3}
\end{equation*}
$$

where $b$ is the surface tension coefficient and $g$ is the gravitational constant.
Finally, we also need to impose the water depth to be always bounded from below by a nonnegative constant. That is, there exist $h_{\min }>0$ such that

$$
\begin{equation*}
a(\varepsilon x) h+\eta(t, x) \geqslant h_{\min }, \quad \forall(t, x) \in \mathbb{R} \times \mathbb{R} \tag{5.4}
\end{equation*}
$$

As it is customary to do, we shall write (5.1)-(5.2)-(5.3) as a system involving unknowns defined on the free surface only, $\eta(t, x)$ and $\varphi(t, x)=\Phi(t, x, \eta(x))$. With this in mind, we shall consider the Dirichlet-Neumann operator, first introduced in the bibliography by Craig-Sulem-Sulem [5, 6, defined as

$$
\mathcal{G}[\eta, a]:\left.\varphi \mapsto \sqrt{1+|\nabla \eta|^{2}} \partial_{\mathbf{n}} \Phi\right|_{z=\eta},
$$

where $\mathbf{n}$ is the unit upward normal vector on the boundary of the fluid domain at the point $z=\eta(x)$ and $\Phi$ is the solution of the elliptic equation with moving domain

$$
\left\{\begin{array}{l}
\Delta_{x, z} \Phi=0, \quad(x, z) \in \Omega_{t},  \tag{5.5}\\
\left.\Phi\right|_{z=\eta(t, x)}=\varphi \\
\left.\partial_{\mathbf{n}} \Phi\right|_{z=-a(\varepsilon x) h}=0
\end{array}\right.
$$

Note the influence of the bottom in this last equation. As mentioned before, it was stated by Zakharov in [21] that, if one defines the trace of the velocity potential $\varphi=\left.\Phi\right|_{z=\eta}$, then $\eta$ and $\varphi$ fully determine the flow. This ultimately allows us to write the system only in terms of the unknowns $(\eta(t, x), \varphi(t, x)):=(\eta(t, x), \Phi(t, x, \eta(t, x)))$. In consequence, the one-dimensional water waves problem reads

$$
\left\{\begin{array}{l}
\partial_{t} \eta=\mathcal{G}[\eta, a] \varphi  \tag{5.6}\\
\partial_{t} \varphi=-\frac{1}{2}\left|\partial_{x} \varphi\right|^{2}+\frac{1}{2} \frac{\left(\mathcal{G}[\eta, a] \varphi+\partial_{x} \varphi \partial_{x} \eta\right)^{2}}{1+\left|\partial_{x} \eta\right|^{2}}-g \eta+b \partial_{x}\left(\frac{\partial_{x} \eta}{\sqrt{1+\left|\partial_{x} \eta\right|^{2}}}\right)
\end{array}\right.
$$

where $g$ is the gravitational constant, $b$ is the tension surface coefficient and the velocity potential $\Phi$ is recovered by solving the elliptic problem (5.5). Denoting $\mathbf{U}=(\eta, \varphi)^{\top}$, we can write (5.6) as

$$
\begin{equation*}
\partial_{t} \mathbf{U}=\mathcal{F}(\mathbf{U}) \tag{5.7}
\end{equation*}
$$

where the functional $\mathcal{F}$ is defined as

$$
\begin{equation*}
\mathcal{F}(\mathbf{U})=\binom{\mathcal{G}[\eta, a] \varphi}{-\frac{1}{2}\left|\partial_{x} \varphi\right|^{2}+\frac{1}{2} \frac{\left(\mathcal{G}[\eta, a] \varphi+\partial_{x} \varphi \partial_{x} \eta\right)^{2}}{1+\left|\partial_{x} \eta\right|^{2}}-g \eta+b \partial_{x}\left(\frac{\partial_{x} \eta}{\sqrt{1+\left|\partial_{x} \eta\right|^{2}}}\right)} . \tag{5.8}
\end{equation*}
$$

Moreover, as stated by Zakharov in [21], this system has a Hamiltonian structure in the variable $\mathbf{U}$. Indeed, let us define the Hamiltonian $\mathcal{H}$ as the total energy given by

$$
\begin{equation*}
\mathcal{H}(\eta, \varphi)=\frac{1}{2} \int_{\mathbb{R}}\left(\varphi \mathcal{G}[\eta, a] \varphi+g \eta^{2}+2 b\left(\sqrt{1+\left|\partial_{x} \eta\right|^{2}}-1\right)\right) \mathrm{d} x \tag{5.9}
\end{equation*}
$$

Then, if $I$ denotes, as usual, the identity matrix, it is possible to write (5.6) as

$$
\partial_{t}\binom{\eta}{\varphi}=\left(\begin{array}{cc}
0 & I \\
-I & 0
\end{array}\right)\binom{\partial_{\eta} \mathcal{H}}{\partial_{\varphi} \mathcal{H}} .
$$

The Zakharov water waves problem, also commonly refered to as the Zakharov-CraigSulem formulation, is an important model in the theory of water waves equations and has gained an increasing interest over recent years. The assumptions in which the mathematical formulation is based on makes it suitable for applications, which might motivate its popoularity. Condition (5.4), along with the fact that the fluid is at rest at infinity, imply that system (5.6) describe the nonlinear dynamics of deep water gravity waves, avoiding the coast. Sometimes, surface tension is assumed to be zero, a reasonable approach, essentially since the surface tension in coastal oceanography is so small that it can be neglected. Nevertheless, the interest in considering $b \neq 0$ is the possibility to study capillary gravity waves, see [12] for some applications.

In addition, from the Zakharov-Craig-Sulem formulation can be deduced a great deal of canonical, simpler models. Indeed, among some of its assymptotics formulations are, for instance, Korteweg- de Vries and the family of Boussinesq equations for shallow water, or Benney-Roskes and Davey-Stewartson systems as deep-water, full-dispersion models (see [11]).

Regarding the well-posedness for the Zakharov water waves problem, when the surface tension can be neglected, global well-posedness is shown by Wu [19, 20] and Alazard-BurqZuily [2]. In [17, 4], Schneider-Wayne and Craig presented an early approach to the local well-posedness by relying on the fact that the KdV equation can be formally derived from the Zakharov water-waves problem in the limit of long waves, obtaining classical solutions up to a finite time. In the presence of surface tension, the 3-dimensional Zakharov water-waves problem is globally well-posed for small initial data (Germain-Masmoudi-Shatah [8, 4]). In [1], Alazard-Burq-Zuily described the Cauchy problem for the 2-dimensional case with surface tension in the space $H^{s+1 / 2} \times H^{s}, s>5 / 2$.

The study of solitary waves for equation (5.6) was mainly devoted to the flat-bottom case $(a \equiv 1)$. Indeed, existence of solitary waves of the form $\mathbf{Q}_{c}(x-c t)=\left(\eta_{c}(x-c t), \varphi_{c}(x-c t)\right)$ of speed $c \sim \sqrt{g h}$ was shown for suitable values of the parameters $g, b$ and $H$ [3]. The statement reads as follows

Theorem 5.1 (Amick-Kirchgässner [3]). Suppose that $g, b, h$ satisfy

$$
\begin{equation*}
\frac{g h}{c^{2}}=1+\lambda^{2}, \quad \frac{b}{h c^{2}}>\frac{1}{3} . \tag{5.10}
\end{equation*}
$$

Then, there exists $\epsilon_{0}$ such that for every $\epsilon \in\left(0, \epsilon_{0}\right)$, there exists a solution of (5.6) with $a=1$ under the form

$$
\begin{aligned}
\boldsymbol{Q}_{c}(x-c t) & =\left(\eta_{c}(x-c t), \varphi_{c}(x-c t)\right) \\
& =\left(h \eta_{\lambda}\left(h^{-1}(x-c t)\right), c h \varphi_{\lambda}\left(h^{-1}(x-c t)\right)\right),
\end{aligned}
$$

with

$$
\eta_{\lambda}(x)=\lambda^{2} \Theta_{1}(\lambda x, \lambda) \quad \varphi_{\lambda}(x)=\lambda \Theta_{2}(\lambda x, \lambda)
$$

where $\Theta_{1}$ and $\Theta_{2}$ satisfy

$$
\exists \mathrm{d}>0, \quad \forall \alpha \geqslant 0, \quad \exists C_{\alpha}>0, \quad \forall(x, \lambda) \in \mathbb{R} \times\left(0, \lambda_{0}\right), \quad\left|\left(\partial_{x}^{\alpha} \Theta_{1}(x, \lambda)\right)\right| \leqslant C_{\alpha} \mathrm{e}^{-\mathrm{d}|x|}
$$

and

$$
\exists \mathrm{d}>0, \quad \forall \alpha \geqslant 1, \quad \exists C_{\alpha}>0, \quad \forall(x, \lambda) \in \mathbb{R} \times\left(0, \lambda_{0}\right), \quad\left|\left(\partial_{x}^{\alpha} \Theta_{2}(x, \lambda)\right)\right| \leqslant C_{\alpha} \mathrm{e}^{-\mathrm{d}|x|} .
$$

Moreover, $\Theta_{1}$ is even and $\Theta_{2}$ is odd.

Among solitary waves for the one dimensional (surface) case, there also exist multi-solitons solutions, as proven by Ming, Rousset and Tzvetkov [14. More precisely, they were able to construct solutions that are time asymptotic to a sum of decoupling solitary waves, with different speed, assuming they are never near each other. We point out that such existence results for solitary waves and multi-solitons solutions for the problem with surface tension are given under the assumption that the bottom of the domain is flat. It is our goal to address the existence of soliton-like solutions for a non-flat bottom problem.

A rather characteristic property of the one-dimensional Zakharov water waves model is the fact that the surface of the fluid is invariant by translation. As a result, usual Lyapounov stability cannot be expected. Nevertheless, orbital stability of the solitary waves holds, as was proven by Mielke [13]. This is not the case for the problem in two dimensions. Indeed, Rousset and Tzvetkov showed in [16] (and improved in [14]) that solitary waves are not stable under 2-dimensional (transverse) perturbations.

As noted in [3, 16], the profiles $\Theta_{1}(x, \varepsilon)$ and $\Theta_{2}(x, \varepsilon)$ have smooth expansions in $\varepsilon$. Then, we are entitled to study the particular case $\varepsilon=0$, for which we get

$$
\Theta_{1}(x, 0)=\cosh ^{-2}\left(\frac{x}{2\left(\beta /\left(H c^{2}\right)-1 / 3\right)^{1 / 2}}\right) .
$$

Thus, the KdV solitary wave is recovered.

### 5.1.1 Setting and main result

In this work, we are devoted to the study of the solitary wave, given by Amick-Kirchgassner (AK) for the flat bottom problem, when interacting with a bottom that changes (slightly) from a certain point in space. Since the bottom of the domain has a non-local influence on the solution $\mathbf{U}$ of system (5.6), one cannot assume that the AK solitary wave exists for the non-flat bottom problem. It is necessary, then, to prove the existence of a solution to 5.6
that behaves asymptotically like $\mathbf{Q}_{c}$ before it encounters the changing point in the bottom (as $t \rightarrow-\infty$ ) (see Figure 5.1). A second part of this study would be to explore how the description of the bottom impacts such solution as it travels towards the point of changing for the bottom and enters the interaction regime.

This manuscript is the first of two works, and deals with the first part of the problem: the existence of a pure solitary wave like solution, before it reaches the interaction point.


Figure 5.1: A solitary wave in nonflat bottom.

Throughout this paper, we will consider a slightly changing bottom described by the function $a_{\varepsilon}=a(\varepsilon \cdot) \in C_{b}^{2}(\mathbb{R}) \cap C^{\infty}(\mathbb{R})$, where $\varepsilon>0$ and $a$ is assumed to satisfy the following conditions:

There exist $K>0,0<\kappa<1$ and $\gamma_{1}, \gamma_{2}>0$ such that:

$$
\begin{gather*}
1-\kappa<a(r)<1, \quad \forall r \in \mathbb{R}, \\
1-a(r) \leqslant K \mathrm{e}^{\gamma_{2} r}, \quad \forall r \leqslant 0, \\
\lim _{r \rightarrow-\infty} a(r)=1, \lim _{r \rightarrow \infty} a(r)=1-\kappa,  \tag{5.11}\\
\left|a^{\prime}(r)\right|<K \mathrm{e}^{-\gamma_{1}|r|}, \quad \forall r \in \mathbb{R}, \\
a^{\prime} \text { does not change sign. }
\end{gather*}
$$

From now on, we will denote by $\mathbf{Q}_{c}(x-c t)=\left(\eta_{c}(x-c t), \varphi_{c}(x-c t)\right)^{t}$ the solitary wave given by Theorem 5.1. That is, $\mathbf{Q}_{c}$ satisfies

$$
\left\{\begin{array}{l}
\partial_{t} \eta_{c}=\mathcal{G}\left[\eta_{c}, 1\right] \varphi_{c}  \tag{5.12}\\
\partial_{t} \varphi_{c}=-\frac{1}{2}\left|\partial_{x} \varphi_{c}\right|^{2}+\frac{1}{2} \frac{\left(\mathcal{G}\left[\eta_{c}, 1\right] \varphi_{c}+\partial_{x} \varphi_{c} \partial_{x} \eta_{c}\right)^{2}}{1+\left|\partial_{x} \eta_{c}\right|^{2}}-g \eta_{c}+b \partial_{x}\left(\frac{\partial_{x} \eta_{c}}{\sqrt{1+\left|\partial_{x} \eta_{c}\right|^{2}}}\right)
\end{array}\right.
$$

and $\mathcal{G}\left[\eta_{c}, 1\right]=\left.\varphi_{c} \mapsto \sqrt{1+\left|\partial_{x} \eta_{c}\right|^{2}} \partial_{\mathbf{n}} \Phi_{c}\right|_{z=\eta_{c}}$ where $\Phi_{c}$ is the solution to the Laplace equation in a flat-bottom domain $\Omega_{t}^{b}:=\left\{(x, z) \in \mathbb{R}^{2}\right.$ such that $\left.-h \leqslant z \leqslant \eta_{c}(t, x)\right\}$,

$$
\left\{\begin{array}{l}
\Delta_{x_{z} z} \Phi_{c}=0 \quad(x, z) \in \Omega_{t}^{b}  \tag{5.13}\\
\left.\Phi_{c}\right|_{z=\eta_{c}}=\varphi_{c} \\
\left.\partial_{\mathbf{n}} \Phi\right|_{z=-h}=0
\end{array}\right.
$$

As mentioned before, our main goal is to prove the existence of a solution to the Zakharov water waves system (5.6) that behaves asymptotically like the solitary wave $\mathbf{Q}_{c}$ as time tends to $-\infty$. It will be convenient to define

$$
\mathbf{R}(t, x)=\mathbf{Q}_{c}(x-c t+A)
$$

where $A \gg 1$ is a parameter that allows us to stay a safe distance $A$ from the point of change in the bottom. The precise result reads:

Theorem 5.2. Let us fix $s \geqslant 0$. Suppose that the speed $c>0$ satisfy (5.10) with a parameter $\lambda$. Then, there exists $\lambda^{*}$ such that for every $\lambda \in\left(0, \lambda^{*}\right)$, and $A>0$ sufficiently large (depending on $\varepsilon$ ), there exists a solution $\boldsymbol{U}=(\eta, \varphi)^{t}$ to (5.6) defined in the time interval $(-\infty, 0$ ], that satisfies

$$
\boldsymbol{U}-\boldsymbol{R} \in \mathcal{C}_{b}\left((-\infty, 0], H^{s}(\mathbb{R}) \times H^{s}(\mathbb{R})\right),
$$

and

$$
\lim _{t \rightarrow \infty}\|\boldsymbol{U}(t)-\boldsymbol{R}(t)\|_{H^{s}(\mathbb{R})}=0
$$

Remark 5.1. The hypothesis $\lambda \in\left(0, \lambda^{*}\right)$ is merely to ensure the existence of the solitary wave, given by Theorem 5.1. Nevertheless, one could replace such condition by simply assuming that there exist smooth, bounded and exponentially decaying solitary wave solutions.

Remark 5.2. The parameter $A \geqslant 0$, that presents a safe distance from the change in the bottom, is equivalent to consider a time interval existence like $(-\infty, T]$. For the second part of the problem, such $T$ should define the moment where the soliton-like solution constructed here enters the interaction regime.

Remark 5.3. A fully detailed first step into Theorem 4.1, including explicit convergence estimates and decomposition of the soliton-like solution, can be found in Theorem 5.13.

The proof of Theorem 5.2 follows the techniques that Ming, Rousset and Tzvetkov introduced in [14] to prove the existence of multisoliton-like solutions for the one-dimensional, flat bottom problem. It consists on two main steps. Firstly, we construct an proximate solution of the form

$$
\mathbf{U}_{a p}(t, x)=\mathbf{R}(t, x)+\sum_{j=1}^{N} \rho^{j} \mathbf{V}_{j}(t, x),
$$

where $\mathbf{V}_{j}(t, x)$ are solutions to linear problems (linearization of (5.6) about the solitary wave) with exponentially decaying source terms. The idea is to understand how fast the fundamental solution of the linear problems grows so that it can be controlled by the decay of the sources (depending on A). To do so, the principal tool would be the use of spectral properties of the linear operator, proved in 14 and stated here in Section 5.2.3.

When plugging the approximate solution into the Zakharov water waves system (5.6), a remainder term $\mathbf{r}_{c}$ appears, with a faster decay for larger $N$. Finally, we construct an exact solution $\mathbf{U}=\mathbf{U}_{a p}+\mathbf{U}_{r}$, where $\mathbf{U}_{r}$ solves

$$
\partial_{t} \mathbf{U}_{r}=\mathcal{F}\left(\mathbf{U}_{a p}+\mathbf{U}_{r}\right)-\mathcal{F}\left(\mathbf{U}_{a p}\right)-\mathbf{r}_{a p}
$$

Proving the existence of such equation means that $\mathbf{U}$ satisfies

$$
\mathbf{U}(t) \rightarrow \mathbf{R}(t) \text { as } t \rightarrow-\infty \text { in } H^{s} .
$$

The nonconstant bottom introduces several difficulties in our approach, as it presents a nonlinear interaction with the solution $\mathbf{U}$. To overcome this matter, we essentially split the solution into two parts: one of them heavily influenced by the bottom (that we control by staying away from the changing point) and another part, ruled by the solitary wave $\mathbf{Q}_{c}$. The first issue in this regard would be to undestand how the the description of the bottom affects the error produced by the solitary wave in the new regime $a \neq 1$. The need for a sufficiently fast decaying error imposes the smoothness condition and softness in the variation of the bottom. Such assumptions also prevent from breaking the properties on the linearized equation, as an abrupt change would, and allow as to find suitable estimations in the construction of the approximate solution.

### 5.2 Preliminaries

### 5.2.1 Study of the Dirichlet-Neumann operator

Firstly, let us recall the definition of the Dirichlet-Neumann operator

$$
\mathcal{G}\left[\eta, a_{\varepsilon}\right]:\left.\varphi \mapsto \sqrt{1+|\nabla \eta|^{2}} \partial_{\mathbf{n}} \Phi\right|_{z=\eta},
$$

where $\Phi$ is the solution of the Laplace equation (5.5). Note that the velocity potential $\Phi$, associated to a solution $\mathbf{U}=(\eta, \varphi)^{t}$ of (5.6), is defined in the domain $\Omega_{t}$, whose surface is described by $\eta$. To be able to compare velocity potentials associated with different solutions (in particular, with $\mathbf{Q}_{c}$ ), it will be necessary to re-write the Laplace equation (5.5) and turn it into an elliptic problem in a flat domain $S:=\mathbb{R} \times[-1,0]$ (see [11, Subsection 2.2] for further details). Indeed, consider $\Sigma: S \rightarrow \Omega_{t}$ a difeomorphism such that

$$
\Sigma(x, z)=(x,(h a(\varepsilon x)+\eta(t, x)) z+\eta(t, x)), \quad(x, z) \in S
$$

Now, we can define the new unknown $\tilde{\Phi}=\Phi(\Sigma(x, z))$, solution to the following elliptic problem defined on the strip $S$,

$$
\left\{\begin{array}{l}
\nabla_{x, z} \cdot\left(P_{a}(\Sigma) \nabla_{x, z} \tilde{\Phi}\right)=0 \quad \text { in } S,  \tag{5.14}\\
\left.\tilde{\Phi}\right|_{z=0}=\varphi \\
\left.\partial_{\mathbf{n}}^{P_{a}} \tilde{\Phi}\right|_{z=-1}=0,
\end{array}\right.
$$

where the matrix $P_{a}(\Sigma)$ is defined as

$$
P_{a}(\Sigma):=\left[\begin{array}{cc}
h a_{\varepsilon}(x)+\eta(t, x) & -(z+1) \partial_{x} \eta(t, x)-h z a_{\varepsilon}^{\prime}(x)  \tag{5.15}\\
-(z+1) \partial_{x} \eta(t, x)-h z a_{\varepsilon}^{\prime}(x) & \frac{1+\left|(z+1) \partial_{x} \eta(t, x)+h z a_{\varepsilon}^{\prime}(x)\right|^{2}}{h a_{\varepsilon}(x)+\eta(t, x)}
\end{array}\right],
$$

denoted from now on as $P_{a}=P_{a}(\Sigma)$ to simplify notation, and $\partial_{\mathbf{n}}^{P_{a}}=\mathbf{n} \cdot\left(P_{a}(\Sigma) \nabla_{x, z}\right)$, for $\mathbf{n}=-\mathbf{e}_{z}$ the upward unit normal to the boundary $z=-1$.

When considering the notation $\partial_{\mathbf{n}}^{P_{a}}=(0,1)^{t} \cdot P_{a} \nabla_{x, z}$, we get that the Dirichlet-Neumann operator

$$
\mathcal{G}\left[a_{\varepsilon}, \eta\right] \varphi=\left.\partial_{\mathbf{n}}^{P_{a}} \tilde{\Phi}\right|_{z=0}
$$

can be re-written in a more explicit fashion as

$$
\begin{equation*}
\mathcal{G}\left[a_{\varepsilon}, \eta\right] \varphi=-\left.\left((z+1) \partial_{x} \eta_{c}+z h a_{\varepsilon}^{\prime}\right) \partial_{x} \tilde{\Phi}\right|_{z=0}+\left.\frac{1+\left|(z+1) \partial_{x} \eta+h z a_{\varepsilon}^{\prime}\right|^{2}}{h a_{\varepsilon}+\eta} \partial_{z} \tilde{\Phi}\right|_{z=0} \tag{5.16}
\end{equation*}
$$

Evaluations at $z=0$ will be justified later on in terms of the regularity required on the involved functions.

The DN operator meets the following properties:
Proposition 5.3. Let $\eta \in H^{\infty}(\mathbb{R})$ and $a \in C^{\infty}(\mathbb{R})$ defined by conditions (5.11), with $h a_{\varepsilon}(x)+$ $\eta(x)>h_{\text {min }}>0$ for all $x \in \mathbb{R}, \varepsilon>0$. Then:
(a) $\mathcal{G}\left[\eta, a_{\varepsilon}\right]$ is symmetric on $L^{2}(\mathbb{R})$ :

$$
\left(\mathcal{G}\left[\eta, a_{\varepsilon}\right] \varphi, \psi\right)=\left(\varphi, \mathcal{G}\left[\eta, a_{\varepsilon}\right] \psi\right), \quad \forall \varphi, \psi \in H^{\frac{1}{2}}(\mathbb{R})
$$

(b) There exist $c>0, C>0$ such that,

$$
\begin{gather*}
\left|\left(\mathcal{G}\left[\eta, a_{\varepsilon}\right] \varphi, \psi\right)\right| \leqslant C|\mathfrak{B} \varphi|_{L^{2}}|\mathfrak{B} \psi|_{L^{2}}, \quad \forall \varphi, \psi \in H^{\frac{1}{2}}(\mathbb{R}),  \tag{5.17}\\
\left(\mathcal{G}\left[\eta, a_{\varepsilon}\right] \varphi, \varphi\right) \geqslant c|\mathfrak{B} \varphi|_{L^{2}}^{2}, \quad \forall \varphi \in H^{\frac{1}{2}}(\mathbb{R}), \tag{5.18}
\end{gather*}
$$

where $\mathfrak{B}$ is the Fourier multiplier

$$
\mathfrak{B}=\left(1-\partial_{x}^{2}\right)^{-\frac{1}{4}} \partial_{x} .
$$

(c) The linear operator $\mathcal{G}\left[\eta, a_{\varepsilon}\right]: H^{s+1}(\mathbb{R}) \rightarrow H^{s}(\mathbb{R})$ is continuous for every $s \in \mathbb{R}$.

We refer to [11, Section 3] for the proof of Proposition (5.3), where the results are shown for a more general case (the bottom taking an arbitrary form).

Taking into account the shape of the solitary wave and (specifically, the shape of $\varphi_{c}$ ), it will be useful to understand the behavoir of the Dirichlet Neumann operator acting on smooth localized function. In particular, we shall see that it behaves as a space-derivative for exponentially decaying functions. Indeed, we give an estimation on its derivatives:

Proposition 5.4. Assume that $\psi \in C_{b}^{\infty}(\mathbb{R})$ has the exponential decay

$$
\begin{equation*}
\exists \mathrm{d}>0, \forall \alpha \in \mathbb{N}, \exists C_{\alpha}, \forall x \in \mathbb{R},\left|\partial_{x}^{\alpha} \psi(x)\right| \leqslant C_{\alpha} \mathrm{e}^{-\mathrm{d}\left(1+|x|^{2}\right)^{\frac{1}{2}}} \tag{5.19}
\end{equation*}
$$

Then, for any $\eta \in H^{\infty}(\mathbb{R})$ with $\min _{x \in \mathbb{R}}\left\{h a_{\varepsilon}+\eta\right\} \geqslant h_{\min }>0, \mathcal{G}[\eta, a] \psi$ also decays exponentially fast, that is, for any $\alpha \in \mathbb{N} \cup\{0\}$, there exist a constant $c_{\alpha}$ depending on $\alpha$ and $0<\delta<\mathrm{d}$ independent of $\alpha$ such that for every $x \in \mathbb{R}$,

$$
\left|\partial_{x}^{\alpha}\left(\mathcal{G}\left[\eta, a_{\varepsilon}\right] \psi\right)(x)\right| \leqslant c_{\alpha} \mathrm{e}^{-\delta\left(1+|x|^{2}\right)^{\frac{1}{2}}}
$$

Proof. We divide the proof in several steps.
Step 1. Under the assumption $\psi \in C_{b}^{\infty}(\mathbb{R})$ and $\eta \in H^{\infty}(\mathbb{R})$, from (5.16), we can write the DN operator $G\left[\eta, a_{\varepsilon}\right]$ acting on $\psi$ as

$$
\begin{equation*}
\mathcal{G}\left[\eta, a_{\varepsilon}\right] \psi=-\left.\left((z+1) \partial_{x} \eta+z h a_{\varepsilon}^{\prime}\right) \partial_{x} \tilde{\Phi}\right|_{z=0}+\left.\frac{1+\left|(z+1) \partial_{x} \eta+z h a_{\varepsilon}^{\prime}\right|^{2}}{h a_{\varepsilon}+\eta} \partial_{z} \tilde{\Phi}\right|_{z=0} \tag{5.20}
\end{equation*}
$$

where $\tilde{\Phi}$ solves the elliptic problem (5.14). Thus, to get the expected estimation, it shall be sufficient to prove exponential decay for derivatives of $\tilde{\Phi}$.

We begin the proof by making the decomposition

$$
\begin{equation*}
\tilde{\Phi}(x, z)=u(x, z)+v(x, z) \tag{5.21}
\end{equation*}
$$

where $u$ is the solution of the elliptic problem

$$
\begin{cases}\Delta_{x, z} u=0, & (x, z) \in S  \tag{5.22}\\ u(x, 0)=\psi(x), & \partial_{\mathbf{n}}^{P_{a}} u(x,-1)=0\end{cases}
$$

This way, we get that $v$ solves the elliptic problem with homogeneous boundary conditions

$$
\left\{\begin{array}{l}
\nabla_{x, z} \cdot\left(P_{a} \nabla_{x, z} v\right)=-\nabla_{x, z} \cdot\left(P_{a} \nabla_{x, z} u\right) \quad(x, z) \in S  \tag{5.23}\\
v(x, 0)=0, \partial_{\mathbf{n}}^{P_{a}} v(x,-1)=0
\end{array}\right.
$$

By solving an ODE, one can obtain an explicit expression of the Fourier transform in $x$ of $u$,

$$
\mathcal{F}_{x}(u)(\xi, z)=\frac{\cosh (\xi(z+1))}{\cosh (\xi)} \mathcal{F}_{x}(\psi)(\xi)
$$

From this expression we also have that

$$
\mathcal{F}_{x}\left(\partial_{x} u\right)(\xi, z)=\frac{\cosh (\xi(z+1))}{\cosh (\xi)} \mathcal{F}_{x}\left(\partial_{x} \psi\right)(\xi)
$$

Step 2. As in [14], we can prove exponential decay of the solution $u$ of (5.22) by following a Paley-Wiener type argument. First, we notice that the fact that $\partial_{x} \psi$ and all its derivatives have the exponential decay (5.19) $\mathcal{F}_{x}\left(\partial_{x} \psi\right)$ has an holomorphic extension for $\xi$ satisfying $|\operatorname{Im} \xi|<\mathrm{d}$. Also, we find that, after integrating by parts, for $\delta \in(0, \mathrm{~d})$,

$$
\left|\mathcal{F}_{x}\left(\partial_{x} u\right)\right| \leqslant \frac{C_{n}}{1+|\xi|^{n}}, \quad(\xi, z) \in \mathbb{R} \times[-1,0],|\operatorname{Im} \xi| \leqslant \rho, \forall n \in \mathbb{N}
$$

Since $\xi \rightarrow \frac{\cosh (\xi(z+1))}{\cos (\xi)}$ has an holomorphic bounded (uniformly on $z$ ) extension to $|\operatorname{Im} \xi| \leqslant \rho$ for any $\rho \in(0, \pi / 2)$, using contour deformation, one has

$$
\partial_{x} u(x, z)=\int_{\mathbb{R}} \mathrm{e}^{\mathrm{i} x \xi} \frac{\cosh (\xi(z+1))}{\cosh (\xi)} \mathcal{F}_{x}\left(\partial_{x} \psi\right)(\xi) \mathrm{d} \xi=\int_{\operatorname{Im} \xi=\rho} \mathrm{e}^{\mathrm{i} x \xi} \frac{\cosh (\xi(z+1))}{\cosh (\xi)} \mathcal{F}_{x}\left(\partial_{x} \psi\right)(\xi) \mathrm{d} \xi
$$

for any $\rho$ such that $|\rho|<\min \{\mathrm{d}, \pi / 2\}$. This implies that by taking $\rho=2 \delta \operatorname{sgn}(x)$, with $\delta$ sufficiently small, we find that

$$
\left|\partial_{x} u\right| \lesssim C_{\alpha} \mathrm{e}^{-2 \delta|x|} \quad \forall(x, z) \in S
$$

Now, the $z$-derivative can be estimated in a similar fashion. In fact, we have

$$
\partial_{z} \mathcal{F}_{x}(u(x, z))=\frac{\sinh (\xi(z+1))}{\cosh (\xi)} \xi \mathcal{F}_{x}(\psi)(\xi)=\frac{\sinh (\xi(z+1))}{\cosh (\xi)} \frac{1}{\mathrm{i}} \mathcal{F}_{x}\left(\partial_{x} \psi\right)(\xi)
$$

Then, we argue as before and get that

$$
\left|\partial_{z} u\right| \lesssim C_{\alpha} \mathrm{e}^{-2 \delta|x|} \quad \forall(x, z) \in S .
$$

Higher-order derivatives can be estimated using the same arguments, which implies the following

$$
\begin{equation*}
\forall \alpha,|\alpha| \geqslant 1, \quad\left|\partial_{x, z}^{\alpha} u\right| \lesssim C_{\alpha} \mathrm{e}^{-2 \delta|x|} \quad \forall(x, z) \in S \tag{5.24}
\end{equation*}
$$

Step 3. Then, we are left to prove exponential decay for the solution $v$ of (5.23). To do so, we rely on the decay properties of $P_{a}$ (inherited from $\psi(5.19)$ ) and define the increasing weight

$$
\omega(x)=\mathrm{e}^{\delta\langle x\rangle}, \quad 0<\delta<\mathrm{d},
$$

where we denoted by $\langle x\rangle=\left(1+x^{2}\right)^{\frac{1}{2}}$ and $\delta$ is to taken sufficiently small later. We get the following elliptic problem for $\tilde{v}=\omega v$ :

$$
\left\{\begin{array}{l}
-\nabla_{x, z} \cdot\left(P_{a} \nabla_{x, z} \tilde{v}\right)-\left[\nabla_{x, z} \cdot P_{a} \nabla_{x, z}, \omega\right] v=\omega \nabla_{x, z} \cdot\left(P_{a} \nabla_{x, z} u\right) \quad(x, z) \in S,  \tag{5.25}\\
\tilde{v}(x, 0)=0, \quad \partial_{\mathbf{n}}^{P_{a}} \tilde{v}(x,-1)=\delta h \varepsilon a^{\prime}(\varepsilon x) \tilde{v}(x,-1) .
\end{array}\right.
$$

For the Neumann boundary condition we used the fact that on the boundary $z=-1$,

$$
\partial_{\mathbf{n}}^{P_{a}}=h a_{\varepsilon}^{\prime} \partial_{x}+\frac{1+\left|h a_{\varepsilon}^{\prime}\right|^{2}}{h a_{\varepsilon}+\eta_{c}} \partial_{z}, \quad \text { on } \quad z=-1
$$

Now, we want to estimate the Sobolev norms of $\tilde{v}$. Using Divergence Theorem, denoting by $\Gamma=\{z=-1\} \cup\{z=0\}$, we can compute

$$
\begin{aligned}
& \int_{S} P_{a} \nabla_{x, z} \tilde{v} \cdot \nabla_{x, z} \tilde{v} \mathrm{~d} x \mathrm{~d} z-\int_{\Gamma} \mathbf{n} \cdot\left(P_{a} \nabla_{x, z} \tilde{v}\right) \tilde{v} \mathrm{~d} \Gamma \\
& =\int_{S} P_{a} \nabla_{x, z} \tilde{v} \cdot \nabla_{x, z} \tilde{v} \mathrm{~d} x \mathrm{~d} z-\int_{\mathbb{R}} \delta H \varepsilon a^{\prime}(\varepsilon x) \tilde{v}^{2}(x,-1) \mathrm{d} x \\
& \quad=\int_{S}\left(\left[\nabla_{x, z} \cdot P_{a} \nabla_{x, z}, \omega\right] v\right) \tilde{v} \mathrm{~d} x \mathrm{~d} z+\int_{S} \omega \nabla_{x, z} \cdot\left(P_{a} \nabla_{x, z} u\right) \tilde{v} \mathrm{~d} x \mathrm{~d} z .
\end{aligned}
$$

We write the following

$$
\begin{aligned}
& \int_{S} P_{a} \nabla_{x, z} \tilde{v} \cdot \nabla_{x, z} \tilde{v} \mathrm{~d} x \mathrm{~d} z=\int_{S}\left(\left[\nabla_{x, z} \cdot P_{a} \nabla_{x, z}, \omega\right] \omega^{-1} \tilde{v}\right) \tilde{v} \mathrm{~d} x \mathrm{~d} z \\
& \quad+\int_{S} \omega \nabla_{x, z} \cdot\left(P_{a} \nabla_{x, z} u\right) \tilde{v} \mathrm{~d} x \mathrm{~d} z+\int_{\mathbb{R}} \delta H \varepsilon a^{\prime}(\varepsilon x) \tilde{v}^{2}(x,-1) \mathrm{d} x \\
& \quad:=I_{1}+I_{2}+I_{3} .
\end{aligned}
$$

For the left-hand side, because $P_{a}$ is coercive, we have that

$$
\int_{S} P_{a} \nabla_{x, z} \tilde{v} \cdot \nabla_{x, z} \tilde{v} \mathrm{~d} x \mathrm{~d} z \geqslant c\left\|\nabla_{x, z} \tilde{v}\right\|_{L^{2}(S)}^{2}
$$

for a constant $c>0$ that does not depend on $\delta$. To estimate the right-hand side terms, starting with $I_{1}$, we can compute

$$
\begin{aligned}
{\left[\nabla_{x, z} \cdot P_{a} \nabla_{x, z}, \omega\right]=} & (h a(\varepsilon x)+\eta)\left[\partial_{x}^{2}, \omega\right] \\
& -\left((z+1) \partial_{x} \eta+z \varepsilon h a^{\prime}(\varepsilon x)\right)\left[\partial_{x}, \omega\right] \partial_{z}
\end{aligned}
$$

Since we know that $h a_{\varepsilon}+\eta \geqslant h_{\text {min }}$, the last equality implies that

$$
\left|I_{1}\right| \leqslant C\left(\delta^{2}\|\tilde{v}\|_{L^{2}(S)}+\delta\left\|\nabla_{x, z} \tilde{v}\right\|_{L^{2}(S)}\right)\|\tilde{v}\|_{L^{2}(S)}
$$

Secondly, to estimate the $I_{2}$, we use (5.24), and obtain

$$
\begin{equation*}
\left|I_{2}\right| \leqslant C_{\delta}\left(\delta\|\tilde{v}\|_{L^{2}(S)}+\left\|\nabla_{x, z} \tilde{v}\right\|_{L^{2}(S)}\right) \tag{5.26}
\end{equation*}
$$

Indeed, from Divergence Theorem,

$$
\begin{aligned}
I_{2} & =-\int_{S} P_{a} \nabla_{x, z} u \cdot \nabla_{x, z}(\omega \tilde{v}) \mathrm{d} x \mathrm{~d} z+\int_{\Gamma} \mathbf{n} \cdot\left(P_{a} \nabla_{x, z} u\right) \omega \tilde{v} \mathrm{~d} \Gamma \\
& \leqslant\left\|P_{a} \nabla_{x, z} u \cdot \nabla_{x, z} \mathrm{e}^{\delta\langle x\rangle}\right\|_{L^{2}(S)}\|\tilde{v}\|_{L^{2}(S)}+\left\|\left(P_{a} \nabla_{x, z} u\right) \mathrm{e}^{\delta\langle x\rangle}\right\|_{L^{2}(S)}\left\|\nabla_{x, z} \tilde{v}\right\|_{L^{2}(S)}
\end{aligned}
$$

where we used that $\partial_{\mathbf{n}}^{P_{a}} u=0$ on the boundary $z=-1$. Now, notice that, since $(5.24)$ holds, we have that there exists $C_{\delta}>0$ such that

$$
\left\|P_{a} \nabla_{x, z} u \cdot \nabla_{x, z} \mathrm{e}^{\delta\langle x\rangle}\right\|_{L^{2}(S)} \leqslant \delta C_{\delta} \quad \text { and } \quad\left\|\left(P_{a} \nabla_{x, z} u\right) \mathrm{e}^{\delta\langle x\rangle}\right\|_{L^{2}(S)} \leqslant C_{\delta}
$$

so that (5.26) is implied. Then, from Young inequality, one has

$$
\left|I_{2}\right| \leqslant \delta^{2}\|\tilde{v}\|_{L^{2}(\mathcal{S})}^{2}+\delta\left\|\nabla_{x, z} \tilde{v}\right\|_{L^{2}(\mathcal{S})}^{2}+C_{\delta} .
$$

In a similar fashion, since $H \varepsilon a^{\prime}(\varepsilon x)$ is (uniformly) bounded, after using Fundamental Theorem of Calculus on the variable $z$, one can obtain

$$
I_{3} \leqslant C \delta \int_{\mathbb{R}} \tilde{v}^{2}(x,-1) \mathrm{d} x \leqslant C \delta\|\tilde{v}\|_{L^{2}(S)}\left\|\nabla_{x, z} \tilde{v}\right\|_{L^{2}(S)}
$$

Arranging all this estimates together, we conclude that

$$
\begin{equation*}
\left\|\nabla_{x, z} \tilde{v}\right\|_{L^{2}(S)}^{2} \leqslant C\left(\delta^{2}\|\tilde{v}\|_{L^{2}(S)}^{2}+\delta\left\|\nabla_{x, z} \tilde{v}\right\|_{L^{2}(S)}\|\tilde{v}\|_{L^{2}(S)}+\delta\left\|\nabla_{x, z} \tilde{v}\right\|_{L^{2}(S)}^{2}+C_{\delta} .\right) \tag{5.27}
\end{equation*}
$$

Now, we take advantage of the fact that the fluid has finite depth, meaning that the domain is bounded in the $z$ direction, which allows us to apply Poincaré inequality. Indeed, $S$ is bounded in the $z$ direction, thus we are entitled to use Poincaré inequality ( $C$ independent of $\tilde{v}$ ):

$$
\|\tilde{v}\|_{L^{2}(S)} \leqslant C\left\|\nabla_{x, z} \tilde{v}\right\|_{L^{2}(S)} .
$$

Therefore, going back to (5.27), we can conclude that if $\delta$ is small enough, then $\left\|\nabla_{x, z} \tilde{v}\right\|_{L^{2}(\mathbb{R})}^{2} \leqslant$ $C$. In consequence, summing up we have that

$$
\|\tilde{v}\|_{L^{2}(S)} \leqslant C, \quad\left\|\nabla_{x, z} \tilde{v}\right\|_{L^{2}(S)} \leqslant C
$$

for $\delta>0$ sufficiently small.
Step 4. Finally, for the higher order estimates of $\tilde{v}$, we use an induction argument. Indeed, we re-write equation (5.28) as

$$
\left\{\begin{array}{l}
-\nabla_{x, z} \cdot\left(P_{a} \nabla_{x, z} \tilde{v}\right)=F \quad(x, z) \in S, \\
\tilde{v}(x, 0)=0, \quad \partial_{\mathbf{n}}^{P_{a}} \tilde{v}(x,-1)=\delta h a_{\varepsilon}^{\prime}(x) \tilde{v}(x,-1) .
\end{array}\right.
$$

By standard elliptic regularity theory (for instance, regularity estimates in [11, Subsection 2.3] and [7, Subsection 6.3]), we know that,

$$
\|\tilde{v}\|_{H^{s+2}(S)} \leqslant C\left(\|\tilde{v}\|_{H^{1}(S)}+\|F\|_{H^{s}(S)}\right)
$$

Because of the estimate (5.24), we have that

$$
\|F\|_{H^{s}(S)} \leqslant C\left(1+\|\tilde{v}\|_{H^{s+1}(S)}\right) .
$$

Therefore, since we already proved the $H^{1}$ estimate, we can start from there and get by induction that $\|\tilde{v}\|_{H^{s}(S)} \leqslant C_{s}$, for every $s \geqslant 0$. By Sobolev embbeding, we conclude that

$$
\forall \alpha,\left|\partial_{x, z}^{\alpha}\left(\mathrm{e}^{\delta\langle x\rangle} v(x, z)\right)\right| \leqslant C_{\alpha} .
$$

Equivalently,

$$
\begin{equation*}
\forall \alpha,\left|\partial_{x, z}^{\alpha} v(x, z)\right| \leqslant C_{\alpha} \mathrm{e}^{-\delta\langle x\rangle} \tag{5.28}
\end{equation*}
$$

Plugging this and (5.24) into 5.20 finishes the proof.
Since in this work we study, essentially, the solitary wave that arises in the flat-bottom problem, it is natural to adapt the result to the case of the solitary wave. With this in mind, we give the following corollary:

Corollary 5.5. Let $\psi \in C_{b}^{\infty}(\mathbb{R})$ with an exponential decay (5.19). Then, for $\eta \in H^{\infty}(\mathbb{R})$ such that $\min _{x \in \mathbb{R}}\left\{-h a_{\varepsilon}+\eta\right\}>h_{\text {min }}$ and $r \in \mathbb{R}, \mathcal{G}\left[\eta, a_{\varepsilon}\right](\psi(x-r))$ also satisfies an exponential decay; that is, for any $\alpha \in \mathbb{N} \cup\{0\}$ there exist $C_{\alpha}$ and $0<\delta<\mathrm{d}$ (that does not depend on $r$ ) such that for all $x \in \mathbb{R}$,

$$
\left|\partial_{x}^{\alpha} \mathcal{G}\left[\eta, a_{\varepsilon}\right](\psi(\cdot-r))(x)\right| \leqslant C_{\alpha} \mathrm{e}^{-\delta\left(1+|x-r|^{2}\right)^{\frac{1}{2}}}
$$

Remark 5.4. The result still holds when considering the case $a=1$. Indeed, in [14] it was proven that if $\psi \in C^{\infty}(\mathbb{R})$ satisfies $5.19, \eta \in H^{\infty}(\mathbb{R})$ such that $\min _{x \in \mathbb{R}}\{-h+\eta\}>h_{\text {min }}$ and $r \in \mathbb{R}$, then $\forall \alpha \in \mathbb{N} \cup\{0\}, \exists C_{\alpha}$ and $0<\delta<\mathrm{d}$ such that

$$
\left|\partial_{x}^{\alpha} \mathcal{G}[\eta, 1](\psi(\cdot-r))(x)\right| \leqslant C_{\alpha} \mathrm{e}^{-\delta\left(1+|x-r|^{2}\right)^{\frac{1}{2}}}, \quad \forall x \in \mathbb{R} .
$$

Remark 5.5. As noticed before, to prove Proposition 5.4 is actually to demostrate that for every $\alpha \in \mathbb{N}$,

$$
\left|\partial_{x, z}^{\alpha} \tilde{\Phi}\right| \leqslant C_{\alpha} \mathrm{e}^{-\delta\langle x\rangle} .
$$

Notice that the solitary wave $Q_{c}=\left(\eta_{c}, \varphi_{c}\right)^{t}$ (solution to system (5.12)) satisfies hypothesis of the result. Then, after considering an appropriate matrix to turn the Laplace equation into an elliptic problem in a flatten domain for the case $a=1$, one can use similar computations to show that

$$
\left|\partial_{x, z}^{\alpha} \Phi_{c, 1}\right| \leqslant C_{\alpha} \mathrm{e}^{-\delta\langle x\rangle}
$$

where $\Phi_{c, 1}$ in the strip domain associated to the flat bottom DN operator $\mathcal{G}\left[\eta_{c}, 1\right]$.

### 5.2.2 Shape derivatives for the Dirichlet-Neumann operator

## Neumann-Neumann operator and moving bottoms

In most of this work, we deal with the Zakharov system with a fix bottom (that is, depending only on space variable) described by $a_{\varepsilon}$. Nevertheless, it is possible to assume that the bottom is moving, as was done for instance in [1] or [10]. Such assumption implies a change in the domain and, consequently, a different condition on the bottom (which would now be a kinematic condition, like the one imposed on the surface). More precisely, if the bottom is described by a function $\bar{a}(t, x), \bar{a} \in C^{2}(\mathbb{R} \times \mathbb{R})$, then the domain would be defined (for the one-dimensional surface case) as

$$
\Omega_{t}=\left\{(x, z) \in \mathbb{R}^{2}, \quad-\bar{a}(t, x) h \leqslant z \leqslant \eta(t, x)\right\}
$$

and the kinematic condition on the bottom (in terms of the velocity potential $\Phi$ ) would read

$$
\sqrt{1+h^{2}\left|\partial_{x} \bar{a}\right|^{2}} \partial_{\mathbf{n}} \Phi=-h \partial_{t} \bar{a} \quad \text { on }\{z=-h \bar{a}(t, x)\},
$$

where $\mathbf{n}$ is the unit normal vector to the fluid domain pointing upwards. Accordingly, $\Phi$ is now recovered as the solution to the Laplacian equation with non-homogeneous Neumann condition at the bottom,

$$
\left\{\begin{array}{l}
\Delta_{x, z} \Phi=0 \quad \text { in } \mathcal{S} \\
\left.\Phi\right|_{z=\eta}=\varphi \\
\left.\sqrt{1+h^{2}\left|\partial_{x} \bar{a}\right|^{2}} \partial_{\mathbf{n}} \Phi\right|_{z=-h \bar{a}(t, x)}=-h \partial_{t} \bar{a}
\end{array}\right.
$$

Taking into account the definition of the Dirichlet-Neumann operator, it is useful to decompose $\Phi$ into a fix bottom component, $\Phi_{f b}$, and a moving bottom component, $\Phi_{m b}$, as

$$
\left\{\begin{array}{l}
\Delta_{x, z} \Phi_{f b}=0 \quad \text { in } \mathcal{S} \\
\left.\Phi_{f b}\right|_{z=\eta}=\varphi, \\
\left.\sqrt{1+h^{2}\left|\partial_{x} \bar{a}\right|^{2}} \partial_{\mathbf{n}} \Phi_{f b}\right|_{z=-h \bar{a}(t, x)}=0
\end{array}\right.
$$

and

$$
\left\{\begin{array}{l}
\Delta_{x, z} \Phi_{m b}=0 \quad \text { in } \mathcal{S} \\
\left.\Phi_{m b}\right|_{z=\eta}=0, \\
\left.\sqrt{1+H^{2}\left|\partial_{x} \bar{a}\right|^{2}} \partial_{\mathbf{n}} \Phi_{m b}\right|_{z=-h \bar{a}(t, x)}=-h \partial_{t} \bar{a}
\end{array}\right.
$$

As a consequence, we now have that

$$
\left.\sqrt{1+\left|\partial_{x} \eta\right|^{2}} \partial_{\mathbf{n}} \Phi\right|_{z=\eta}=\mathcal{G}[\eta, a] \varphi+h \mathcal{G}^{N N}[\eta, \bar{a}] \partial_{t} \bar{a}
$$

where the operator $\mathcal{G}^{N N}[\eta, \bar{a}]$ is defined as

$$
\mathcal{G}^{N N}[\eta, \bar{a}]:\left.\partial_{t} \bar{a} \mapsto \sqrt{1+\left|\partial_{x} \eta\right|^{2}} \partial_{\mathbf{n}} \Phi_{m b}\right|_{z=\eta} .
$$

Equivalently, after using a diffeomorphism $\Sigma: S \rightarrow \Omega_{t}$ to flatten the domain of the elliptic problem, we can write

$$
\mathcal{G}[\eta, \bar{a}] \varphi+\mathcal{G}^{N N}[\eta, \bar{a}] B=\left.\mathbf{e}_{z} \cdot P \nabla_{x, z} \Phi\right|_{z=0}
$$

## Shape derivatives

Since we are interested in the DN operator in terms of the bottom and the moving surface, let us consider $\Gamma$ the set of all $(\eta, a) \in H^{3 / 2}(\mathbb{R})^{2}$ such that the following condition is satisfied

$$
\exists h_{0}>0, \text { such that } \forall x \in \mathbb{R},-h a(x)+\eta(x)>h_{0} .
$$

For $0 \leqslant s \leqslant 3 / 2$ and $\varphi \in \dot{H}^{s+1 / 2}$ (fixed), we want to study the operator

$$
\begin{align*}
\mathcal{G}[\eta, a]: \Gamma \subset H^{3 / 2}(\mathbb{R})^{2} & \rightarrow H^{s-1 / 2}(\mathbb{R})  \tag{5.29}\\
(\eta, a) & \mapsto \mathcal{G}[\eta, a] \varphi
\end{align*}
$$

Given $(\zeta, b) \in H^{3 / 2}(\mathbb{R})$, we will denote by $D(\mathcal{G}[\eta, a] \varphi) \cdot(\zeta, b)$ the Fréchet derivative of $(5.29)$ at $(\eta, a)$ in the direction $(\zeta, b)$. We use an analogous definition for the derivative of $\mathcal{G}^{N N}[\eta, a]$.

We present the following Proposition, proved in [11, Theorem 3.1] and [10, Theorem 3.5 and Theorem 3.6], regarding shape derivatives of the Dirichlet-Neumann and NeumannNeumann operator:

Proposition 5.6. Assume that $0 \leqslant s \leqslant 3 / 2$ and $\varphi \in \dot{H}^{s+1 / 2}$.

1. For all $\zeta \in H^{3 / 2}(\mathbb{R})$, one has

$$
D_{\eta}(\mathcal{G}[\eta, a] \varphi) \cdot \zeta+D_{\eta}\left(\mathcal{G}^{N N}[\eta, a] B\right) \cdot \zeta=-\mathcal{G}[\eta, a](\zeta \tilde{Z})-\partial_{x}(\tilde{v} \zeta),
$$

with

$$
\tilde{Z}=\tilde{Z}[\eta, \varphi, B]=\frac{\mathcal{G}[\eta, a] \varphi+\mathcal{G}^{N N}[\eta, a] B+\partial_{x} \eta \partial_{x} \varphi}{1+\left|\partial_{x} \eta\right|^{2}}, \quad \tilde{v}=\tilde{v}[\eta, \varphi, B]=\partial_{x} \varphi-\tilde{Z} \partial_{x} \eta
$$

2. For all $b \in H^{3 / 2}(\mathbb{R})$, one has

$$
D_{a}(\mathcal{G}[\eta, a] \varphi) \cdot b+D_{a}\left(\mathcal{G}^{N N}[\eta, a] B\right) \cdot b=-\mathcal{G}^{N N}[\eta, a] \partial_{x}(b \underline{v}),
$$

with

$$
\underline{Z}=\underline{Z}[\eta, a]=\frac{B+h \partial_{x} a \partial_{x} \varphi}{1+h^{2}\left|\partial_{x} a\right|^{2}}, \quad \underline{v}=\underline{v}[\eta, \varphi]=\partial_{x} \varphi-\underline{Z} h \partial_{x} a .
$$

Proposition 5.7. For $\eta \in H^{\infty}(\mathbb{R})$ such that $h a_{\varepsilon}+\eta \geqslant h_{\min }, \varphi, \zeta_{1}, \ldots \zeta_{j} \in H^{3 / 2}(\mathbb{R})$, and $s>1 / 2$, we have that

$$
\left|D_{\eta}^{j}\left(\mathcal{G}\left[\eta, a_{\varepsilon}\right] \varphi\right) \cdot\left(\zeta_{1}, \ldots, \zeta_{j}\right)\right| \leqslant C_{s}|\mathfrak{B} \varphi|_{H^{s}} \prod_{\mathrm{i}=1}^{j}\left|\zeta_{\mathrm{i}}\right|_{H^{s+1}}
$$

### 5.2.3 Linearization around the solitary wave

In this subsection, we study the linearization of (5.6) about a solitary wave type solution

$$
\mathbf{Q}_{c}(x-c t)=\left(\eta_{c}(x-c t), \varphi_{c}(x-c t)\right)^{T}
$$

to the flat-bottom problem given by [3]. The construction of the linearized problem follows the idea of [16], with a slightly different frame-work adapted to our case, particularly by the fact that the Dirichlet-Neumann operator depends on the description of the domain.

Since we study a solitary wave of speed $c$, it will be useful to change the frame from $x$ to $x-c t$, so that the properties stated in this section can be property applied in the construction of the approximate solution (Section 5.4). In particular, we point out that, because we made the change of frame, the soliton is now a stationary wave. We proceed with the linearization.

From Proposition 5.6, given $\varphi \in \dot{H}^{s+1 / 2}, 0 \leqslant s \leqslant 3 / 2$ and, the operator $\eta \mapsto \mathcal{G}\left[\eta, a_{\varepsilon}\right] \varphi$ acting on $H^{3 / 2}(\mathbb{R})$ satisfies

$$
D_{\eta}\left(\mathcal{G}\left[\eta, a_{\varepsilon}\right] \varphi\right) \cdot \zeta=-\mathcal{G}\left[\eta, a_{\varepsilon}\right](\zeta \tilde{Z})-\partial_{x}(\tilde{v} \zeta),
$$

with

$$
\tilde{Z}[\eta, \varphi]=\frac{\mathcal{G}\left[\eta, a_{\varepsilon}\right] \varphi+\partial_{x} \eta \partial_{x} \varphi}{1+\left|\partial_{x} \eta\right|^{2}}, \quad \tilde{v}[\eta, \varphi]=\partial_{x} \varphi-\tilde{Z} \partial_{x} \eta .
$$

In addition, we have that

$$
D_{\eta}\left(b \partial_{x}\left(\frac{\partial_{x} \eta}{\sqrt{1+\left|\partial_{x} \eta\right|^{2}}}\right)\right) \cdot \zeta=b \partial_{x}\left(\frac{\partial_{x} \zeta}{\left(1+\left|\partial_{x} \eta^{2}\right|\right)^{\frac{3}{2}}}\right) .
$$

With this in mind, let us denote by

$$
Z_{c}=\tilde{Z}\left[\eta_{c}, \varphi_{c}\right] \text { and } v_{c}=\tilde{v}\left[\eta_{c}, \varphi_{c}\right] .
$$

as well as define the following operator

$$
\mathcal{P}_{c}=b \partial_{x}\left(\frac{\partial_{x} .}{\left(1+\left|\partial_{x} \eta_{c}\right|^{2}\right)^{\frac{3}{2}}}\right) .
$$

Therefore, the linearization of equation (5.6) about the solitary wave $\mathbf{Q}_{c}$ after the change of frame reads

$$
\begin{aligned}
& \partial_{t} \eta=c \partial_{x} \eta+\mathcal{G}\left[\eta_{c}, a_{\varepsilon}\right] \varphi-\mathcal{G}\left[\eta_{c}, a_{\varepsilon}\right]\left(Z_{c} \eta\right)-\partial_{x}\left(v_{c} \eta\right) \\
& \partial_{t} \varphi=c \partial_{x} \varphi-v_{c} \partial_{x} \varphi+Z_{c} \mathcal{G}\left[\eta_{c}, a_{\varepsilon}\right] \varphi-Z_{c} \mathcal{G}\left[\eta_{c}, a_{\varepsilon}\right]\left(Z_{c} \eta\right)-\left(g+Z_{c} \partial_{x} v_{c}\right) \eta+\mathcal{P}_{c} \eta .
\end{aligned}
$$

Thus, we re-write the system above depending on the variable $\mathbf{U}=(\eta, \varphi)^{t}$ in a more compact fashion as $\partial_{t} \mathbf{U}=J \wedge\left[\mathbf{Q}_{c}\right] \mathbf{U}$, where

$$
J=\left(\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right)
$$

is skew-symmetric and

$$
\mathbb{A}\left[\mathbf{Q}_{c}\right]=\left(\begin{array}{cc}
-\mathcal{P}_{c}+g+Z_{c} \mathcal{G}\left[\eta_{c}, a_{\varepsilon}\right]\left(Z_{c} \cdot\right)+Z_{c} \partial_{x} v_{c} & \left(v_{c}-c\right) \partial_{x}-Z_{c} \mathcal{G}\left[\eta_{c}, a_{\varepsilon}\right] \\
-\partial_{x}\left(\left(v_{c}-c\right) \cdot\right)-\mathcal{G}\left[\eta_{c}, a_{\varepsilon}\right]\left(Z_{c} \cdot\right) & \mathcal{G}\left[\eta_{c}, a_{\varepsilon}\right]
\end{array}\right)
$$

is a symmetric operator on $L^{2} \times L^{2}$ (in this case, acting on $\mathbf{Q}_{c}$ ). To simplify this expression, let us introduce the change of unknowns $V_{1}=\eta, V_{2}=\varphi-Z_{c} \eta$, so that for $\mathbf{V}=\left(V_{1}, V_{2}\right)^{t}$ we obtain the following system

$$
\begin{aligned}
& \partial_{t} V_{1}=\mathcal{G}\left[\eta_{c}, a_{\varepsilon}\right] V_{2}-\partial_{x}\left(\left(v_{c}-c\right) V_{1}\right) \\
& \left.\partial_{t} V_{2}=\mathcal{P}_{c} V_{1}-\left(v_{c}-c\right) \partial_{x} V_{2}-\left(g+\left(v_{c}-c\right) \partial_{x} Z_{c}\right)\right) V_{1} .
\end{aligned}
$$

Furthermore, we can set the symmetric operator, defined on $L^{2} \times L^{2}$, in this case evaluated in $\mathbf{Q}_{c}$,

$$
\mathbb{L}\left[\mathbf{Q}_{c}\right]=\left(\begin{array}{cc}
-\mathcal{P}_{c}+g+\left(v_{c}-c\right) \partial_{x} Z_{c} & \left(v_{c}-c\right) \partial_{x} \\
-\partial_{x}\left(\left(v_{c}-c\right) \cdot\right) & \mathcal{G}\left[\eta_{c}, a_{\varepsilon}\right]
\end{array}\right)
$$

and

$$
R_{c}=\left(\begin{array}{cc}
1 & 0 \\
-Z_{c} & 1
\end{array}\right)
$$

so that $\mathbf{V}=R_{c} \mathbf{U}$ and satisfies

$$
\partial_{t} \mathbf{V}=J \mathbb{L}\left[Q_{c}\right] \mathbf{V} .
$$

In order to make notation more comfortable, we shall simply write $\mathbb{\Lambda}_{c}$ and $\mathbb{L}_{c}$, instead of $\mathbb{\Lambda}_{c}\left[\mathbf{Q}_{c}\right]$ and $\mathbb{L}_{c}\left[\mathbf{Q}_{c}\right]$, respectively. The two operators $\bigwedge_{c}$ and $\mathbb{L}_{c}$ are related by the property

$$
\mathbb{L}_{c}=\left(R_{c}^{-1}\right)^{t} \bigwedge_{c} R_{c}^{-1}
$$

Remark 5.6 (On the notation). We use here the notation $\bigwedge_{c}$ and $\mathbb{L}_{c}$ when referring to the linearized operators in the frame $x-c t$, so that we can differentiate them from the linearization in the usual frame $x, \Lambda_{c}$ and $L_{c}$, to appear in Section 5.4.

Finally, we define the space $X^{0}=H^{1}(\mathbb{R}) \times \dot{H}_{*}^{\frac{1}{2}}(\mathbb{R})$, where $\dot{H}_{*}^{\frac{1}{2}}$ is a modified homogeneous Sobolev space defined by

$$
\dot{H}_{*}^{\frac{1}{2}}=\left\{u \in \mathcal{S}^{\prime}(\mathbb{R}) \text { such that } \mathfrak{B} u \in L^{2}(\mathbb{R})\right\}
$$

and $\mathfrak{B}=\left(1-\partial_{x}^{2}\right)^{-\frac{1}{4}} \partial_{x}$ is the Fourier multiplier defined in Proposition 5.3. On $\dot{H}_{*}^{\frac{1}{2}}$ we consider the semi-norm

$$
|u|_{\dot{H}_{*}^{\frac{1}{2}}}=|\mathfrak{B} u|_{L^{2}}
$$

Thus, for $\mathbf{U}=\left(U_{1}, U_{2}\right)^{t} \in X^{0}$ we define

$$
|U|_{X^{0}}=\left|U_{1}\right|_{H^{1}}+\left|U_{2}\right|_{\dot{H}_{*}^{\frac{1}{2}}} .
$$

Remark 5.7. Notice that the quadratic form associated to $\mathbb{L}_{c}$ is well-defined in $X^{0}$. Indeed, this is a consequence of Proposition 5.3.

In the rest of this subsection, we shall devote ourselves to the study of the operator $\mathbb{L}_{c}$ arising from the linearization of the Hamiltonian after the change of framework about the soliton $\mathbf{Q}_{c}$. In particular, we will be interested in proving a somewhat coercivity property for $\mathbb{L}_{c}$ to happen away from the change of bottom $(a \sim 1)$. To do so, let us consider

$$
\mathbb{L}_{c}^{1}:=\left(\begin{array}{cc}
-\mathcal{P}_{c}+g+\left(v_{c}^{1}-c\right) \partial_{x} Z_{c}^{1} & \left(v_{c}^{1}-c\right) \partial_{x} \\
-\partial_{x}\left(\left(v_{c}^{1}-c\right) \cdot\right) & \mathcal{G}\left[\eta_{c}, 1\right]
\end{array}\right)
$$

where

$$
Z_{c}^{1}:=\frac{\mathcal{G}\left[\eta_{c}, 1\right] \varphi_{c}+\partial_{x} \eta_{c} \partial_{x} \varphi_{c}}{1+\left|\partial_{x} \eta_{c}\right|^{2}}, \quad \text { and } \quad v_{c}^{1}=\partial_{x} \varphi_{c}-Z_{c}^{1} \partial_{x} \eta_{c}
$$

This way, the effect of the change of bottom is mainly described by $\mathbb{L}_{c}^{a}:=\mathbb{Z}_{c}-\mathbb{L}_{c}^{1}$, whereas $\mathbb{L}_{c}^{1}$ only depends on the solitary wave $\mathbf{Q}_{c}$. In the same fashion, we will also consider

$$
R_{c}^{1}=\left(\begin{array}{cc}
1 & 0 \\
Z_{c}^{1} & 1
\end{array}\right)
$$

and define $\bigwedge_{c}^{1}$ such that the relation

$$
\mathbb{L}_{c}^{1}=\left(\left(R_{c}^{1}\right)^{-1}\right)^{t} \bigwedge_{c}^{1}\left(R_{c}^{1}\right)^{-1}
$$

still holds.
The main appeal of doing this decomposition is the fact that $\mathbb{L}_{c}^{1}$ satisfies spectral properties in [14], as it is actually the operator associated to the linearization of the flat bottom problem around its solitary wave $\mathbf{Q}_{c}$. We present the following coercivity result for $\mathbb{L}_{c}^{1}$ :

Proposition 5.8 (Ming-Rousset-Tzvetkov [14], Proposition 3.6). There exists $\varepsilon^{*}>0$ such that for every $\varepsilon \in\left(0, \varepsilon^{*}\right]$, we have that for $\boldsymbol{Q}_{c}=\left(\eta_{c}, \varphi_{c}\right)$ that there exists $C>0$ such that for every $\boldsymbol{U}=(\eta, \varphi)^{t} \in X^{0}$ satisfying

$$
\begin{align*}
\left(\boldsymbol{U}, J R_{c}^{1} \partial_{x} \boldsymbol{Q}_{c}\right) & =\left(\eta, \partial_{x} \eta_{c}\right)=0  \tag{5.30}\\
\left(\mathbb{L}_{c}^{1} \boldsymbol{U}, \boldsymbol{U}\right) & \geqslant C|\boldsymbol{U}|_{X^{0}}^{2} \tag{5.31}
\end{align*}
$$

We refer the reader to [14, Subsection 3.2] for the proof of Proposition 5.8. In particular, as first step to the proof, the authors in [14] state the weaker version of Proposition 5.8

Lemma 5.9. Let $\boldsymbol{U}=(\eta, \varphi)^{t} \in X^{0}, \boldsymbol{U} \notin\{(0, r), r \in \mathbb{R}\}$, satisfying

$$
\begin{equation*}
\left(\boldsymbol{U}, J \partial_{x} \boldsymbol{Q}_{c}\right)=\left(\eta, J \partial_{x} \eta_{c}\right)=0 \tag{5.32}
\end{equation*}
$$

Then, $\left(\wedge_{c}^{1} U, U\right)>0$.
Remark 5.8. Notice that, because of the fact that $\left(\left(R_{c}^{1}\right)^{-1}\right)^{t} J=J R_{c}^{1}$, then Lemma 5.9 is equivalent to prove that $\left(\mathbb{L}_{c} \mathbf{U}, \mathbf{U}\right)>0$ for every $\mathbf{U} \in X^{0}, \mathbf{U} \notin\{(0, r), r \in \mathbb{R}\}$ such that (5.30) holds.

As a consequence of Proposition 5.8, one can get the following decomposition for $\mathbf{U} \in X^{0}$ :
Proposition 5.10. For every $\boldsymbol{U} \in X^{0}$ there exists a unique decomposition

$$
\begin{equation*}
\boldsymbol{U}=\alpha J R_{c}^{1} \partial_{x} \boldsymbol{Q}_{c}+\beta R_{c}^{1} \partial_{x} \boldsymbol{Q}_{c}+\boldsymbol{V} \tag{5.33}
\end{equation*}
$$

with $\boldsymbol{V}=\left(V_{1}, V_{2}\right)^{t} \in X^{0}$ such that

$$
\begin{equation*}
\left(\boldsymbol{V}, J R_{c}^{1} \partial_{x} Q_{c}\right)=\left(V_{1}, \partial_{x} \eta_{c}\right)=0 \tag{5.34}
\end{equation*}
$$

Moreover, there exists $c_{0}>0$ and $C>0$ such that for every $\boldsymbol{U} \in X^{0}$ written under the form (5.33), one has

$$
\left(\mathbb{L}_{c}^{1} \boldsymbol{U}, \boldsymbol{U}\right) \geqslant c_{0}|\boldsymbol{V}|_{X^{0}}^{2}-C|\alpha|^{2} .
$$

Remark 5.9. By choosing $V$ orthogonal to $J R_{c} \partial_{x} Q_{c}$ and $\left(\partial_{x} \eta_{c}, 0\right)^{t}$, it is possible to obtain a decomposition from Proposition 5.8. On the other hand, as noted in [16], in the proposition above, $\mathbf{V}$ is not orthogonal to the $R_{c} \partial_{x} \mathbf{Q}_{c}$ and decomposition (5.34) has better properties than the obtained from Proposition 5.8. This is due to the fact that $R_{c} \partial_{x} \mathbf{Q}_{c}$ is in the kernel of $\mathbb{L}_{c}^{1}$ while $\left(\partial_{x} \eta_{c}, 0\right)^{t}$ is not.

We refer to [14, Proposition 3.11] for the proof of Proposition 5.10.

### 5.3 Error produced by the solitary wave in a non-flat bottom system

In this section, the goal is to analyse the error produced by plugging the solitary wave of the flat-bottom problem in the non-flat regime. More specifically, we shall prove that $\mathbf{Q}_{c}$ solves system (5.6) plus some residual (exponentially decaying) terms.

From now on, we will consider $\lambda \in\left(0, \lambda^{*}\right)$, so that we can can always assume the existence of the solitary wave

$$
\mathbf{Q}_{c}(x-c t+A)=\left(\eta_{c}(x-c t+A), \varphi(x-c t+A)\right)^{T}
$$

in this case, translated a distance $A \gg 1$ form the change of bottom $a(\varepsilon x) \neq 1$ for every $t \leqslant 0$. As mentioned before, this solution satisfies the properties given in Theorem (5.1), meaning that the following estimations hold

$$
\begin{array}{ll}
\exists \mathrm{d}>0, \quad \forall \alpha \geqslant 0, \quad \exists C_{\alpha}>0, \quad \forall x \in \mathbb{R}, \quad\left|\partial_{t, x}^{\alpha} \eta_{c}\right| \leqslant C_{\alpha} \mathrm{e}^{-\mathrm{d}|x-c t+A|} .  \tag{5.35}\\
\exists \mathrm{d}>0, \quad \forall \alpha \geqslant 1, \quad \exists C_{\alpha}>0, \quad \forall x \in \mathbb{R}, \quad\left|\partial_{t, x}^{\alpha} \varphi_{c}\right| \leqslant C_{\alpha} \mathrm{e}^{-\mathrm{d}|x-c t+A|} .
\end{array}
$$

From the definition of the Dirichlet-Neumann operator, we know that

$$
\mathcal{G}\left[\eta_{c}, 1\right] \varphi_{c}=\left.\sqrt{1+\left|\partial_{x} \eta_{c}\right|^{2}} \partial_{\mathbf{n}} \Phi_{c, 1}\right|_{z=\eta_{c}}
$$

where $\Phi_{c, 1}$ is the solution to the elliptic equation (5.13) on a flat-bottom regime. It will be convenient to adapt the Laplace equation (5.13) and turn it into an equation in the strip $S=\mathbb{R} \times[-1,0]$, so that both regime (with flat bottom and with slightly changing bottom) can be comparable. With this in mind, using a change of variables, we write

$$
\mathcal{G}\left[\eta_{c}, 1\right] \varphi_{c}=\left.\binom{0}{1} \cdot P_{1} \nabla_{x, z} \Phi_{c, 1}\right|_{z=0}
$$

where $\Phi_{c, 1}=\Phi_{c, 1}(x,(H+\eta) z+\eta)$ solves

$$
\left\{\begin{array}{l}
\nabla_{x, z} \cdot P_{1} \nabla_{x, z} \Phi_{c, 1}=0 \quad \text { in } S  \tag{5.36}\\
\left.\Phi_{c, 1}\right|_{z=0}=\varphi_{c} \\
\left.\partial_{\mathbf{n}}^{P_{1}} \Phi_{c, 1}\right|_{z=-1}=0,
\end{array}\right.
$$

and $P_{1}$ is defined as

$$
P_{1}:=\left[\begin{array}{cc}
h+\eta_{c} & -(z+1) \partial_{x} \eta_{c} \\
-(z+1) \partial_{x} \eta_{c} & \frac{1+\left|(z+1) \partial_{x} \eta_{c}\right|^{2}}{h+\eta_{c}}
\end{array}\right] .
$$

Following the same idea and implementing the notation used in Subsection (5.2.1), we will write

$$
\mathcal{G}\left[\eta_{c}, a_{\varepsilon}\right]=\left.\binom{0}{1} \cdot P_{a} \nabla_{x, z} \Phi_{c, a}\right|_{z=0}
$$

where now $\Phi_{c, a}$ is the solution to the elliptic problem with boundary condition $\Phi_{c, a}(x, z=$ $0)=\varphi_{c}$ and a strip domain $S$ (5.5 associated with the non-flat bottom problem, and $P_{a}$ defined as in 5.15 after exchanging $(\eta, \varphi)$ for $\mathbf{Q}_{c}$.

In this context, let us set

$$
\begin{equation*}
r(a):=\mathcal{G}\left[\eta_{c}, 1\right] \varphi_{c}-\mathcal{G}\left[\eta_{c}, a_{\varepsilon}\right] \varphi_{c} \tag{5.37}
\end{equation*}
$$

Consequently, since $\mathbf{Q}_{c}$ solves (5.12), we have that

$$
\left\{\begin{array}{l}
\partial_{t} \eta_{c}=\mathcal{G}\left[\eta_{c}, a_{\varepsilon}\right] \varphi_{c}+r_{1}(a)  \tag{5.38}\\
\partial_{t} \varphi_{c}=-\frac{1}{2}\left|\partial_{x} \varphi_{c}\right|^{2}+\frac{1}{2} \frac{\left(\mathcal{G}[\eta, 1] \varphi_{c}+\partial_{x} \varphi_{c} \partial_{x} \eta_{c}\right)^{2}}{1+\left|\partial_{x} \eta_{c}\right|^{2}}-g \eta_{c}+b \partial_{x}\left(\frac{\partial_{x} \eta_{c}}{\sqrt{1+\left|\partial_{x} \eta_{c}\right|^{2}}}\right)+r_{2}(a)
\end{array}\right.
$$

for

$$
\begin{gather*}
r_{1}(a)=r(a) \quad \text { and } \\
r_{2}(a)=\frac{1}{2} \frac{r(a)\left(\mathcal{G}\left[\eta_{c}, 1\right] \varphi_{c}+\mathcal{G}\left[\eta_{c}, a_{\varepsilon}\right] \varphi_{c}\right)+2 r(a) \partial_{x} \varphi_{c} \partial_{x} \eta_{c}}{1+\left|\partial_{x} \eta_{c}\right|^{2}} . \tag{5.39}
\end{gather*}
$$

It is our goal in this section, then, to prove that the residual terms of the system above (5.38) are, indeed, decaying (exponentially) fast.

Proposition 5.11. The remainder $\boldsymbol{r}(a)=\left(r_{1}(a), r_{2}(a)\right)^{t}$ defined in (5.37)-(5.39) has an exponential decay in time. That is, there exist $0<\delta_{0}<\min \{\gamma \epsilon, \delta\}$ and $C_{s}>0$ such that for every $s \geqslant 0$,

$$
|\boldsymbol{r}(a)|_{E^{s}} \leqslant C_{s} \mathrm{e}^{-\delta_{0} A} \mathrm{e}^{\delta_{o} c t}, \quad \text { for all } t \leqslant 0
$$

Proof. First of all, we notice that, because the solution $\mathbf{Q}_{c}$ of (5.12) satisfies the decay property (5.35), then from the proof of Proposition 5.27 we know that for every $\alpha \in \mathbb{N}$, there exist $C_{\alpha}$ (depending on $\alpha$ ) and $0<\delta<\mathrm{d}$ (independent of $\alpha$ ) such that the following estimates for $\Phi_{c, 1}$ hold

$$
\begin{equation*}
\left|\partial_{x, z}^{\alpha} \Phi_{c, 1}\right| \leqslant C_{\alpha} \mathrm{e}^{-\delta|x-c t+A|}, \quad \forall(x, z) \in S \tag{5.40}
\end{equation*}
$$

as stated in Remark 5.5. Since the same estimate holds for $\Phi_{c, a}$, we also have that

$$
\begin{equation*}
\left|\partial_{x, z}^{\alpha} \Phi_{\mathrm{d}}\right| \leqslant C_{\alpha} \mathrm{e}^{-\delta|x-c t+A|}, \quad \forall(x, z) \in S \tag{5.41}
\end{equation*}
$$

We make the following decomposition for $R(a)$,

$$
\begin{aligned}
r_{1}(a) & =\left.\binom{0}{1} \cdot P_{1} \nabla_{x, z} \Phi_{c, 1}\right|_{z=0}-\left.\binom{0}{1} \cdot P_{a} \nabla_{c, a} \Phi_{c, a}\right|_{z=0} \\
& =\left.\binom{0}{1} \cdot\left(P_{1}-P_{a}\right) \nabla_{x, z} \Phi_{c, 1}\right|_{z=0}+\left.\binom{0}{1} \cdot P_{a} \nabla_{x, z}\left(\Phi_{c, 1}-\Phi_{c, a}\right)\right|_{z=0}
\end{aligned}
$$

From the definition of both $P_{1}$ and $P_{a}$, we have that the first term takes the form

$$
\begin{aligned}
& \left.\binom{0}{1} \cdot\left(P_{1}-P_{a}\right) \nabla_{x, z} \Phi_{c, 1}\right|_{z=0} \\
& \quad=\left.h a_{\varepsilon}^{\prime} \partial_{x} \Phi_{c, 1}\right|_{z=0}+\left.\frac{2(z+1) z h \partial_{x} \eta_{c} a_{\varepsilon}^{\prime}+\left|z h a_{\varepsilon}^{\prime}\right|^{2}}{h a_{\varepsilon}+\eta_{c}} \partial_{z} \Phi_{c, 1}\right|_{z=0} .
\end{aligned}
$$

Then, just as we did in the proof of Proposition 5.4, we rely on (5.40) to conclude the estimation needed for the first term of $R(a)$. Indeed, we present the following auxiliary lemma:

Lemma 5.12. For $c>0, \delta>0, \gamma>0, \varepsilon>0$, and $\delta_{0} \in(0, \min \{\gamma \varepsilon, \delta\})$, there exists $C>0$ such that for every $A \geqslant 0, t \leqslant 0$,

$$
\int_{\mathbb{R}} \mathrm{e}^{-\gamma|\varepsilon x|} \mathrm{e}^{-\delta|x-c t+A|} \mathrm{d} x \leqslant C \mathrm{e}^{-\delta_{0} A} \mathrm{e}^{\delta_{0} c t} .
$$

Proof Lemma 5.12. Denoting $\bar{\delta}=\min \{\gamma \varepsilon, \delta\}>0$, we have that

$$
\begin{equation*}
\int_{\mathbb{R}} \mathrm{e}^{-\bar{\delta}|x|} \mathrm{e}^{-\bar{\delta}|x-c t+A|} \mathrm{d} x \leqslant C \mathrm{e}^{-\delta_{0} A} \mathrm{e}^{\delta_{0} c t} . \tag{5.42}
\end{equation*}
$$

In fact, since $t \leqslant 0$, one can divide the space $\mathbb{R}$ into three subsets:

$$
x \leqslant c t-A, \quad c t-A \leqslant x \leqslant 0, \quad x \geqslant 0 .
$$

We have that

$$
\int_{x \leqslant c t-A} \mathrm{e}^{-\bar{\delta}|x|} \mathrm{e}^{-\bar{\delta}|x-c t+A|} \mathrm{d} x=\mathrm{e}^{\bar{\delta}(-c t+A)} \int_{x \leqslant c t-A} \mathrm{e}^{2 \bar{\delta} x} \mathrm{~d} x=\frac{\mathrm{e}^{-\bar{\delta}(-c t+A)}}{2 \bar{\delta}} .
$$

The case $x \geqslant 0$ follows from the same arguments. Finally, for the remaining case, we note that if $c t-A \leqslant x \leqslant 0$, then

$$
\mathrm{e}^{-\bar{\delta}|x|} \mathrm{e}^{-\bar{\delta}|x-c t+A|}=\mathrm{e}^{\bar{\delta} x} \mathrm{e}^{-\bar{\delta}(x-c t+A)}=\mathrm{e}^{\bar{\delta}(c t-A)}
$$

and, therefore, 5.42 follows.

We return to the proof of Proposition 5.11. Taking into account (5.40), as a consequence of Lemma 5.12 we have that, for every $s \geqslant 0$, there exists $C_{s}$ and $\delta_{0}$ such that

$$
\left.\left|\binom{0}{1} \cdot\left(P_{1}-P_{a}\right) \nabla_{x, z} \Phi_{c, 1}\right|_{z=0}\right|_{E^{s}} \leqslant C_{s} \mathrm{e}^{-\delta_{0} A} \mathrm{e}^{\delta_{0} c t}, \quad t \leqslant 0 .
$$

Now, let us analyze the second term of $r_{1}(a)$. More precisely, we want to study $\Phi_{\mathrm{d}}=$ $\Phi_{c, 1}-\Phi_{c, a}$, which turns out to be the solution of the equation:

$$
\left\{\begin{array}{l}
\nabla_{x, z} \cdot P_{a} \nabla_{x, z} \Phi_{\mathrm{d}}=-\nabla_{x, z} \cdot P_{a} \nabla_{x, z} \Phi_{c, 1}=\nabla_{x, z} \cdot\left(P_{1}-P_{a}\right) \nabla_{x, z} \Phi_{c, 1}, \quad \text { in } S,  \tag{5.43}\\
\left.\Phi_{\mathrm{d}}\right|_{z=0}=0,\left.\quad \partial_{\mathbf{n}}^{P_{a}} \Phi_{\mathrm{d}}\right|_{z=-1}=\left.\partial_{\mathbf{n}}^{P_{a}} \Phi_{c, 1}\right|_{z=-1} .
\end{array}\right.
$$

Taking into account the decay of the solitary wave and of the function describing the bottom, we consider the weight

$$
\omega(t, x)=\mathrm{e}^{\bar{\delta}|x|} \mathrm{e}^{\bar{\delta}|x-c t+A|},
$$

where $0<\bar{\delta}<\frac{1}{2} \min \{\varepsilon \gamma, \delta\}$ is to be chosen (sufficiently small) later. Then, multiplying (5.43) by such weight $\omega$, we obtain the equation

$$
\left\{\begin{array}{l}
\nabla_{x, z} \cdot P_{a} \nabla_{x, z}\left(\omega \Phi_{\mathrm{d}}\right)+\left[\omega, \nabla_{x, z} \cdot P_{a} \nabla_{x, z}\right] \Phi_{\mathrm{d}}=\omega \nabla_{x, z} \cdot\left(P_{1}-P_{a}\right) \nabla_{x, z} \Phi_{c, 1}, \quad \text { in } S, \\
\left.\Phi_{\mathrm{d}}\right|_{z=0}=0,\left.\quad \partial_{\mathbf{n}}^{P_{a}} \Phi_{\mathrm{d}}\right|_{z=-1}=\left.\partial_{\mathbf{n}}^{P_{a}} \Phi_{c, 1}\right|_{z=-1} .
\end{array}\right.
$$

Now, we proceed by Divergence Theorem. Certainly, recall that

$$
\partial_{n}^{P_{a}}=\mathbf{n} \cdot P_{a} \nabla_{x, z}=h a_{\varepsilon}^{\prime} \partial_{x}+\frac{1+\left|h a_{\varepsilon}^{\prime}\right|^{2}}{h a_{\varepsilon}+\eta_{c}} \partial_{z} \quad \text { on the boundary } z=-1
$$

In fact, notice that when using the notation $\partial_{\mathbf{n}}^{P_{1}}=\mathbf{n} \cdot P_{1} \nabla_{x, z}$, it is straightforward to see that $\partial_{\mathbf{n}}^{P_{1}}=\frac{1}{h+\eta_{c}} \partial_{z}$ on the boundary $z=-1$. Since $\left.\partial_{\mathbf{n}}^{P_{1}} \Phi_{c, 1}\right|_{z=-1}=0$, this implies that $\left.\partial_{z} \Phi_{c, 1}\right|_{z=-1}=0$. In particular, it means that

$$
\begin{aligned}
\left.\partial_{\mathbf{n}}^{P_{a}}\left(\omega \Phi_{\mathrm{d}}\right)\right|_{z=-1} & =\left.\partial_{\mathbf{n}}^{P_{a}}\left(\omega \Phi_{c, 1}\right)\right|_{z=-1}-\left.h a_{\varepsilon}^{\prime} \bar{\delta} \omega \Phi_{c, a}\right|_{z=-1}-\left.\omega \partial_{\mathbf{n}}^{P_{a}}\left(\Phi_{c, a}\right)\right|_{z=-1} \\
& =\left.h a_{\varepsilon}^{\prime} \partial_{x}\left(\omega \Phi_{c, 1}\right)\right|_{z=-1}-\left.h a_{\varepsilon}^{\prime} \bar{\delta} \omega \Phi_{c, a}\right|_{z=-1} \\
& =\left.h a_{\varepsilon}^{\prime} \bar{\delta} \omega \Phi_{\mathrm{d}}\right|_{z=-1}+\left.h a_{\varepsilon}^{\prime} \omega \partial_{x}\left(\Phi_{c, 1}\right)\right|_{z=-1} .
\end{aligned}
$$

Then, Divergence Theorem gives us the following

$$
\begin{aligned}
& -\int_{S} \nabla_{x, z} \cdot\left(P_{a} \nabla_{x, z}\left(\omega \Phi_{\mathrm{d}}\right)\right) \omega \Phi_{\mathrm{d}} \mathrm{~d} x \mathrm{~d} z=\int_{S} P_{a} \nabla_{x, z}\left(\omega \Phi_{\mathrm{d}}\right) \cdot \nabla_{x, z}\left(\omega \Phi_{\mathrm{d}}\right) \mathrm{d} x \mathrm{~d} z \\
& \quad-\int_{\mathbb{R}} h a_{\varepsilon}^{\prime}\left(\bar{\delta} \omega(x) \Phi_{\mathrm{d}}(t, x,-1)+\omega(x) \partial_{x} \Phi_{c, 1}(t, x,-1)\right) \omega(x) \Phi_{\mathrm{d}}(t, x,-1) \mathrm{d} x
\end{aligned}
$$

Then, since $P_{a}$ is coercive, we have that there exists $C_{0}>0$ such that

$$
\begin{align*}
& C_{0} \int_{S}\left|\nabla_{x, z}\left(\omega \Phi_{\mathrm{d}}\right)\right|^{2} \mathrm{~d} x \mathrm{~d} z \leqslant \int_{S}\left(\left[\omega, \nabla_{x, z} \cdot P_{a} \nabla_{x, z}\right] \Phi_{\mathrm{d}}\right) \omega \Phi_{\mathrm{d}} \mathrm{~d} x \mathrm{~d} z \\
& \quad-\int_{S} \omega \nabla_{x, z} \cdot\left(\left(P_{1}-P_{a}\right) \nabla_{x, z} \Phi_{c, 1}\right) \omega \Phi_{\mathrm{d}} \mathrm{~d} x \mathrm{~d} z  \tag{5.44}\\
& \quad+\int_{\mathbb{R}} h a_{\varepsilon}^{\prime}\left(\bar{\delta} \omega(x) \Phi_{\mathrm{d}}(t, x,-1)+\omega(x) \partial_{x} \Phi_{c, 1}(t, x,-1)\right) \omega(x) \Phi_{\mathrm{d}}(t, x,-1) \mathrm{d} x \\
& \quad:=I_{1}+I_{2}+I_{3} .
\end{align*}
$$

Following the arguments of Proposition 5.4, to estimate $I_{1}$ we make use of the fact that the depth of the fluid is finite (bounded in the $z$ direction), to apply Poincaré inequality. Indeed, we have that

$$
\begin{aligned}
{\left[\omega, \nabla_{x, z} \cdot P_{a} \nabla_{x, z}\right]=} & \left(h a_{\varepsilon}+\eta_{c}\right)\left[\omega, \partial_{x}^{2}\right] \\
& -\left((z+1) \partial_{x} \eta_{c}+z h a_{\varepsilon}^{\prime}\right)\left[\omega, \partial_{x}\right] \partial_{z}
\end{aligned}
$$

This, along with uniform upper bounds for both $\left|a^{\prime}\right|$ and $\left|\partial_{x} \eta_{c}\right|$ and the existence of $h_{\max }>0$ such that $\left|h a_{\varepsilon}+\eta_{c}\right| \leqslant h_{\text {max }}$ uniformly on $(t, x)$, lead to

$$
\left|I_{1}\right| \leqslant C\left(\bar{\delta}^{2}\left\|\omega \Phi_{\mathrm{d}}\right\|_{L^{2}(S)^{2}}^{2}+\bar{\delta}\left\|\omega \partial_{z} \Phi_{\mathrm{d}}\right\|_{L^{2}(S)}\left\|\omega \Phi_{\mathrm{d}}\right\|_{L^{2}(S)}\right)
$$

Thus, since $S$ si bounded in the $z$ direction, from Poincaré inequality, we have that

$$
\left|I_{1}\right| \leqslant C\left(\bar{\delta}^{2}+\bar{\delta}\right)\left\|\nabla_{x, z}\left(\omega \Phi_{\mathrm{d}}\right)\right\|_{L^{2}(S)^{2}}^{2}
$$

Now, for $I_{2}$, from the conditions that define the bottom $a\left(5.11\right.$ and the decay of $\Phi_{c, 1}$ (5.40), we have that there exists $C_{\delta}>0$, such that

$$
\left|I_{2}\right| \leqslant C_{\bar{\delta}}\left(\bar{\delta}\left\|\omega \Phi_{\mathrm{d}}\right\|_{L^{2}(S)}+\left\|\nabla_{x, z}\left(\omega \Phi_{\mathrm{d}}\right)\right\|_{L^{2}(S)}\right) .
$$

Indeed, using Divergence Theorem one more time, denoting by $\Gamma=\{z=0\} \cup\{z=-1\}$ and $\mathbf{n}$ the outward unit normal,
$I_{2}=\int_{S}\left(P_{1}-P_{a}\right) \nabla_{x, z} \Phi_{c, 1} \cdot \nabla_{x, z}\left(\omega^{2} \Phi_{\mathrm{d}}\right) \mathrm{d} x \mathrm{~d} z-\int_{\Gamma} \mathbf{n} \cdot\left(\left(P_{1}-P_{a}\right) \nabla_{x, z} \Phi_{c, 1}\right) \omega^{2} \Phi_{\mathrm{d}} \mathrm{d} \Gamma:=I_{2,1}+I_{2,2}$.
We analyse the line integral by writing

$$
\int_{\Gamma} \mathbf{n} \cdot\left(\left(P_{1}-P_{a}\right) \nabla_{x, z} \Phi_{c, 1}\right) \omega^{2} \Phi_{\mathrm{d}}=-\int_{\{z=-1\}} \mathbf{n} \cdot\left(P_{a} \nabla_{x, z} \Phi_{c, 1}\right) \omega^{2} \Phi_{\mathrm{d}}
$$

where we used the fact that $\Phi_{c, 1}$ solves (5.36), which in particular means that $\left.\partial_{\mathbf{n}}^{P_{1}} \Phi_{c, 1}\right|_{z=-1}=$ $\left.\partial_{z} \Phi_{c, 1}\right|_{z=-1}=0$. Thus, writing $\partial_{\mathbf{n}}^{P_{a}}$ in a more explicit fashion, we have that

$$
\begin{aligned}
\int_{\Gamma} \mathbf{n} \cdot\left(\left(P_{1}-P_{a}\right) \nabla_{x, z} \Phi_{c, 1} \omega^{2} \Phi_{\mathrm{d}}\right) & =-\int_{\{z=-1\}}\left(h a_{\varepsilon}^{\prime} \partial_{x} \Phi_{c, 1}+\frac{1+\left|h a_{\varepsilon}^{\prime}\right|^{2}}{h a_{\varepsilon}+\eta_{c}} \partial_{z} \Phi_{c, 1}\right) \omega^{2} \Phi_{\mathrm{d}} \\
& =-\int_{\{z=-1\}} h a_{\varepsilon}^{\prime} \partial_{x} \Phi_{c, 1} \omega^{2} \Phi_{\mathrm{d}}
\end{aligned}
$$

Notice that because of the definition of the weight $\omega$, its growth can be controlled by $\partial_{x} \Phi_{c, 1}$ and $a^{\prime}(\varepsilon x)$. Then, using Cauchy-Schwartz inequality, we have that there exists $C_{\bar{\delta}}>0$ such that

$$
\int_{\Gamma} \mathbf{n} \cdot\left(\left(P_{1}-P_{a}\right) \nabla_{x, z} \Phi_{c, 1} \omega^{2} \Phi_{\mathrm{d}}\right) \leqslant C_{\bar{\delta}}\left\|\omega \Phi_{\mathrm{d}}(z=-1)\right\|_{L^{2}(\mathbb{R})}
$$

By Fundamental Theorem of Calculus on the $z$ variable and the fact that on $\{z=0\}$, $\left.\Phi_{\mathrm{d}}\right|_{z=0}=0$, we conclude

$$
I_{2,2} \leqslant C_{\bar{\delta}}\left(\left\|\omega \Phi_{\mathrm{d}}\right\|_{L^{2}(S)}+\left\|\nabla_{x, z}\left(\omega \Phi_{\mathrm{d}}\right)\right\|_{L^{2}(S)}\right)
$$

A similar reasoning is applied to the first term of $I_{2}$. Let us write

$$
I_{2,1}=\int_{S}\left(P_{1}-P_{a}\right) \nabla_{x, z} \Phi_{c, 1} \omega \cdot \nabla_{x, z}\left(\omega \Phi_{\mathrm{d}}\right) \mathrm{d} x \mathrm{~d} z+\bar{\delta} \int_{S}\left(P_{1}-P_{a}\right) \nabla_{x, z} \Phi_{c, 1} \cdot(\omega, 0)^{t}\left(\omega \Phi_{\mathrm{d}}\right) \mathrm{d} x \mathrm{~d} z
$$

Since

$$
P_{1}-P_{a}=\left[\begin{array}{cc}
h\left(1-a_{\varepsilon}\right) & x h a_{\varepsilon}^{\prime} \\
z h a_{\varepsilon}^{\prime} & \frac{1+\left|(z+1) \partial_{x} \eta_{c}\right|^{2}}{H+\eta_{c}}-\frac{1+\left|(z+1) \partial_{x} \eta_{c}+z h a_{\varepsilon}^{\prime}\right|^{2}}{h a_{\varepsilon}+\eta_{c}}
\end{array}\right],
$$

estimating $I_{2,1}$ involves studying not only the interaction between the decaying functions $\partial_{x, z}^{\alpha} \Phi_{c, 1}$ and $a^{\prime}(\varepsilon x)$ with and the growing weight $\omega$, but also the decay of $1-a(\varepsilon x)$. Indeed, notice that

$$
\begin{aligned}
& \left|\frac{1+\left|(z+1) \partial_{x} \eta_{c}\right|^{2}}{h+\eta_{c}}-\frac{1+\left|(z+1) \partial_{x} \eta_{c}+z h a_{\varepsilon}^{\prime}\right|^{2}}{h a_{\varepsilon}+\eta_{c}}\right| \\
& \quad=\frac{(z+1) z h \partial_{x} \eta_{c} a_{\varepsilon}^{\prime}+\left|z h a_{\varepsilon}^{\prime}\right|^{2}}{h a_{\varepsilon}+\eta_{c}}+\frac{\left(1+\left|(z+1) \partial_{x} \eta_{c}\right|^{2}\right) h\left(1-a_{\varepsilon}\right)}{\left(h a_{\varepsilon}+\eta_{c}\right)\left(h+\eta_{c}\right)} .
\end{aligned}
$$

Then, taking into account (5.11) and (5.40), we obtain

$$
\begin{aligned}
\left|I_{2}\right| & \leqslant C_{\bar{\delta}}\left((\bar{\delta}+1)\left\|\omega \Phi_{\mathrm{d}}\right\|_{L^{2}(S)}+\left\|\nabla_{x, z}\left(\omega \Phi_{\mathrm{d}}\right)\right\|_{L^{2}(S)}\right) \\
& \leqslant\left(\bar{\delta}^{2}+\bar{\delta}\right)\left\|\omega \Phi_{\mathrm{d}}\right\|_{L^{2}(S)}^{2}+\bar{\delta}\left\|\nabla_{x, z}\left(\omega \Phi_{\mathrm{d}}\right)\right\|_{L^{2}(S)}^{2}+C_{\bar{\delta}}
\end{aligned}
$$

where we used Young inequality for the second inequality (notice that the constant $C_{\bar{\delta}}$ might change from line to line).

Consequently, Poincaré inequality gives us the following

$$
\left|I_{2}\right| \leqslant C\left(\bar{\delta}^{2}+\bar{\delta}\right)\left\|\nabla_{x, z}\left(\omega \Phi_{\mathrm{d}}\right)\right\|_{L^{2}(S)}^{2}+C_{\bar{\delta}} .
$$

Finally, for $I_{3}$, we have use a similar reasoning as before and obtain

$$
\begin{aligned}
\left|I_{3}\right| & \leqslant \bar{\delta}^{2}\left\|\omega \Phi_{\mathrm{d}}\right\|_{L^{2}(S)}^{2}+\bar{\delta}\left\|\nabla_{x, z}\left(\omega \Phi_{\mathrm{d}}\right)\right\|_{L^{2}(S)}^{2}+C_{\bar{\delta}} \\
& \leqslant C\left(\bar{\delta}^{2}+\bar{\delta}\right)\left\|\nabla_{x, z}\left(\omega \Phi_{\mathrm{d}}\right)\right\|_{L^{2}(S)}^{2}+C_{\bar{\delta}}
\end{aligned}
$$

Gathering all estimations computed above, we can conclude from (5.44) that

$$
\left\|\nabla_{x, z}\left(\omega \Phi_{\mathrm{d}}\right)\right\|_{L^{2}(S)}^{2} \leqslant C\left(\left(\bar{\delta}^{2}+\bar{\delta}\right)\left\|\nabla_{x, z}\left(\omega \Phi_{\mathrm{d}}\right)\right\|_{L^{2}(S)}^{2}+C_{\bar{\delta}}\right) .
$$

Therefore, if $\bar{\delta}$ is sufficiently small, we can write

$$
\left\|\nabla_{x, z}\left(\omega \Phi_{\mathrm{d}}\right)\right\|_{L^{2}(S)}^{2} \leqslant C
$$

As a consequence, after choosing $\bar{\delta}>0$ sufficiently small, we conclude

$$
\left\|\omega \Phi_{\mathrm{d}}\right\|_{L^{2}(S)} \leqslant C \text { and }\left\|\nabla_{x, z}\left(\omega \Phi_{\mathrm{d}}\right)\right\|_{L^{2}(S)} \leqslant C
$$

As in the proof of Proposition 5.4, for the higher order estimates for $\omega \Phi_{\mathrm{d}}$, we use an induction and argument standard elliptic regularity theory. We can deduce that

$$
\forall \alpha,\left|\partial_{x, z}^{\alpha}\left(\omega(x) \Phi_{\mathrm{d}}(x, z)\right)\right| \leqslant C_{\alpha}
$$

Equivalently,

$$
\forall \alpha,\left|\partial_{x, z}^{\alpha} \Phi_{\mathrm{d}}(x, z)\right| \leqslant C_{\alpha} \mathrm{e}^{-\bar{\delta}|x|} \mathrm{e}^{-\bar{\delta}|x-c t+A|}
$$

### 5.4 Construction of an approximate solution

In this section, our main goal is to find an approximate solution $\mathbf{U}_{a p}$ of the system (5.6) that behaves asymptotically ( as $t \rightarrow-\infty$ ) like the solitary wave of the flat-bottom problem $\mathbf{Q}_{c}$. In other words, we focus on the construction of a solution $\mathbf{U}_{a p}=\mathbf{Q}_{c}+\mathbf{V}$ such that is an approximate solution in the sense that

$$
\partial_{t} \mathbf{U}_{a p}=\mathcal{F}\left(\mathbf{U}_{a p}\right)+\mathbf{r}_{a p},
$$

where both $\mathbf{r}_{a p}$ and $\mathbf{V}$ decay to 0 as $t \rightarrow-\infty$ with exponential rate.
We will denote by $\rho=\mathrm{e}^{-\delta_{0} A}>0$, so that $\rho$ becomes smaller for larger $A>0$. In particular, for the remainder $\mathbf{r}(a)$, obtained when plugging $\mathbf{Q}_{c}$ into the nonflat-bottom problem, we define $\mathbf{r}_{c}=\frac{1}{\rho} \mathbf{r}(a)$ and write, for all $s \geqslant 0$,

$$
\left|\mathbf{r}_{c}\right|_{E_{s}} \leqslant C_{s} \mathrm{e}^{\delta_{0} c t} \quad \text { for } t \leqslant 0
$$

Let us define

$$
\mathbf{V}(t, x)=\sum_{j=1}^{N} \rho^{j} \mathbf{V}_{j}(t, x)
$$

for $\mathbf{V}_{j}$ still unknown (to be constructed) and $N \in \mathbb{N}$. If we make Taylor expansion of $\mathcal{F}$ around the solitary wave, we have that

$$
\begin{equation*}
\mathcal{F}(\mathbf{U})=\mathcal{F}\left(\mathbf{Q}_{c}+\mathbf{V}\right)=\mathcal{F}\left(\mathbf{Q}_{c}\right)+\sum_{j=1}^{N} \frac{1}{j!} D^{j} \mathcal{F}\left[\mathbf{Q}_{c}\right](\mathbf{V}, \ldots, \mathbf{V})+\mathbf{r}_{N, \delta}(\mathbf{V}) \tag{5.45}
\end{equation*}
$$

where the first derivative of $\mathcal{F}$ is $D \mathcal{F}=J \Lambda\left[\mathbf{Q}_{c}\right]$,

$$
J=\left(\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right)
$$

is skew-symmetric, and

$$
\begin{gathered}
\Lambda\left[\mathbf{Q}_{c}\right]=\left(\begin{array}{cc}
-\mathcal{P}_{c}+g+Z_{c} \mathcal{G}\left[\eta_{c}, a_{\varepsilon}\right]\left(Z_{c} \cdot\right)+Z_{c} \partial_{x} v_{c} & v_{c} \partial_{x}-Z_{c} \mathcal{G}\left[\eta_{c}, a_{\varepsilon}\right] \\
-\partial_{x}\left(v_{c} \cdot\right)-\mathcal{G}\left[\eta_{c}, a_{\varepsilon}\right]\left(Z_{c} \cdot\right) & G\left[\eta_{c}, a_{\varepsilon}\right]
\end{array}\right), \\
Z_{c}=\tilde{Z}\left[\eta_{c}, \varphi_{c}\right]=\frac{\mathcal{G}\left[\eta_{c}, a_{\varepsilon}\right] \varphi_{c}+\partial_{x} \eta_{c} \partial_{x} \varphi_{c}}{1+\left|\partial_{x} \eta_{c}\right|^{2}}, \\
v_{c}=\tilde{v}\left[\eta_{c}, \varphi_{c}\right]=\partial_{x} \varphi_{c}-Z_{c} \partial_{x} \eta_{c},
\end{gathered}
$$

and $\mathcal{P}_{c}=\mathcal{P}\left[\eta_{c}, \varphi_{c}\right]$ for $\mathcal{P}$ defined as

$$
\mathcal{P}\left[\eta_{c}, \varphi_{c}\right] \psi=b \partial_{x}\left(\left(1+\left(\partial_{x} \eta_{c}\right)^{2}\right)^{-\frac{3}{2}} \partial_{x} \psi\right) .
$$

Then, going back to the equation, using the decomposition (5.45), one gets linear problems for every $\mathbf{V}_{k}$. Indeed, the system for $\mathbf{V}_{1}$ is

$$
\partial_{t} \mathbf{V}_{1}-J \Lambda\left[\mathbf{Q}_{c}\right] \mathbf{V}_{1}=-\mathbf{r}_{c}
$$

For $\mathbf{V}_{2}$ :

$$
\partial_{t} \mathbf{V}_{2}-J \Lambda\left[\mathbf{Q}_{c}\right] \mathbf{V}_{2}=\frac{1}{2} D^{2} \mathcal{F}\left[\mathbf{Q}_{c}\right]\left(\mathbf{V}_{1}, \mathbf{V}_{1}\right)
$$

And for any $\mathbf{V}_{j}, j \in\{2, \ldots N\}$,

$$
\partial_{t} \mathbf{V}_{j}-J \Lambda\left[\mathbf{Q}_{c}\right] \mathbf{V}_{j}=\sum_{p=1}^{j} \sum_{\substack{1 \leqslant j_{1}, \ldots, j_{p} \leqslant j-1 \\ j_{1}+\ldots j_{p}=j}} \frac{1}{p!} D^{p} \mathcal{F}\left[\mathbf{Q}_{c}\right]\left(\mathbf{V}_{j_{1}}, \ldots, \mathbf{V}_{j_{p}}\right)
$$

In this context, we present the main result of this section:
Theorem 5.13. For every $N \in \mathbb{N}$, there exists

$$
\boldsymbol{U}_{a p}=\boldsymbol{Q}_{c}+\boldsymbol{V}=\boldsymbol{Q}_{c}+\sum_{j=1}^{N} \rho^{j} \boldsymbol{V}_{j}(t, x)
$$

where $\boldsymbol{V}_{j} \in C^{\infty}\left(\mathbb{R}, H^{\infty}(\mathbb{R})\right)$ such that

$$
\begin{equation*}
\left|\boldsymbol{V}_{j}\right|_{E^{s}} \leqslant A^{(2 j-1) / 4} C_{s, j}\left(\delta_{0}\right) \mathrm{e}^{-j \delta_{0} c|t|} \quad \forall t \leqslant 0 \tag{5.46}
\end{equation*}
$$

In addition, $\boldsymbol{U}_{a p}$ is an approximate solution of (5.6) in the sense that the remainder $\boldsymbol{r}_{a p}$ defined as

$$
\partial_{t} \boldsymbol{U}_{a p}-\mathcal{F}\left(\boldsymbol{U}_{a p}\right)=\boldsymbol{r}_{a p}
$$

satisfies the exponential decay

$$
\left|\boldsymbol{r}_{a p}\right|_{E^{s}} \leqslant A^{(2 N+1) / 4} C_{N, s}\left(\delta_{0}\right) \rho^{N+1} \mathrm{e}^{-(N+1) \delta_{0} c|t|} \quad \forall t \leqslant 0 .
$$

Remark 5.10. We point out that $\rho=\mathrm{e}^{-\delta_{0} A}$, which means that $A^{2 N+1} \rho^{N+1}$ shall not grow to infinity for a larger $A$ nor for a larger $N$. In other words, the constant of the decay of the remainder is controlled.

Going back to the linear equation satisfied by $\mathbf{V}_{j}$, since the source of such equations have exponential decay, we need to study the homogeneous linear equation. More precisely, we need to study (and control) the growth of its fundamental solution. Being able to control such growth would imply the decay of $\mathbf{V}_{j}$ and, eventually, of the remainder as well.

### 5.4.1 The homogeneous linear equation

In this subsection, we devote ourselves to the study of the linear homogeneous equation

$$
\begin{equation*}
\partial_{t} \mathbf{V}=J \Lambda\left[\mathbf{Q}_{c}\right] \mathbf{V} \tag{5.47}
\end{equation*}
$$

We perform the change of variables $\mathbf{U}=R \mathbf{V}$, with

$$
R=\left(\begin{array}{cc}
1 & 0 \\
-Z_{c} & 1
\end{array}\right)
$$

so that we obtain

$$
\begin{equation*}
\partial_{t} \mathbf{U}=J L\left[\mathbf{Q}_{c}\right] \mathbf{U} \tag{5.48}
\end{equation*}
$$

where

$$
L\left[\mathbf{Q}_{c}\right]=\left(\begin{array}{cc}
-\mathcal{P}_{c}+g+w_{c} & v_{c} \partial_{x} \\
-\partial_{x}\left(v_{c} \cdot\right) & \mathcal{G}\left[\eta_{c}, a_{\varepsilon}\right]
\end{array}\right)
$$

is self adjoint and $w_{c}=w\left[\mathbf{Q}_{c}\right]=v_{c} \partial_{x} Z_{c}+\partial_{t} Z_{c}$. From now on, for the sake of simplicity, we will denote $L_{c}=L\left[\mathbf{Q}_{c}\right]$. The operators $L_{c}$ and $\Lambda_{c}$ should not be confused with $\mathbb{Q}_{c}$ and $\mathbb{\Lambda}_{c}$, defined in Subsection 5.2.3. The latters arise when linearizing about $Q_{c}$ after a change of framework from $x$ to $x-c t$, while the formers correspond to the linearization in the framework $x$. We also introduce the following notation for $\mathbf{U}=\left(U_{1}, U_{2}\right)^{t}$ :

$$
\begin{align*}
|\mathbf{U}(t)|_{X^{k}}^{2}= & \sum_{0 \leqslant \alpha, \beta \leqslant k}\left(\left|\partial_{t}^{\alpha} \partial_{x}^{\beta} U_{1}(t, \cdot)\right|_{H^{1}(\mathbb{R})}^{2}+\left|\partial_{t}^{\alpha} \partial_{x}^{\beta} U_{2}(t, \cdot)\right|_{\dot{H}_{*}^{1 / 2}(\mathbb{R})}^{2}\right)  \tag{5.49}\\
& |\mathbf{U}(t)|_{X_{\infty}^{k}}=\sup _{\alpha+\beta \leqslant k}\left|\partial_{t}^{\alpha} \partial_{x}^{\beta} \mathbf{U}(t, \cdot)\right|_{L^{\infty}}, \tag{5.50}
\end{align*}
$$

where $|\psi|_{\dot{H}_{*}^{1 / 2}(\mathbb{R})}^{2}=|\mathcal{B} \psi|_{L^{2}(\mathbb{R})}^{2}$ and $\mathcal{B}=\left(1-\partial_{x}^{2}\right)^{-1 / 4} \partial_{x}$.

As stated above, the main goal of this subsection is to understand the growth rate for the solution $\mathbf{V}$ of the homogeneous linear equation or, equivalently, the growth for $\mathbf{U}$, solution of (5.48). In this regard, the main result will be the following

Theorem 5.14. For every $\lambda \in\left(0, \lambda^{*}\right)$, there exists $\bar{A}$ such that for all $A \geqslant \bar{A}$, the solution $\boldsymbol{U}$ of (5.48), satisfy for every $k \geqslant 0$,

$$
\begin{equation*}
|\boldsymbol{U}(t)|_{X^{k}}+\sum_{\alpha \leqslant k}\left|\partial_{t}^{\alpha} U_{2}(t)\right|_{L^{2}} \leqslant A^{1 / 2}\left(|\boldsymbol{U}(\tau)|_{X^{k}}+\sum_{\alpha \leqslant k}\left|\partial_{t}^{\alpha} U_{2}(\tau)\right|_{L^{2}}\right)\left(1-c \delta_{0}(t-\tau)\right)^{k} \mathrm{e}^{-\delta_{0} c t / 2} \tag{5.51}
\end{equation*}
$$

for all $t \leqslant \tau \leqslant 0$.
Before we begin with the proof, we need to define the following partition of unity, so that it is possible to localize on one side the movement of the solitary waves and, on the other partition, the non-flatness of the bottom. Consider $\chi_{0} \in C^{\infty}(\mathbb{R})$ such that

$$
\chi(t, x)= \begin{cases}1 & x \leqslant 0 \\ 0 & x \geqslant \frac{1}{2}\end{cases}
$$

Then, we define

$$
\begin{gather*}
\tilde{\chi}_{1}(t, x)=\chi\left(\frac{x-\frac{c}{2} t+\frac{A}{4}}{\frac{A}{4}}\right), \quad \tilde{\chi}_{a}(t, x)=1-\tilde{\chi}_{1}(t, x),  \tag{5.52}\\
\chi_{1}(t, x)=\frac{\tilde{\chi}_{1}}{\left(\tilde{\chi}_{1}^{2}+\tilde{\chi}_{a}^{2}\right)^{1 / 2}} \quad \chi_{a}(t, x)=\frac{\tilde{\chi}_{a}}{\left(\tilde{\chi}_{1}^{2}+\tilde{\chi}_{a}^{2}\right)^{1 / 2}} .
\end{gather*}
$$

That way, we obtain $\chi_{1}^{2}+\chi_{a}^{2}=1$. With this partition in mind, from now on we shall make use of the notation

$$
\mathbf{U}^{1}=\chi_{1} \mathbf{U} \text { and } \mathbf{U}^{a}=\chi_{a} \mathbf{U}
$$

Also, we have the following (very useful) properties regarding the interaction of $a$ and $\mathbf{Q}_{c}$ with the partition:

Lemma 5.15. Functions $\chi_{\mathrm{i}}, \mathrm{i}=1$, a defined above satisfy:

$$
\forall|\alpha| \geqslant 1,\left|\partial_{t, x}^{\alpha} \chi_{\mathrm{i}}(t, x)\right| \lesssim \frac{1}{A^{|\beta|}}, \quad \mathrm{i}=1, a
$$

Moreover, for any $\delta>0$ we have that

$$
\left|\mathrm{e}^{-\delta|x-c t+A|} \chi_{a}\right| \leqslant \frac{C_{\delta}}{A}, \quad \text { and } \quad\left|\mathrm{e}^{-\delta|x|} \chi_{1}(t, x)\right| \lesssim \frac{1}{A}, \quad \forall t \leqslant 0, A>1,
$$

Proof. We notice that $\operatorname{supp}\left(\chi_{a}\right)=\left\{(t, x)\right.$ such that $\left.x-\frac{c}{2} t+\frac{A}{4} \geqslant 0\right\}$. Then, since $t \leqslant 0$, $x-c t+A \geqslant x-\frac{c}{2} t+\frac{A}{4} \geqslant 0$. In particular

$$
\left|\mathrm{e}^{-\delta|x-c t+A|} \chi_{a}(t, x)\right| \leqslant\left|\mathrm{e}^{-\delta(x-c t+A)}\right| \leqslant \mathrm{e}^{-\delta A} \lesssim \frac{1}{A}
$$

Similarly, for the second inequality, we notice that $\operatorname{supp}\left(\chi_{1}\right)=\left\{(t, x)\right.$ such that $\left.x \leqslant \frac{c}{2} t\right\}$, which means that $x \leqslant 0$ in the support of $\chi_{1}$ and then implies that

$$
\left|\mathrm{e}^{-\delta|x|} \chi_{1}(t, x)\right| \lesssim\left|\mathrm{e}^{-\delta A / 8}\right| \lesssim \frac{1}{A}
$$

Remark 5.11. In our computations, $\chi_{1}$ will typically be paired with $a^{\prime}(\varepsilon x)$ (or $1-a^{\prime}(\varepsilon x)$ ) to prove decay estimates. Notice that every time we encounter both functions, we will automatically have that

$$
\left|a^{\prime}(\varepsilon x) \chi_{2}\right| \leqslant \frac{C_{\gamma \varepsilon}}{A}
$$

Then, making $\varepsilon$ smaller, is similar to taking a larger (safer) distance $A$ between the change of bottom and the solitary wave.

Also, we shall use the following norm equivalence:

Lemma 5.16. There exists $C>0$ such that for every $A \geqslant 1$, we have that

$$
|\boldsymbol{U}|_{X^{0}}^{2} \leqslant C\left(\sum_{i=1,2}\left|\boldsymbol{U}^{\dot{j}}\right|_{X^{0}}^{2}+\frac{1}{A}\left|\kappa(D) U_{2}\right|_{L^{2}}^{2}\right),
$$

and

$$
\sum_{\mathrm{i}=1, a}\left|\boldsymbol{U}^{\dot{\dot{ }}}\right|_{X^{0}}^{2} \leqslant C\left(|\boldsymbol{U}|_{X_{0}}^{2}+\frac{1}{A}\left|\kappa(D) U_{2}\right|_{L^{2}}^{2}\right)
$$

where $\hat{\kappa}(\xi)$ is a smooth cut-off function with $\hat{\kappa}(\xi)=1$ near $\xi=0$.

Proof. For the proof of this Lemma, we refer to [14, Lemma 5.6].

### 5.4.2 Lower-order estimates

We consider the following energy functional $\mathcal{H}_{0}(\mathbf{U})=\left(L_{c} \mathbf{U}, \mathbf{U}\right)-c\left(\mathcal{A} \chi_{1} \mathbf{U}, \chi_{1} \mathbf{U}\right)-c\left(\mathcal{A} \chi_{a} \mathbf{U}, \chi_{a} \mathbf{U}\right)$, where

$$
\mathcal{A}=\left(\begin{array}{cc}
0 & \partial_{x} \\
-\partial_{x} & 0
\end{array}\right)
$$

As we agreed in previous subsection, we will denote by $\mathbf{U}^{1}=\chi_{1} \mathbf{U}$ and $\mathbf{U}^{a}=\chi_{a} \mathbf{U}$. In the same spirit, let us define

$$
Z_{c}^{1}:=\frac{\mathcal{G}\left[\eta_{c}, 1\right] \varphi_{c}+\partial_{x} \eta_{c} \partial_{x} \varphi_{c}}{1+\left|\partial_{x} \eta_{c}\right|^{2}}, \quad \text { and } \quad Z_{c}^{a}:=Z_{c}-Z_{c}^{1}=\frac{\mathcal{G}\left[\eta_{c}, a_{\varepsilon}\right] \varphi_{c}-\mathcal{G}\left[\eta_{c}, a_{\varepsilon}\right] \varphi_{c}}{1+\left|\partial_{x} \eta_{c}\right|^{2}},
$$

so that $Z_{c}^{1}$ depends only on the solitary wave $Q_{c}$, whereas all the information of the bottom (and its change) relies on $Z_{c}^{a}$. An additional property that we obtain for such decomposition is that $Z_{c}^{1}$ inherits the decay of the solitary wave $\mathbf{Q}_{c}$. Indeed from Remark (5.5), we infer that for all $\alpha \in \mathbb{N} \cup\{0\}$, there exists $0<\delta<\mathrm{d}$ such that

$$
\begin{equation*}
\left|\partial_{t, x}^{\alpha} Z_{c}^{1}\right| \lesssim \mathrm{e}^{-\delta|x-c t+A|} \tag{5.53}
\end{equation*}
$$

In addition, following the reasoning applied to study the decay properties of $r(a)$ in Section 5.3, we also have that there exists $0<\bar{\delta}<\min \{\gamma \varepsilon, \delta\}$ such that

$$
\begin{equation*}
\left|\partial_{t, x}^{\alpha} Z_{c}^{a}\right| \lesssim \mathrm{e}^{-\bar{\delta}|x|} \mathrm{e}^{-\bar{\delta}|x-c t+A|} \tag{5.54}
\end{equation*}
$$

In a similar fashion, we decompose $v_{c}$ and $w_{c}$ as

$$
\begin{gathered}
v_{c}^{1}=\partial_{x} \varphi_{c}-Z_{c}^{1} \partial_{x} \eta_{c}, \quad v_{c}^{a}=-Z_{c}^{a} \partial_{x} \eta_{c} \\
w_{c}^{1}=v_{c}^{1} \partial_{x} Z_{c}^{1}+\partial_{t} Z_{c}^{1}, \quad w_{c}^{a}=\left(v_{c}^{1}+v_{c}^{a}\right) \partial_{x} Z_{c}^{a}+v_{c}^{a} \partial_{x} Z_{c}^{1}+\partial_{t} Z_{c}^{a} .
\end{gathered}
$$

Then, decay properties of $v_{c}^{1}$ and $v_{c}^{a}$ take after $Z_{c}^{1}$ and $Z_{c}^{a}$, respectively, and the same goes for $w_{c}^{1}$ and $w_{c}^{a}$. Finally, we can also perform the following decomposition of the operator $L_{c}$ :

$$
L_{c}^{1}=\left(\begin{array}{cc}
-\mathcal{P}_{c}+g+w_{c}^{1} & v_{c}^{1} \partial_{x}  \tag{5.55}\\
-\partial_{x}\left(v_{c}^{1} \cdot\right) & \mathcal{G}\left[\eta_{c}, 1\right]
\end{array}\right), \quad L_{c}^{a}=\left(\begin{array}{cc}
w_{c}^{a} & v_{c}^{a} \partial_{x} \\
-\partial_{x}\left(v_{c}^{a} \cdot\right) & \mathcal{G}\left[\eta_{c}, a_{\varepsilon}\right]-\mathcal{G}\left[\eta_{c}, 1\right]
\end{array}\right) .
$$

Then, the energy functional $\mathcal{H}_{0}(\mathbf{U})$ can now be decomposed into terms depending only on the solitary wave and terms that will follow the decay of $a^{\prime}$. Indeed, we write

$$
\mathcal{H}_{1}(\mathbf{U})=\left(L_{c}^{1} \mathbf{U}, \mathbf{U}\right)+\left(L_{c}^{a} \mathbf{U}, \mathbf{U}\right)-c\left(\mathcal{A} \mathbf{U}^{1}, \mathbf{U}^{1}\right)-c\left(\mathcal{A} \mathbf{U}^{a}, \mathbf{U}^{a}\right)
$$

The first step to prove Theorem 5.14 is to give an estimate for the lowest-order terms, that is, the case $k=0$. It reads

Proposition 5.17. Under the hypothesis of 5.14, we have the growth estimate:

$$
|\boldsymbol{U}(t)|_{X^{0}}^{2}+\left|U_{2}(t)\right|_{L^{2}}^{2} \leqslant C\left(A^{1 / 2}|\boldsymbol{U}(\tau)|_{X^{0}}^{2}+\left|U_{2}(\tau)\right|_{L^{2}}^{2}\right) \mathrm{e}^{\delta_{0} c|t-\tau| / 4}, \quad \forall 0 \leqslant \tau \leqslant t
$$

We will prove Proposition 5.17 for the case $\tau=0$, since it stands for the worst case scenario (if we let time go by sufficiently long, one could even obviate taking $A$ large).

Decay rate (or upper bound) for the energy functional:
We want to show that there exists $C>0$ such that

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \mathcal{H}_{0}(\mathbf{U}) \leqslant \frac{C}{A}\left(|\mathbf{U}|_{X_{0}}^{2}+\left|U_{2}\right|_{L^{2}}^{2}\right) \tag{5.56}
\end{equation*}
$$

With such goal in mind, let us compute the derivative in time of the energy functional $\mathcal{H}_{0}(\mathbf{U}):$

$$
\begin{align*}
\frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t} \mathcal{H}_{0}(\mathbf{U})= & \frac{1}{2}\left(\left[\partial_{t}, L_{c}\right] \mathbf{U}, \mathbf{U}\right)+\left(L_{c} \mathbf{U}, \partial_{t} \mathbf{U}\right)-c\left(\mathcal{A} \chi_{1}\left(\partial_{t} \mathbf{U}\right), \chi_{1} \mathbf{U}\right) \\
& -c\left(\mathcal{A} \chi_{a}\left(\partial_{t} \mathbf{U}\right), \chi_{a} U\right)-c\left(\mathcal{A}\left(\partial_{t} \chi_{1}\right) \mathbf{U}, \chi_{1} \mathbf{U}\right)-c\left(\mathcal{A}\left(\partial_{t} \chi_{a}\right) \mathbf{U}, \chi_{a} \mathbf{U}\right)  \tag{5.57}\\
= & I_{1}+I_{2}+I_{3}+I_{4}+I_{5}+I_{6}
\end{align*}
$$

We start with the analysis of $I_{1}$ and $I_{2}$ and write

$$
\begin{aligned}
I_{1} & =\frac{1}{2}\left(\left[\partial_{t}, L_{c}\right]\left(\chi_{1}^{2}+\chi_{a}^{2}\right) \mathbf{U}, \mathbf{U}\right)=\frac{1}{2}\left(\left[\partial_{t}, L_{c}\right] \chi_{1}^{2} \mathbf{U}, \mathbf{U}\right)+\frac{1}{2}\left(\left[\partial_{t}, L_{c}\right] \chi_{a}^{2} \mathbf{U}, \mathbf{U}\right) \\
& =\frac{1}{2} \sum_{\mathrm{i}=1, a}\left(\left(\left[\left[\partial_{t}, L_{c}\right], \chi_{\mathrm{i}}\right] \chi_{\mathrm{i}} \mathbf{U}, \mathbf{U}\right)+\left(\left[\partial_{t}, L_{c}^{1}\right] \chi_{\mathrm{i}} \mathbf{U}, \chi_{\mathrm{i}} \mathbf{U}\right)+\left(\left[\partial_{t}, L_{c}^{2}\right] \chi_{\mathrm{i}} \mathbf{U}, \chi_{\mathrm{i}} \mathbf{U}\right)\right) .
\end{aligned}
$$

On the other hand, from (5.48), one gets that

$$
I_{2}=\left(L_{c} \mathbf{U}, \partial_{t} \mathbf{U}\right)=\left(L_{c} \mathbf{U}, J L_{c} \mathbf{U}\right)=0
$$

In addition, also from (5.48), and since $L_{c}$ is a self-adjoint operator, we have that

$$
\begin{aligned}
\left(\mathcal{A} \chi_{1}\left(\partial_{t} \mathbf{U}\right), \chi_{1} \mathbf{U}\right) & =\left(\mathcal{A} \chi_{1} J L_{c} \mathbf{U}, \chi_{1} \mathbf{U}\right)=-\left(\partial_{x}\left(\chi_{1} L_{c} \mathbf{U}\right), \chi_{1} \mathbf{U}\right) \\
& =\left(L_{c} \chi_{1} \mathbf{U}, \partial_{x}\left(\chi_{1} \mathbf{U}\right)\right)+\left(\left[\chi_{1}, L_{c}\right] \mathbf{U}, \partial_{x}\left(\chi_{1} \mathbf{U}\right)\right) \\
& =-\frac{1}{2}\left(\left[\partial_{x}, L_{c}\right] \chi_{1} \mathbf{U}, \chi_{1} \mathbf{U}\right)+\left(\left[\chi_{1}, L_{c}\right] \mathbf{U}, \partial_{x}\left(\chi_{1} \mathbf{U}\right)\right) .
\end{aligned}
$$

Now, notice that, since the operator $L_{c}^{1}$ only depends on $\mathbf{Q}_{c}\left(\mathbf{Q}_{c}=Q_{c}(x-c t+A)\right)$, to derivate in space is actually equivalent to computing a derivative in time:

$$
\frac{c}{2}\left(\left[\partial_{x}, L_{c}^{1}\right] \chi_{1} \mathbf{U}, \chi_{1} \mathbf{U}\right)=-\frac{1}{2}\left(\left[\partial_{t}, L_{c}^{1}\right] \chi_{1} \mathbf{U}, \chi_{1} \mathbf{U}\right) .
$$

In consequence,

$$
I_{3}=-\frac{1}{2}\left(\left[\partial_{t}, L_{c}^{1}\right] \chi_{1} \mathbf{U}, \chi_{1} \mathbf{U}\right)+\frac{c}{2}\left(\left[\partial_{x}, L_{c}^{a}\right] \chi_{1} \mathbf{U}, \chi_{1} \mathbf{U}\right)-c\left(\left[\chi_{1}, L_{c}\right] \mathbf{U}, \partial_{x}\left(\chi_{1} \mathbf{U}\right)\right) .
$$

Also, in a similar fashion as for the $I_{3}$ term, we have that

$$
I_{4}=-\frac{1}{2}\left(\left[\partial_{t}, L_{c}^{1}\right] \chi_{a} \mathbf{U}, \chi_{a} \mathbf{U}\right)+\frac{c}{2}\left(\left[\partial_{x}, L_{c}^{a}\right] \chi_{a} \mathbf{U}, \chi_{a} \mathbf{U}\right)-c\left(\left[\chi_{a}, L_{c}\right] \mathbf{U}, \partial_{x}\left(\chi_{a} \mathbf{U}\right)\right) .
$$

Therefore, we obtain

$$
\begin{align*}
I_{1}+I_{2}+I_{3}+I_{4}= & \frac{1}{2} \sum_{\mathrm{i}=1, a}\left(\left(\left[\left[\partial_{t}, L_{c}\right], \chi_{\mathrm{i}}\right] \chi_{\mathrm{i}} \mathbf{U}, \mathbf{U}\right)+\left(\left[\partial_{t}, L_{c}^{a}\right] \chi_{\mathrm{i}} \mathbf{U}, \chi_{\mathrm{i}} \mathbf{U}\right)\right) \\
& +\frac{c}{2}\left(\left[\partial_{x}, L_{c}^{a}\right] \chi_{1} \mathbf{U}, \chi_{1} \mathbf{U}\right)-c\left(\left[\chi_{1}, L_{c}\right] \mathbf{U}, \partial_{x}\left(\chi_{1} \mathbf{U}\right)\right)  \tag{5.58}\\
& +\frac{c}{2}\left(\left[\partial_{x}, L_{c}^{a}\right] \chi_{a} \mathbf{U}, \chi_{a} \mathbf{U}\right)-c\left(\left[\chi_{a}, L_{c}\right] \mathbf{U}, \partial_{x}\left(\chi_{a} \mathbf{U}\right)\right) .
\end{align*}
$$

Since we are invested in proving (5.56), we need to show that each term of (5.58) satisfy an inequality such as (5.56).

Throughout this part of the proof, to simplify notation, we will write

$$
\mathcal{G}_{c, 1}:=\mathcal{G}\left[\eta_{c}, 1\right] \quad \text { and } \quad \mathcal{G}_{c, a}:=\mathcal{G}\left[\eta_{c}, a_{\varepsilon}\right] .
$$

We start by noticing that one has the following commutators:

$$
\begin{gathered}
{\left[\partial_{t}, L_{c}^{a}\right]=\left(\begin{array}{cc}
\partial_{t} w_{c}^{a} & \left(\partial_{t} v_{c}^{a}\right) \partial_{x} \\
-\partial_{x}\left(\partial_{t} v_{c}^{a} \cdot\right) & {\left[\partial_{t}, \mathcal{G}_{c, a}-\mathcal{G}_{c, 1}\right]}
\end{array}\right), \quad\left[\partial_{x}, L_{c}^{a}\right]=\left(\begin{array}{cc}
\partial_{x} w_{c}^{a} & \left(\partial_{x} v_{c}^{a}\right) \partial_{x} \\
-\partial_{x}\left(\partial_{x} v_{c}^{a}\right) & {\left[\partial_{x}, \mathcal{G}_{c, a}-\mathcal{G}_{c, 1}\right]}
\end{array}\right)} \\
{\left[\partial_{t}, L_{c}\right]=\left(\begin{array}{cc}
-\left[\partial_{t}, \mathcal{P}_{c}\right]+\partial_{t} w_{c} & \left(\partial_{t} v_{c}\right) \partial_{x} \\
-\partial_{x}\left(\partial_{t} v_{c}\right) & {\left[\partial_{t}, \mathcal{G}_{c, a}\right]}
\end{array}\right) .}
\end{gathered}
$$

Then, to treat the terms involving the Dirichlet Neumann operators $\mathcal{G}_{c, a}$ and $\mathcal{G}_{c, 1}$, it will be useful the following lemma:

Lemma 5.18. There exists a constant $C$ such that the following estimations hold

$$
\begin{align*}
& \left(\left[\partial_{t}, \mathcal{G}_{c, a}-\mathcal{G}_{c, 1}\right] \chi_{\mathrm{i}} U_{2}, \chi_{\mathrm{i}} U_{2}\right) \leqslant \frac{C}{A}\left(\left|\mathfrak{B} U_{2}\right|_{L^{2}}^{2}+\left|U_{2}\right|_{L^{2}}^{2}\right),  \tag{5.59}\\
& \left(\left[\partial_{x}, \mathcal{G}_{c, a}-\mathcal{G}_{c, 1}\right] \chi_{\mathrm{i}} U_{2}, \chi_{\mathrm{i}} U_{2}\right) \leqslant \frac{C}{A}\left(\left|\mathfrak{B} U_{2}\right|_{L^{2}}^{2}+\left|U_{2}\right|_{L^{2}}^{2}\right),  \tag{5.60}\\
& \quad\left(\left[\left[\partial_{t}, \mathcal{G}_{c, a}\right], \chi_{\mathrm{i}}\right] \chi_{\mathrm{i}} U_{2}, U_{2}\right) \leqslant \frac{C}{A}\left(\left|\mathfrak{B} U_{2}\right|_{L^{2}}^{2}+\left|U_{2}\right|_{L^{2}}^{2}\right), \tag{5.61}
\end{align*}
$$

for $\mathrm{i}=1, a$, where $\chi_{\mathrm{i}}$ are defined in (5.52) and $\mathfrak{B}=\left(1+\partial_{x}^{2}\right)^{-\frac{1}{4}} \partial_{x}$.

For the proof of this result, see Appendix 5.5.

Let us analyze, for instance, the term $\left(\left[\left[\partial_{t}, L_{c}\right], \chi_{\mathrm{i}}\right] \chi_{\mathrm{i}} \mathbf{U}, \mathbf{U}\right)$. Writing in a more explicit fashion, we have that

$$
\left(\left[\left[\partial_{t}, L_{c}\right], \chi_{\mathrm{i}}\right] \chi_{\mathrm{i}} \mathbf{U}, \mathbf{U}\right)=\left(\left[\left[\partial_{t}, \mathcal{P}_{c}\right], \chi_{\mathrm{i}}\right] \chi_{\mathrm{i}} U_{1}, U_{1}\right)+\left(\left[\left[\partial_{t}, \mathcal{G}_{c, a}\right], \chi_{\mathrm{i}}\right] \chi_{\mathrm{i}} U_{1}, U_{1}\right)
$$

In particular, since

$$
\mathcal{P}_{c}=b \partial_{x}\left(\frac{\partial_{x}}{\left(1+\left|\partial_{x} \eta_{c}\right|^{2}\right)^{-3 / 2}}\right),
$$

and because of Lemma 5.15, we have that

$$
\left|\left(\left[\left[\partial_{t}, \mathcal{P}_{c}\right], \chi_{\mathrm{i}}\right] \chi_{\mathrm{i}} U_{1}, U_{1}\right)\right| \leqslant \frac{C}{A}\left|U_{1}\right|_{H^{1}}^{2}
$$

Then, thanks to Lemma 5.18, we get that

$$
\left(\left[\left[\partial_{t}, L_{c}\right], \chi_{\mathrm{i}}\right] \chi_{\mathrm{i}} \mathbf{U}, \mathbf{U}\right) \leqslant \frac{C}{A}\left(|\mathbf{U}|_{X^{0}}^{2}+\left|U_{2}\right|_{L^{2}}^{2}\right)
$$

Similarly, for the terms $\left(\left[\partial_{t}, L_{c}^{a}\right] \chi_{\mathrm{i}} \mathbf{U}, \chi_{\mathrm{i}} \mathbf{U}\right)$ we have that

$$
\begin{aligned}
\left(\left[\partial_{t}, L_{c}^{a}\right] \chi_{\mathrm{i}} \mathbf{U}, \chi_{\mathrm{i}} \mathbf{U}\right)= & \left(\partial_{t} w_{c}^{a} \chi_{\mathrm{i}} U_{1}, \chi_{\mathrm{i}} U_{1}\right)+\left(\partial_{t} v_{c}^{a} \partial_{x}\left(\chi_{\mathrm{i}} U_{2}\right), \chi_{\mathrm{i}} U_{1}\right) \\
& -\left(\partial_{x}\left(\partial_{t} v_{c}^{a} \chi_{\mathrm{i}} U_{1}\right), \chi_{\mathrm{i}} U_{2}\right)+\left(\left[\partial_{t}, \mathcal{G}_{c, a}-\mathcal{G}_{c, 1}\right] \chi_{\mathrm{i}} U_{2}, \chi_{\mathrm{i}} U_{2}\right) .
\end{aligned}
$$

Thus, taking into account the decay estimate for $Z_{c}^{a}$ (5.54), inherited by $w_{c}^{a}$ and $v_{c}^{a}$, along with Lemma 5.15, we obtain

$$
\left|\left(\left[\partial_{t}, L_{c}^{a}\right] \chi_{\mathrm{i}} \mathbf{U}, \chi_{\mathrm{i}} \mathbf{U}\right)\right| \leqslant \frac{C}{A}\left(|\mathbf{U}|_{X^{0}}^{2}+\left|U_{2}\right|_{L^{2}}^{2}\right),
$$

where we used (5.59) from Lemma 5.18 for the term involving the DN operator. The same way, using (5.60) from Lemma 5.18, we can control ( $\left.\left[\partial_{t}, L_{c}^{a}\right] \chi_{\mathrm{i}} \mathbf{U}, \chi_{\mathrm{i}} \mathbf{U}\right)$ and write

$$
\left|\left(\left[\partial_{x}, L_{c}^{2}\right] \chi_{\mathrm{i}} \mathbf{U}, \chi_{\mathrm{i}} \mathbf{U}\right)\right| \leqslant \frac{C}{A}\left(|\mathbf{U}|_{X^{0}}^{2}+\left|U_{2}\right|_{L^{2}}^{2}\right) .
$$

The rest of the term from (5.58) are treated in a similar fashion and we conclude

$$
I_{1}+I_{2}+I_{3}+I_{4} \leqslant \frac{C}{A}\left(|\mathbf{U}|_{X^{0}}^{2}+\left|U_{2}\right|_{L^{2}}^{2}\right)
$$

Finally, integrating by parts and making use of Lemma 5.15, we obtain

$$
\left|I_{5}\right|+\left|I_{6}\right| \leqslant \frac{C}{A}\left(\left|U_{1}\right|_{H^{1}}+\left|U_{2}\right|_{L^{2}}\right) .
$$

Indeed, for instance, for $I_{5}$, we have that

$$
\begin{aligned}
\left(\mathcal{A}\left(\partial_{t} \chi_{1}\right) \mathbf{U}, \chi_{1} \mathbf{U}\right) & =\left(\partial_{x}\left(\left(\partial_{t} \chi_{1}\right) U_{2}\right), \chi_{1} U_{1}\right)-\left(\partial_{x}\left(\left(\partial_{t} \chi_{1}\right) U_{1}\right), \chi_{1} U_{2}\right) \\
& =-\left(\left(\partial_{t} \chi_{1}\right) U_{2}, \partial_{x}\left(\chi_{1} U_{1}\right)\right)+\left(\partial_{x}\left(\left(\partial_{t} \chi_{1}\right) U_{1}\right), \chi_{1} U_{2}\right)
\end{aligned}
$$

Then, Lemma 5.15 implies that

$$
\left(\mathcal{A}\left(\partial_{t} \chi_{1}\right) \mathbf{U}, \chi_{1} \mathbf{U}\right) \leqslant \frac{C}{A}\left(\left|U_{1}\right|_{H^{1}}^{2}+\left|U_{2}\right|_{L^{2}}^{2}\right) .
$$

Consequently, we proved that 5.56 .
Lower bounds for the energy functional: By definition of the partition of unity (5.52), we have that

$$
\left(L_{c} \mathbf{U}, \mathbf{U}\right)=\sum_{\mathrm{i}=1, a}\left(\left(L_{c} \chi_{\mathrm{i}} \mathbf{U}, \chi_{\mathrm{i}} \mathbf{U}\right)+\left(\left[L_{c}, \chi_{\mathrm{i}}\right] \chi_{\mathrm{i}} \mathbf{U}, \mathbf{U}\right)\right) .
$$

Thus, we can write

$$
\mathcal{H}_{0}(\mathbf{U})=\sum_{\mathrm{i}=1, a}\left(\left(L_{c} \chi_{\mathrm{i}} \mathbf{U}, \chi_{\mathrm{i}} \mathbf{U}\right)+\left(\left[L_{c}, \chi_{\mathrm{i}}\right] \chi_{\mathrm{i}} \mathbf{U}, \mathbf{U}\right)-c\left(\mathcal{A} \chi_{\mathrm{i}} \mathbf{U}, \chi_{\mathrm{i}} \mathbf{U}\right)\right)=I_{1}+I_{a}+I_{R}
$$

where, using the notation $\chi_{1} \mathbf{U}=\mathbf{U}^{1}$ and $\chi_{a} \mathbf{U}=\mathbf{U}^{a}$, along with the decomposition (5.55), $I_{1}, I_{2}, I_{R}$ are defined as

$$
\begin{gathered}
I_{R}:=\sum_{\mathrm{i}=1, a}\left(\left[L_{c}, \chi_{\mathrm{i}}\right] \chi_{\mathrm{i}} \mathbf{U}, \mathbf{U}\right)+\left(L_{c}^{a} \mathbf{U}^{1}, \mathbf{U}^{1}\right)+\left(L_{c}^{a} \mathbf{U}^{a}, \mathbf{U}^{a}\right), \\
I_{1}:=\left(L_{c}^{1} \mathbf{U}^{1}, \mathbf{U}^{1}\right)-c\left(\mathcal{A} \mathbf{U}^{1}, \mathbf{U}^{1}\right) \text { and } I_{a}:=\left(L_{c}^{1} \mathbf{U}^{1}, \mathbf{U}^{a}\right)-c\left(\mathcal{A} \mathbf{U}^{a}, \mathbf{U}^{a}\right) .
\end{gathered}
$$

We begin by estimating $I_{R}$. Let us take first, for instance, $I_{R, 1}:=\left(L_{c}^{a} \mathbf{U}^{1}, \mathbf{U}^{1}\right)$. Notice that the function $\chi_{1}$ is constructed so it follows the movement of the solitary wave $\mathbf{Q}_{c}$, while the operator $L_{c}^{a}$ inherits its decay from $a^{\prime}$. In this case, we set $t \rightarrow-\infty$, that is, we are under the assumption that the solitary wave does not encounter the change of bottom yet. Hence, $\chi_{1}$ (its support) is moving away from the regime in which the change of bottom happens. In particular, this means that the term $I_{1, R}$ can actually be seen as a residual terms. More specifically, from the definition of $L_{c}^{a}$ one has

$$
I_{R, 1}=\left(w_{c}^{a} U_{1}^{1}, U_{1}^{1}\right)+\left(v_{c}^{a} \partial_{x} U_{2}^{1}, U_{1}^{1}\right)-\left(\partial_{x}\left(v_{c}^{a} U_{1}^{1}\right), U_{2}^{1}\right)+\left(\left(\mathcal{G}_{c, a}-\mathcal{G}_{c, 1}\right) U_{2}^{1}, U_{2}^{1}\right)
$$

Thus, to deal with the term involving the DN operator, we present the following lemma proved in the Appendix 5.5.

Lemma 5.19. There exists a constant $C$ such that the following estimation holds

$$
\left|\left(\left(\mathcal{G}_{c, a}-\mathcal{G}_{c, 1}\right) U_{2}^{\mathrm{i}}, U_{2}^{\mathrm{i}}\right)\right| \leqslant \frac{C}{A}\left(\left|\mathfrak{B} U_{2}\right|_{L^{2}}^{2}+\left|U_{2}\right|_{L^{2}}^{2}\right), \quad \mathrm{i}=1, a .
$$

Then, Lemma 5.15 and Lemma 5.19 imply that

$$
\left|I_{R, a, 1}\right| \leqslant \frac{C}{A}\left(|\mathbf{U}|_{X^{0}}^{2}+\left|U_{2}\right|_{L^{2}}^{2}\right) .
$$

On the other hand, to study $I_{R, a}:=\left(L_{c}^{1} \mathbf{U}^{a}, \mathbf{U}^{a}\right)$, notice that the decay of $Z_{c}^{a}$ 5.54) follows the behaviour of both the changing bottom $a^{\prime}$ and the solitary wave $\mathbf{Q}_{c}$. Moreover, such decay is inherited by $v_{c}^{a}$ and $w_{c}^{a}$. In particular we have that, for $\alpha \in \mathbb{N} \cup\{0\}$,

$$
\left|\partial_{t, x}^{\alpha} v_{c}^{a}\right| \lesssim \mathrm{e}^{-\bar{\delta}|x-c t+A|} \quad \text { and } \quad\left|\partial_{t, x}^{\alpha} w_{c}^{a}\right| \lesssim \mathrm{e}^{-\bar{\delta}|x-c t+A|}
$$

Hence, Lemma 5.19 also entails the estimation for $I_{R, a}$,

$$
\left|I_{R, a}\right| \leqslant \frac{C}{A}\left(|\mathbf{U}|_{X^{0}}^{2}+\left|U_{2}\right|_{L^{2}}^{2}\right)
$$

Finally, from Lemma 5.15, we have that

$$
\left|\left(\left[L_{c}, \chi_{\mathrm{i}}\right] \chi_{\mathrm{i}} \mathbf{U}, \mathbf{U}\right)\right| \leqslant \frac{C}{A}\left(|\mathbf{U}|_{X^{0}}^{2}+\left|U_{2}\right|_{L^{2}}^{2}\right), \quad \mathrm{i}=1, a
$$

which ultimately leads to

$$
\begin{equation*}
\left|I_{R}\right| \leqslant \frac{1}{A} C\left(|\mathbf{U}|_{X^{0}}^{2}+\left|U_{2}\right|_{L^{2}}^{2}\right) \tag{5.62}
\end{equation*}
$$

Next, we deal with $\left(L_{c}^{1} \mathbf{U}^{1}, \mathbf{U}^{1}\right)$. Since $L_{c}^{1}$ depends only on the solitary wave $\mathbf{Q}_{c}=\mathbf{Q}_{c}(x-$ $c t+A$ ), we notice again that to derivate in time $Z_{c}^{1}$ is actually computing a derivative in space. In fact, we have that $\partial_{t} Z_{c}^{1}=-c \partial_{x} Z_{c}^{1}$. Taking this into account and writing $w_{c}^{1}$ in a more explicit manner, we find

$$
\begin{aligned}
L_{c}^{1} & =\left(\begin{array}{cc}
-\mathcal{P}_{c}+g+w_{c}^{1} & v_{c}^{1} \partial_{x} \\
-\partial_{x}\left(v_{c}^{1} \cdot\right) & \mathcal{G}_{c, 1}
\end{array}\right) \\
& =\left(\begin{array}{cc}
-\mathcal{P}_{c}+g+v_{c}^{1} \partial_{x} Z_{c}^{1}+\partial_{t} Z_{c}^{1} & v_{c}^{1} \partial_{x} \\
-\partial_{x}\left(v_{c}^{1} \cdot\right) & \mathcal{G}_{c, 1}
\end{array}\right) \\
& =\left(\begin{array}{cc}
-\mathcal{P}_{c}+g+\left(v_{c}^{1}-c\right) \partial_{x} Z_{c}^{1} & v_{c}^{1} \partial_{x} \\
-\partial_{x}\left(v_{c}^{1} \cdot\right) & \mathcal{G}_{c, 1}
\end{array}\right) .
\end{aligned}
$$

Thus, going back to our computations, one can write

$$
I_{1}=\left(\tilde{L}_{c}^{1} \mathbf{U}^{1}, \mathbf{U}^{1}\right)
$$

where

$$
\tilde{L}_{c}^{1}=\left(\begin{array}{cc}
-\mathcal{P}_{c}+g+\left(v_{c}^{1}-c\right) \partial_{x} Z_{c}^{1} & \left(v_{c}^{1}-c\right) \partial_{x} \\
-\partial_{x}\left(\left(v_{c}^{1}-c\right) \cdot\right) & \mathcal{G}_{c, 1}
\end{array}\right)
$$

Notice that the operator $\tilde{L}_{c}^{1}$ is actually written as $\mathbb{L}_{c}^{1}$ from Subsection 5.2.3, with the difference that the coefficients in $\tilde{L}_{c}^{1}$ depend on $Q_{c}=Q_{c}(x-c t+A)$. That is, if $\mathcal{T}_{x_{0}}$ is the translation operator,

$$
\mathcal{T}_{x_{0}} \mathbf{U}(x)=\mathbf{U}\left(x+x_{0}\right)
$$

then we have that

$$
\mathcal{T}_{c t-A} \tilde{L}_{c}^{1}=\mathbb{L}_{c}^{1} \mathcal{T}_{c t-A}
$$

Now, since $\mathcal{T}_{x_{0}}$ is an isometry in $L^{2}$ and $X_{0}$, Proposition 5.8 and Proposition 5.10 still hold for $\tilde{L}_{c}^{1}$. Then, for $\overline{\mathbf{U}}^{1}$ defined as

$$
\overline{\mathbf{U}}^{1}(t, y)=\left(\mathcal{T}_{c t-A} \mathbf{U}^{1}\right)(t, y)=\chi_{1}(t, y+c t-A) \mathbf{U}(t, y+c t-A),
$$

we have the unique decomposition given by Proposition 5.10

$$
\overline{\mathbf{U}}^{1}(t, y)=\alpha^{1}(t) J R_{c}^{1} \mathbf{Q}_{c}^{\prime}(y)+\beta^{1}(t) R_{c}^{1} \mathbf{Q}^{\prime}(y)+\mathbf{W}^{1}(t, y)
$$

where we denoted by $\mathbf{Q}_{c}^{\prime}(x)=\partial_{x} Q_{c}(x)$ (standing wave) and $\mathbf{W}^{1} \in X^{0}$ such that

$$
\left(\mathbf{W}^{1}, J R_{c}^{1} \mathbf{Q}_{c}^{\prime}\right)=\left(W_{1}^{1}, \eta_{c}^{\prime}\right)=0
$$

Moreover, there exists $k>0$ and $C>0$ such that for every $\mathbf{U} \in X^{0}$ written under the form (5.33), one has

$$
\left(\mathbb{L}_{c}^{1} \overline{\mathbf{U}}^{1}, \overline{\mathbf{U}}^{1}\right) \geqslant k\left|\mathbf{W}^{1}\right|_{X^{0}}^{2}-C\left|\alpha^{1}\right|^{2} .
$$

Consequently, since we have that

$$
\left(\tilde{L}_{c}^{1} \mathbf{U}^{1}, \mathbf{U}^{1}\right)=\left(\mathcal{T}_{-c t+A} \mathbb{L}_{c}^{1} \mathcal{T}_{c t-A} \mathbf{U}^{1}, \mathbf{U}^{1}\right)=\left(\mathbb{L}_{c}^{1} \mathcal{T}_{c t-A} \mathbf{U}^{1}, \mathcal{T}_{c t-A} \mathbf{U}^{1}\right)=\left(\mathbb{L}_{c}^{1} \overline{\mathbf{U}}^{1}, \overline{\mathbf{U}}^{1}\right)
$$

we conclude the following

$$
\begin{equation*}
I_{1} \geqslant k\left|\mathbf{W}^{1}\right|_{X^{0}}^{2}-C\left|\alpha^{1}\right|^{2} . \tag{5.63}
\end{equation*}
$$

In a similar way, for

$$
\overline{\mathbf{U}}^{a}(t, y)=\mathcal{T}_{c t-A} \mathbf{U}^{a}(t, y)=\chi_{a}(y+c t-A) \mathbf{U}(t, y+c t-A)
$$

we also have that

$$
\overline{\mathbf{U}}^{a}(t, y)=\alpha^{a}(t) J R_{c} \mathbf{Q}_{c}^{\prime}(y)+\beta^{a}(t) R_{c} Q_{c}^{\prime}(y)+\mathbf{W}^{a}(t, y)
$$

where $\mathbf{W}^{a} \in X^{0}$ satisfies

$$
\left(\mathbf{W}^{a}, J R_{c} Q_{c}^{\prime}\right)=\left(W_{1}^{a}, \eta_{c}^{\prime}\right)=0
$$

We obtain

$$
\begin{equation*}
I_{2} \geqslant k\left|\mathbf{W}^{a}\right|_{X^{0}}^{2}-C\left|\alpha^{a}\right|^{2} . \tag{5.64}
\end{equation*}
$$

Then, gathering estimations (5.63), 5.64 and (5.62), one obtains

$$
\begin{equation*}
\mathcal{H}_{0}(\mathbf{U}) \geqslant k\left(\left|\mathbf{W}^{1}\right|_{X_{0}}^{2}+\left|\mathbf{W}^{a}\right|_{X_{0}}^{2}\right)-C\left(\left|\alpha^{1}\right|^{2}+\left|\alpha^{a}\right|^{2}\right)-\frac{\tilde{C}}{A}\left(|\mathbf{U}|_{X_{0}}^{2}+\left|U_{2}\right|_{L^{2}}^{2}\right) \tag{5.65}
\end{equation*}
$$

To finish the proof, we are left to compute estimations for $\left|U_{2}\right|_{L^{2}}, \alpha^{\mathrm{i}}$ and $\beta^{\mathrm{i}}, \mathrm{i}=1, a$.
We start with $\left|U_{2}\right|_{L^{2}}$. Since $\mathbf{U}$ solves (5.48), we can write

$$
\partial_{t} U_{2}=\left(\mathcal{P}_{c}-w_{c}-g\right) U_{1}-v_{c} \partial_{x} U_{2}
$$

In view of Lemma 5.16, let us choose $\kappa(D), \kappa \in C_{0}^{\infty}(\mathbb{R})$ such that $\kappa(\xi)=1$ around $\xi=0$. Then, we have that

$$
\begin{aligned}
\frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t}\left|\kappa(D) U_{2}\right|_{L^{2}}^{2} & =\left(\kappa(D) \partial_{t} U_{2}, \kappa(D) U_{2}\right) \\
& =\left(\kappa(D)\left(\mathcal{P}_{c}-w_{c}-g\right) U_{1}, \kappa(D) U_{2}\right)-\left(\kappa(D) v_{c} \partial_{x} U_{2}, \kappa(D) U_{2}\right)
\end{aligned}
$$

Given the fact that $\kappa$ compactly supported and taking into account the defintion of $\mathcal{P}_{c}$ and $a_{c}$, this implies that

$$
\frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t}\left|\kappa(D) U_{2}\right|_{L^{2}}^{2} \leqslant C\left(\left|U_{1}\right|_{H^{1}}+\left|\mathfrak{B} U_{2}\right|_{L^{2}}\right)\left(\left|\mathfrak{B} U_{2}\right|_{L^{2}}+\left|\kappa(D) U_{2}\right|_{L^{2}}\right)
$$

Thus, from Young inequality, for some $\vartheta>0$ (to be chosen latter),

$$
\begin{equation*}
\frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t}\left|\kappa(D) U_{2}\right|_{L^{2}}^{2} \leqslant C\left(\frac{1}{\vartheta}|\mathbf{U}|_{X^{0}}+\vartheta\left|\kappa(D) U_{2}\right|_{L^{2}}\right) \tag{5.66}
\end{equation*}
$$

We focus now on $\left|\alpha^{\mathrm{i}}\right|, \mathrm{i}=1,2$. Note that if if $\mathbf{U}$ is any function $X^{0}$ such that it can be decomposed as (5.33)-(5.34), then $\alpha$ and $\beta$ are determined by

$$
\begin{equation*}
\alpha=\frac{\left(\mathbf{U}, J R_{c}^{1} \mathbf{Q}_{c}^{\prime}\right)}{\left|J R_{c}^{1} \mathbf{Q}_{c}^{\prime}\right|_{L^{2}}^{2}}, \quad \beta=\frac{\left(\mathbf{U},\left(\eta_{c}^{\prime}, 0\right)^{t}\right)}{\left(R_{c}^{1} \mathbf{Q}_{c}^{\prime},\left(\eta_{c}^{\prime}, 0\right)^{t}\right)}-\alpha\left(J R_{c}^{1} \mathbf{Q}_{c}^{\prime},\left(\eta_{c}^{\prime}, 0\right)^{t}\right) \tag{5.67}
\end{equation*}
$$

In particular, for $\alpha_{1}$, using the decomposition of $\mathbf{U}^{1}$ and the fact that $\mathbf{U}$ solves, (5.48), we find that

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} t} \alpha^{1}= & \frac{1}{\left|J R_{c}^{1} \mathbf{Q}_{c}^{\prime}\right|_{L^{2}}^{2}} \partial_{t}\left(\bar{\chi}_{1}(t) \overline{\mathbf{U}}(t), J R_{c}^{1} \mathbf{Q}_{c}^{\prime}\right) \\
= & \frac{1}{\left|J R_{c}^{1} \mathbf{Q}_{c}^{\prime}\right|}\left(\left(\partial_{t} \bar{\chi}_{1}(t) \overline{\mathbf{U}}(t), J R_{c}^{1} \mathbf{Q}_{c}^{\prime}\right)+\left(\bar{\chi}_{1}(t)\left(J \overline{L_{c} \mathbf{U}}+c \overline{\partial_{x} \mathbf{U}}\right)(t), J R_{c}^{1} \mathbf{Q}_{c}^{\prime}\right)\right) \\
= & \frac{1}{\left|J R_{c}^{1} \mathbf{Q}_{c}^{\prime}\right|}\left(\left(\partial_{t} \bar{\chi}_{1}(t) \bar{U}(t), J R_{c}^{1} \mathbf{Q}_{c}^{\prime}\right)+\left(\bar{\chi}_{1}(t) J \overline{L_{c}^{a} \mathbf{U}}(t), J R_{c}^{1} \mathbf{Q}_{c}^{\prime}\right)\right) \\
& \left.+\left(\bar{\chi}_{1}(t)\left(J \overline{L_{c}^{1} \mathbf{U}}+c \overline{\partial_{x} \mathbf{U}}\right)(t), J R_{c}^{1} \mathbf{Q}_{c}^{\prime}\right)\right),
\end{aligned}
$$

where we used the notation $\bar{f}(t, x)=f(t, x+c t-A)$. In addition, from the definition of $\tilde{L}_{c}^{1}$,

$$
\begin{aligned}
& \left(\bar{\chi}_{1}(t)\left(J \overline{L_{c}^{1} \mathbf{U}}+c \overline{\partial_{x} \mathbf{U}}\right)(t), J R_{c}^{1} \mathbf{Q}_{c}^{\prime}\right) \\
& \quad=\left(\bar{\chi}_{1}(t)\left(J \overline{L_{c}^{1}} \mathbf{U}-c J \overline{\partial_{x} \mathbf{U}}\right)(t), J R_{c}^{1} \mathbf{Q}_{c}^{\prime}\right) \\
& \quad=\left(\bar{\chi}_{1}(t) J \tilde{L}_{c}^{1}\left[\mathbf{Q}_{c}(y)\right] \overline{\mathbf{U}}(t), J R_{c}^{1} \mathbf{Q}_{c}^{\prime}\right) \\
& \quad=\left(\left[\bar{\chi}_{1}(t), J \tilde{L}_{c}^{1}\left[\mathbf{Q}_{c}(y)\right]\right] \overline{\mathbf{U}}(t), J R_{c}^{1} \mathbf{Q}_{c}^{\prime}\right)-\left(\bar{\chi}_{1}(t) \overline{\mathbf{U}}(t), \tilde{L}_{c}^{1}\left[\mathbf{Q}_{c}(y)\right] J^{2} R_{c}^{1} \mathbf{Q}_{c}^{\prime}\right) .
\end{aligned}
$$

Note that

$$
\left(\overline{L_{c}^{1}}-c J \partial_{x}\right) J^{2} R_{c}^{1} \mathbf{Q}_{c}^{\prime}=-\tilde{L}_{c}^{1} R_{c}^{1} \mathbf{Q}_{c}^{\prime}=-L^{c, 1} R_{c}^{1} \mathbf{Q}_{c}^{\prime}=0
$$

Thus,

$$
\left(\bar{\chi}_{1}(t)\left(J \overline{L_{c}^{1} \mathbf{U}}+c \overline{\partial_{x} \mathbf{U}}\right)(t), J R_{c}^{1} \mathbf{Q}_{c}^{\prime}\right)=\left(\left[\bar{\chi}_{1}(t), J \tilde{L}_{c}^{1}\left[\mathbf{Q}_{c}(y)\right]\right] \overline{\mathbf{U}}(t), J R_{c}^{1} \mathbf{Q}_{c}^{\prime}\right)
$$

Then, thanks to Lemma 5.15, we conclude

$$
\begin{equation*}
\left|\frac{\mathrm{d}}{\mathrm{~d} t} \alpha^{1}\right| \leqslant \frac{C}{A}\left(|\mathbf{U}|_{X^{0}}+\left|U_{2}\right|_{L^{2}}\right) . \tag{5.68}
\end{equation*}
$$

Following similar arguments, we also have for $\alpha^{a}$,

$$
\begin{equation*}
\left|\frac{\mathrm{d}}{\mathrm{~d} t} \alpha^{a}\right| \leqslant \frac{C}{A}\left(|\mathbf{U}|_{X^{0}}+\left|U_{2}\right|_{L^{2}}\right) . \tag{5.69}
\end{equation*}
$$

At last, we propose to find estimates for $\beta^{\mathrm{i}}$. From (5.67), we write

$$
\beta^{\mathrm{i}}=\tilde{\beta}^{\mathrm{i}}-\alpha^{\mathrm{i}}\left(J R_{c}^{1} \mathbf{Q}_{c}^{\prime},\left(\eta_{c}^{\prime}, 0\right)^{t}\right), \quad \mathrm{i}=1, a,
$$

where

$$
\tilde{\beta}^{\mathrm{i}}=\frac{\left(\overline{\mathbf{U}}^{\mathrm{i}},\left(\eta_{c}^{\prime}, 0\right)^{t}\right)}{\left(R_{c}^{1} \mathbf{Q}_{c}^{\prime},\left(\eta_{c}^{\prime}, 0\right)^{t}\right)}=\frac{\left(\overline{\mathbf{U}}^{\mathrm{i}},\left(\eta_{c}^{\prime}, 0\right)^{t}\right)}{\left|\eta_{c}^{\prime}\right|_{L^{2}}^{2}}, \quad \mathrm{i}=1, a
$$

Then, since (5.68) and 5.69 hold,

$$
\left|\frac{\mathrm{d}}{\mathrm{~d} t} \beta^{\mathrm{i}}\right| \leqslant\left|\frac{\mathrm{d}}{\mathrm{~d} t} \tilde{\beta}^{\mathrm{i}}\right|+\frac{C}{A}\left(|\mathbf{U}|_{X^{0}}+\left|U_{2}\right|_{L^{2}}\right), \quad \mathrm{i}=1, a
$$

To estimate $\beta^{1}$, we compute

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} t} \tilde{\beta}^{1} & =\frac{\partial_{t}\left(\bar{\chi}_{1}(t) \overline{\mathbf{U}}(t),\left(\eta_{c}^{\prime}, 0\right)^{t}\right)}{\left|\eta_{c}^{\prime}\right|_{L^{2}}^{2}} \\
& =\frac{\left(\partial_{t} \bar{\chi}_{1}(t) \mathbf{U}(t),\left(\eta_{c}^{\prime}, 0\right)^{t}\right)}{\left|\eta_{c}^{\prime}\right|_{L^{2}}^{2}}+\frac{\left(\bar{\chi}_{1}(t)\left(\overline{\partial_{t} \mathbf{U}}(t)+c \overline{\partial_{x} \mathbf{U}}(t)\right),\left(\eta_{c}^{\prime}, 0\right)^{t}\right)}{\left|\eta_{c}^{\prime}\right|_{L^{2}}^{2}} \\
& =\frac{\left(\partial_{t} \bar{\chi}_{1}(t) \mathbf{U}(t),\left(\eta_{c}^{\prime}, 0\right)^{t}\right)}{\left|\eta_{c}^{\prime}\right|_{L^{2}}^{2}}+\frac{\left(\bar{\chi}_{1}(t) J \overline{L_{c} \mathbf{U}}(t),\left(\eta_{c}^{\prime}, 0\right)^{t}\right)}{\left|\eta_{c}^{\prime}\right|_{L^{2}}^{2}}+c \frac{\left(\bar{\chi}_{1}(t) \overline{\partial_{x} \mathbf{U}}(t),\left(\eta_{c}^{\prime}, 0\right)^{t}\right)}{\left|\eta_{c}^{\prime}\right|_{L^{2}}^{2}} .
\end{aligned}
$$

In particular, we have that

$$
\begin{aligned}
\left(\chi_{1}(t) J \overline{L_{c} \mathbf{U}}(t),\left(\eta_{c}^{\prime}, 0\right)^{t}\right)= & \left(\chi_{1}(t) J \overline{L_{c}^{1} \mathbf{U}}(t),\left(\eta_{c}^{\prime}, 0\right)^{t}\right)+\left(\chi_{1}(t) J \overline{L_{c}^{a} \mathbf{U}}(t),\left(\eta_{c}^{\prime}, 0\right)^{t}\right) \\
= & \left(\left[\chi_{1}(t), J \bar{L}_{c}^{1}\right] \overline{\mathbf{U}}(t),\left(\eta_{c}^{\prime}, 0\right)^{t}\right)+\left(J \bar{L}_{c}^{1} \overline{\mathbf{U}}^{1}(t),\left(\eta_{c}^{\prime}, 0\right)^{t}\right) \\
& +\left(\chi_{1}(t) J \overline{L_{c}^{a} \mathbf{U}}(t),\left(\eta_{c}^{\prime}, 0\right)^{t}\right) .
\end{aligned}
$$

Also,

$$
c\left(\bar{\chi}_{1}(t) \overline{\partial_{x} \mathbf{U}}(t),\left(\eta_{c}^{\prime}, 0\right)^{t}\right)=c\left(\partial_{x} \overline{\mathbf{U}}^{1}(t),\left(\eta_{c}^{\prime}, 0\right)^{t}\right)-c\left(\partial_{x} \bar{\chi}_{1}(t) \overline{\mathbf{U}}(t),\left(\eta_{c}^{\prime}, 0\right)^{t}\right)
$$

Therefore, we have that

$$
\left|\frac{\mathrm{d}}{\mathrm{~d} t} \tilde{\beta}_{1}(t)\right| \leqslant C\left|\left(J \tilde{L}_{c}^{1} \overline{\mathbf{U}}^{1},\left(\eta_{1}^{\prime}, 0\right)^{t}\right)\right|+\frac{C}{A}\left(|\mathbf{U}|_{X_{0}}+\left|U_{2}\right|_{L^{2}}\right)
$$

To conclude, we use the decomposition of $\overline{\mathbf{U}}^{1}$ and the fact that $\tilde{L}_{c}^{1} R_{c}^{1} \mathbf{Q}_{c}^{\prime}=0$ and find that

$$
\left|\left(J \tilde{L}_{c}^{1} \overline{\mathbf{U}}^{1},\left(\eta_{1}^{\prime}, 0\right)^{t}\right)\right| \leqslant C\left(\left|\alpha^{1}\right|+\left|\mathbf{W}^{1}\right|_{X^{0}}\right)
$$

Gathering all the estimations above, one obtains

$$
\left|\frac{\mathrm{d}}{\mathrm{~d} t} \tilde{\beta}^{1}(t)\right| \leqslant C\left(\left|\alpha^{1}\right|+\left|\mathbf{W}^{1}\right|_{X^{0}}+\frac{1}{A}\left(|\mathbf{U}|_{X_{0}}+\left|U_{2}\right|_{L^{2}}\right)\right)
$$

which, ultimately implies that

$$
\begin{equation*}
\left|\frac{\mathrm{d}}{\mathrm{~d} t} \beta^{1}(t)\right| \leqslant C\left(\left|\alpha^{1}\right|+\left|\mathbf{W}^{1}\right|_{X^{0}}+\frac{1}{A}\left(|\mathbf{U}|_{X_{0}}+\left|U_{2}\right|_{L^{2}}\right)\right) . \tag{5.70}
\end{equation*}
$$

Similarly, for $\beta^{a}$,

$$
\begin{equation*}
\left|\frac{\mathrm{d}}{\mathrm{~d} t} \beta^{a}(t)\right| \leqslant C\left(\left|\alpha^{1}\right|+\left|\mathbf{W}^{1}\right|_{X^{0}}+\frac{1}{A}\left(|\mathbf{U}|_{X_{0}}+\left|U_{2}\right|_{L^{2}}\right)\right) . \tag{5.71}
\end{equation*}
$$

Then, putting together (5.68), (5.69), (5.70) and (5.71), we obtain

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t}\left|\alpha^{\mathrm{i}}\right|^{2} \leqslant C\left|\alpha^{\mathrm{i}}\right| \frac{1}{A}\left(|\mathbf{U}|_{X_{0}}+\left|U_{2}\right|_{L^{2}}\right), \quad \mathrm{i}=1, a, \tag{5.72}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t}\left|\beta^{\mathrm{i}}\right|^{2} \leqslant C\left|\beta^{\mathrm{i}}\right|\left(\frac{1}{A}\left(|\mathbf{U}|_{X_{0}}+\left|U_{2}\right|_{L^{2}}\right)+\left|\alpha^{\mathrm{i}}\right|+\left|\mathbf{W}^{\mathrm{i}}\right|_{X_{0}}\right), \quad \mathrm{i}=1, a . \tag{5.73}
\end{equation*}
$$

## End of the proof of Proposition 5.17.

To make the appropriate estimations, considering (5.56), (5.72) and (5.73), it will be convenient to define a somewhat different weighted energy

$$
\tilde{\mathcal{H}}_{0}(\mathbf{U}(t))=\frac{1}{2} A^{1 / 2} \mathcal{H}_{0}(\mathbf{U}(t))+C A^{1 / 2}\left(\left|\alpha^{1}(t)\right|^{2}+\left|\alpha^{a}(t)\right|^{2}\right)+\frac{1}{2}\left(\left|\beta^{1}(t)\right|^{2}+\left|\beta^{a}(t)\right|^{2}\right) .
$$

We derivate in time $\tilde{\mathcal{H}}_{0}$ and obtain

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} t} \tilde{\mathcal{H}}_{0}(\mathbf{U}(t)) \leqslant & \frac{C}{A^{1 / 4}}\left[\frac{1}{A^{1 / 4}}\left(|\mathbf{U}|_{X_{0}}^{2}+\left|U_{2}\right|_{L^{2}}^{2}\right)+\frac{1}{A^{1 / 4}}\left(\left|\alpha^{1}(t)\right|+\left|\alpha^{a}(t)\right|\right)\left(|\mathbf{U}|_{X_{0}}+\left|U_{2}\right|_{L^{2}}\right)\right. \\
& +\frac{1}{A^{3 / 4}}\left(\left|\beta^{1}(t)\right|+\left|\beta^{a}(t)\right|\right)\left(|\mathbf{U}|_{X_{0}}+\left|U_{2}\right|_{L^{2}}\right) \\
& \left.+A^{1 / 4}\left(\left|\beta^{1}(t)\right|+\left|\beta^{a}(t)\right|\right)\left(\left|\alpha^{1}\right|+\left|\alpha^{a}\right|+\left|\mathbf{W}^{1}\right|_{X_{0}}+\left|\mathbf{W}^{2}\right|_{X_{0}}\right)\right]
\end{aligned}
$$

Thanks to the decomposition of $\bar{U}^{\mathrm{i}}$ and Lemma 5.16, we have that

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} t} \tilde{\mathcal{H}}_{0}(\mathbf{U}(t)) \leqslant \frac{C}{A^{1 / 4}} & {\left[A^{1 / 2}\left(\left|\mathbf{W}^{1}\right|_{X_{0}}^{2}+\left|\mathbf{W}^{a}\right|_{X_{0}}^{2}\right)+\frac{1}{A^{1 / 4}}\left|U_{2}\right|_{L^{2}}^{2}\right.} \\
& \left.+\left(\left|\beta^{1}\right|^{2}+\left|\beta^{a}\right|^{2}\right)+A^{1 / 2}\left(\left|\alpha^{1}\right|^{2}+\left|\alpha^{a}\right|^{2}\right)\right]
\end{aligned}
$$

Next, we integrate in time over the time interval $[0, t]$, where $t \leqslant 0$, and we write

$$
\begin{equation*}
\tilde{\mathcal{H}}_{0}(\mathbf{U}(t)) \leqslant \tilde{\mathcal{H}}_{0}(\mathbf{U}(0))-\frac{C}{A^{1 / 4}} \int_{t}^{0} F_{0}(\tau)+\frac{1}{A^{1 / 4}}\left|\kappa(D) U_{2}(\tau)\right|_{L^{2}} \mathrm{~d} \tau \tag{5.74}
\end{equation*}
$$

where

$$
F_{0}(t):=A^{1 / 2}\left(\left|\mathbf{W}^{1}\right|_{X_{0}}^{2}+\left|\mathbf{W}^{2}\right|_{X_{0}}^{2}\right)+\left(\left|\beta^{1}\right|^{2}+\left|\beta^{2}\right|^{2}\right)+A^{1 / 2}\left(\left|\alpha^{1}\right|^{2}+\left|\alpha^{2}\right|^{2}\right)
$$

On the other hand, from (5.65) and Lemma 5.16,

$$
\begin{aligned}
\tilde{\mathcal{H}}_{0}(\mathbf{U}(t)) \geqslant & \frac{1}{2} A^{1 / 2} k\left(\left|\mathbf{W}^{1}\right|_{X_{0}}^{2}+\left|\mathbf{W}^{2}\right|_{X_{0}}^{2}\right)+\frac{1}{2} A^{1 / 2} C\left(\left|\alpha^{1}(t)\right|^{2}+\left|\alpha^{2}(t)\right|^{2}\right) \\
& +\frac{1}{2}\left(\left|\beta^{1}(t)\right|^{2}+\left|\beta^{2}(t)\right|^{2}\right)-\frac{1}{A^{1 / 2}} \tilde{C}\left(\sum_{\mathrm{i}=1,2}\left|\mathbf{U}^{\mathrm{i}}\right|_{X_{0}}^{2}+\left|\kappa(D) U_{2}\right|_{L^{2}}^{2}\right) \\
\geqslant & \tilde{c} F_{0}(t)-\frac{1}{A^{1 / 2}} \tilde{C}\left(\left|\kappa(D) U_{2}\right|_{L^{2}}^{2}\right) .
\end{aligned}
$$

Gathering this inequality with (5.74), we deduce

$$
F_{0}(t)-\frac{1}{A^{1 / 2}} \tilde{C}\left|\kappa(D) U_{2}\right|_{L^{2}}^{2} \leqslant A^{1 / 2}|\mathbf{U}(0)|_{X^{0}}^{2}-\frac{C}{A^{1 / 4}} \int_{t}^{0} F_{0}(\tau)+\frac{1}{A^{1 / 4}}\left(\left|\kappa(D) U_{2}(\tau)\right|_{L^{2}}\right) \mathrm{d} \tau
$$

In addition, as a consequence of (5.66), after integrating over the time interval $[0, t], t \leqslant 0$, we find that

$$
\left|\kappa(D) U_{2}(t)\right|_{L^{2}}^{2} \leqslant\left|U_{2}(0)\right|_{L^{2}}^{2}-C \int_{t}^{0} \frac{1}{\vartheta} F_{0}(\tau)+\vartheta\left|\kappa(D) U_{2}(\tau)\right|_{L^{2}} \mathrm{~d} \tau
$$

where $\vartheta>0$ is to be chosen appropriately later. Then, for any $v>0$, this leads to

$$
\begin{aligned}
F_{0}(t)+\left(v-\frac{\tilde{C}}{A^{1 / 2}}\right)\left|\kappa(D) U_{2}\right|_{L^{2}}^{2} \leqslant & A^{1 / 2}|U(0)|_{X^{0}}^{2}+v\left|U_{2}(0)\right|_{L^{2}}^{2} \\
& -C v \int_{t}^{0} \frac{1}{\vartheta} F_{0}(\tau)+\vartheta\left|\kappa(D) U_{2}(\tau)\right|_{L^{2}} \mathrm{~d} \tau \\
& -\frac{C}{A^{1 / 4}} \int_{t}^{0} F_{0}(\tau)+\frac{1}{A^{1 / 4}}\left(\left|\kappa(D) U_{2}(\tau)\right|_{L^{2}}\right) \mathrm{d} \tau
\end{aligned}
$$

Let us choose $v$ and $\vartheta$ in order to satisfy the following:

$$
v-A^{-1 / 2} C \geqslant v / 2, \quad C A^{-1 / 4} \leqslant \delta_{0} c / 4, \quad A^{-1 / 4} \leqslant k / 2, \quad v C \vartheta^{-1} \leqslant \delta_{0} c / 4 \quad \text { and } \quad \vartheta^{2} \leqslant v / 2,
$$

where $\delta_{0}$ is the constant that arises in Proposition 5.11. For instance, one can take

$$
v=\frac{\delta_{0} c}{64 C^{2}}, \quad \vartheta=\frac{\sqrt{v}}{2} \quad \text { and } \quad A \gg 1,
$$

to finally obtain

$$
\begin{aligned}
F_{0}(t)+\frac{v}{2}\left|\kappa(D) U_{2}\right|_{L^{2}}^{2} & \leqslant C A^{1 / 2}|\mathbf{U}(0)|_{X^{0}}^{2}+v\left|U_{2}(0)\right|_{L^{2}}^{2}-\frac{\delta_{0} c}{4} \int_{t}^{0} F_{0}(\tau)+\frac{v}{2}\left|\kappa(D) U_{2}(\tau)\right|_{L^{2}}^{2} \mathrm{~d} \tau \\
& \leqslant C A^{1 / 2}|\mathbf{U}(0)|_{X^{0}}^{2}+v\left|U_{2}(0)\right|_{L^{2}}^{2}+\frac{\delta_{0} c}{4} \int_{t}^{0} F_{0}(\tau)+\frac{v}{2}\left|\kappa(D) U_{2}(\tau)\right|_{L^{2}}^{2} \mathrm{~d} \tau
\end{aligned}
$$

Then, using Gronwall inequality, we get

$$
F_{0}(t)+\frac{v}{2}\left|\kappa(D) U_{2}(t)\right|_{L^{2}}^{2} \leqslant\left(C A^{1 / 2}|\mathbf{U}(0)|_{X^{0}}^{2}+v\left|U_{2}(0)\right|_{L^{2}}^{2}\right) \mathrm{e}^{-\delta_{0} c t / 4}, \quad t \leqslant 0
$$

Then, from the definition of $F$, the decomposition of $\overline{\mathbf{U}}^{\mathrm{i}}$ and Lemma 5.16, we know that there exists $\bar{v}$ and $\tilde{v}$ such that

$$
F_{0}(t) \geqslant \bar{v} \sum_{\mathrm{i}=1, a}\left|\mathbf{U}^{\mathrm{i}}(t)\right|_{X^{0}}^{2} \geqslant\left(1-\frac{C}{A}\right) \tilde{v}|\mathbf{U}(t)|_{X^{0}}^{2}-\frac{\bar{v}}{A}\left|\kappa(D) U_{2}(t)\right|_{L^{2}}^{2}
$$

by choosing $A$ large enough so that $\bar{v} / A \leqslant v / 4$, we find

$$
F_{0}(t) \geqslant \frac{1}{2} \tilde{v}|\mathbf{U}|_{X_{0}}^{2}-\frac{v}{4}\left|\kappa(D) U_{2}\right|_{L^{2}}^{2} .
$$

Then, we can conclude that

$$
\frac{1}{2} \tilde{v}|\mathbf{U}|_{X_{0}}^{2}-\frac{v}{4}\left|\kappa(D) U_{2}\right|_{L^{2}}^{2} \leqslant\left(C A^{1 / 2}|\mathbf{U}(0)|_{X^{0}}^{2}+v\left|U_{2}(0)\right|_{L^{2}}^{2}\right) \mathrm{e}^{-\delta_{0} c t / 4}, \quad \forall t \leqslant 0 .
$$

which finishes the proof of Proposition 5.17.

### 5.4.3 Proof of Theorem 5.13

We proceed by induction. We begin the proof with the case $k=1$ and then rely on this analysis to explain the higher-order cases.

First-order energy estimates: To compute the derivates of the linear system (5.48), we shall make use of the following operator

$$
D(\partial)=\partial_{t}+c \partial_{x}
$$

so that we can take advantage of the properties of $L_{c}^{a}$. The reason why we take such operator is the fact that the solitary wave terms (precisely, $L_{c}^{1}$ ) get cancelled by $D(\partial)$ (such terms are evaluated in the argument $x-c t$ ). We apply this operator to both sides of the equation (5.48) and obtain

$$
\begin{equation*}
\partial_{t} D(\partial) \mathbf{U}-J L_{c} D(\partial) \mathbf{U}=\left[\partial_{t}, D(\partial)\right] \mathbf{U}-J\left[L_{c}, D(\partial)\right] \mathbf{U} . \tag{5.75}
\end{equation*}
$$

In a more explicit fashion, taking into account the partition of unity (5.52), we also have that

$$
\left[\partial_{t}, D(\partial)\right] \mathbf{U}=\sum_{\mathrm{i}=1, a} c\left(\partial_{t} \chi_{\mathrm{i}}^{2}\right) \partial_{x} \mathbf{U}
$$

as well as

$$
\begin{aligned}
J\left[L_{c}, D(\partial)\right] \mathbf{U}= & J\left[L_{c}, \partial_{t}\right] \mathbf{U}+J c\left[L_{c}, \partial_{x}\right] \mathbf{U} \\
= & J \sum_{\mathrm{i}=1, a}\left(\chi_{\mathrm{i}}^{2}\left[L_{c}^{1}, \partial_{t}\right] \mathbf{U}+\chi_{\mathrm{i}}^{2}\left[L_{c}^{a}, \partial_{t}\right] \mathbf{U}+c\left[L_{c}, \chi_{\mathrm{i}}^{2}\right] \partial_{x} \mathbf{U}\right. \\
& \left.+\chi_{\mathrm{i}}^{2} c\left[L_{c}^{1}, \partial_{x}\right] \mathbf{U}+\chi_{\mathrm{i}}^{2} c\left[L_{c}^{a}, \partial_{x}\right] \mathbf{U}\right)
\end{aligned}
$$

As we pointed out before, from the decomposition (5.55), we know that $L_{c}^{1}$ depends only on the solitary wave, and then we get

$$
J \sum_{\mathrm{i}=1, a}\left(\chi_{\mathrm{i}}^{2}\left[L_{c}^{1}, \partial_{t}\right] \mathbf{U}+\chi_{\mathrm{i}}^{2} c\left[L_{c}^{1}, \partial_{x}\right] \mathbf{U}\right)=J \sum_{\mathrm{i}=1,2} \chi_{\mathrm{i}}^{2}\left[L_{c}^{1}, \partial_{t}+c \partial_{x}\right] \mathbf{U}=0
$$

This implies that

$$
J\left[L_{c}, D(\partial)\right] \mathbf{U}=J \sum_{\mathrm{i}=1, a}\left(\chi_{\mathrm{i}}^{2}\left[L_{c}^{a}, \partial_{t}\right] \mathbf{U}+c\left[L_{c}, \chi_{\mathrm{i}}^{2}\right] \partial_{x} \mathbf{U}+\chi_{\mathrm{i}}^{2} c\left[L_{c}^{a}, \partial_{x}\right] \mathbf{U}\right):=J \mathcal{S} \mathbf{U} .
$$

Then, going back to (5.75), we obtain

$$
\begin{equation*}
\partial_{t} D(\partial) \mathbf{U}=J L_{c} D(\partial) \mathbf{U}+\left[\partial_{t}, D(\partial)\right] \mathbf{U}-J \mathcal{S} \mathbf{U}:=J L_{c} D(\partial) \mathbf{U}+F_{1}(\mathbf{U}) \tag{5.76}
\end{equation*}
$$

where $F_{1}(\mathbf{U}):=\left[\partial_{t}, D(\partial)\right] \mathbf{U}-J \mathcal{S} \mathbf{U}$ is the source term of the linear equation. In particular, using Duhamel Formula, the fact that we consider $F_{1}$ as the source means that

$$
D(\partial) \mathbf{U}(t)=S_{c}(t, 0)(D(\partial) U)(0)-\int_{t}^{0} S_{c}(t, \tau) F_{1}(\tau) \mathrm{d} \tau
$$

where $S_{c}(t, \tau)$ here is the fundamental solution of the linear equation (5.48), and, because of Proposition 5.17, it satisfies

$$
\left\|S_{c}(t, \tau)\right\|_{X^{0} \cap L^{2} \rightarrow X^{0} \cap L^{2}} \leqslant A^{1 / 2} C \mathrm{e}^{-\delta_{0} c t / 4}, \quad \forall 0 \leqslant \tau \leqslant t
$$

Consequently, we have the following

$$
\begin{align*}
|D(\partial) \mathbf{U}(t)|_{X^{0}}+\left|D(\partial) U_{2}(t)\right|_{L^{2}} \leqslant & C A^{1 / 2}\left(\mathrm{e}^{-\delta_{0} c t / 4}\left(|\mathbf{U}(0)|_{X^{1}}+\sum_{\alpha=0,1}\left|\partial_{t}^{\alpha} U_{2}(0)\right|_{L^{2}}\right)\right. \\
& \left.-\int_{t}^{0} \mathrm{e}^{\delta_{o} c(\tau-t) / 4}\left(\left|F_{1}(\tau)\right|_{X^{0}}+\left|F_{1}(\tau)\right|_{L^{2}}\right) \mathrm{d} \tau\right) \tag{5.77}
\end{align*}
$$

Then, we need to estimate the source $F_{1}$.
For any norm $\|\cdot\|$ depending on the variable $x$, we shall use the notation

$$
\left\|\left\langle\partial_{t}\right\rangle^{k} \mathbf{U}\right\|=\sum_{0 \leqslant l \leqslant k}\left\|\partial_{t}^{l} \mathbf{U}\right\| .
$$

To have some control on the higher order space derivatives in (5.48) using time derivatives, it will be useful the following lemma:

Lemma 5.20. Any smooth solution of (5.48) satisfies the following a priori estimates $\forall l \geqslant 0, m \geqslant 0, \exists C_{k, l}$, such that $\left|\partial_{t}^{l}\left(U_{1}, U_{2}\right)\right|_{H^{m+5 / 2} \times H^{m+2}} \leqslant C_{l, k}\left|\left\langle\partial_{t}\right\rangle^{l+1}\left(U_{1}, U_{2}\right)\right|_{H^{m+1} \times H^{m+1 / 2}}$.

The proof of this lemma can be found in the Appendix.

Remark 5.12 (Consequences of Lemma). Lemma (5.20) implies the following two estimations:

1. For any $\delta>0$ we have that

$$
\begin{equation*}
\left|\partial_{x} \mathbf{U}\right|_{X^{0}} \leqslant \delta\left(\left|\partial_{t} \mathbf{U}\right|_{X^{0}}+\left|\partial_{t} U_{2}\right|_{L^{2}}\right)+C_{\delta}\left(|\mathbf{U}|_{X^{0}}+|\mathbf{U}|_{L^{2}}\right) \tag{5.78}
\end{equation*}
$$

2. For any $\alpha, \beta$ such that $\alpha+\beta=k, \beta \geqslant 1$, and $\delta>0$,

$$
\begin{equation*}
\left|\partial_{t}^{\alpha} \partial_{x}^{\beta} \mathbf{U}\right|_{X^{0}} \leqslant \delta\left(\left|\partial_{t}^{k} \mathbf{U}\right|_{X^{0}}+\left|\partial_{t}^{k} U_{2}\right|_{L^{2}}\right)+C_{\delta}\left(|\mathbf{U}|_{X^{k-1}}+\left|\left\langle\partial_{t}\right\rangle^{k} U_{2}\right|_{L^{2}}\right) . \tag{5.79}
\end{equation*}
$$

The first inequality can be deduced by taking $l=0$ and $m=0$,

$$
\left|\partial_{x}\left(U_{1}, U_{2}\right)\right|_{H^{3 / 2} \times H^{1}} \leqslant\left|\left(U_{1}, U_{2}\right)\right|_{H^{5 / 2} \times H^{2}} \leqslant C_{l, k}\left|\left\langle\partial_{t}\right\rangle^{1}\left(U_{1}, U_{2}\right)\right|_{H^{1} \times H^{1 / 2}},
$$

and then using the interpolation inequality

$$
\begin{equation*}
\left|\partial_{x} \mathbf{U}\right|_{H^{1} \times H^{1 / 2}} \leqslant \delta\left|\partial_{x} \mathbf{U}\right|_{H^{3 / 2} \times H^{1}}+C_{\delta}|\mathbf{U}|_{L^{2}} \tag{5.80}
\end{equation*}
$$

for any $\delta>0$. The second estimation can be deduced from Lemma 5.20 by choosing $l=\alpha$, $m=\beta-1$

$$
\left|\left\langle\partial_{t}\right\rangle^{\alpha}\left(U_{1}, U_{2}\right)\right|_{H^{\beta+3 / 2} \times H^{\beta+1}} \leqslant C\left|\left\langle\partial_{t}\right\rangle^{\alpha+1}\left(U_{1}, U_{2}\right)\right|_{H^{\beta} \times H^{\beta-1 / 2}} .
$$

We iterate the last step until we get

$$
\left|\partial_{t}^{\alpha} \partial_{x}^{\beta}\left(U_{1}, U_{2}\right)\right|_{H^{3 / 2} \times H^{1}} \leqslant\left|\left\langle\partial_{t}\right\rangle^{\alpha}\left(U_{1}, U_{2}\right)\right|_{H^{\beta+3 / 2} \times H^{\beta+1}} \leqslant C_{k}\left|\left\langle\partial_{t}\right\rangle^{k}\left(U_{1}, U_{2}\right)\right|_{H^{1} \times H^{1 / 2}} .
$$

We conclude (5.79) after we use again the interpolation inequality (5.80).
Now, we proceed with the estimation of $F_{1}$. From its definition, we have that

$$
\begin{aligned}
\left|F_{1}(\mathbf{U})\right|_{X^{0}} \leqslant & |J \mathcal{S} \mathbf{U}|_{X^{0}}+\left|\left[\partial_{t}, D(\partial)\right] \mathbf{U}\right|_{X^{0}} \\
\leqslant & \left|J \sum_{\mathrm{i}=1, a} \chi_{\mathrm{i}}^{2}\left[L_{c}^{a}, \partial_{t}\right] \mathbf{U}\right|_{X^{0}}+\left|J \sum_{\mathrm{i}=1, a} c\left[L_{c}, \chi_{\mathrm{i}}^{2}\right] \partial_{x} \mathbf{U}\right|_{X^{0}} \\
& +\left|J \sum_{\mathrm{i}=1, a} \chi_{\mathrm{i}}^{2} c\left[L_{c}^{a}, \partial_{x}\right] \mathbf{U}\right|_{X^{0}}+\left|\left[\partial_{t}, D(\partial)\right] \mathbf{U}\right|_{X^{0}}
\end{aligned}
$$

First, using Lemma 5.18 and Lemma 5.15 (the same way we did for the 0 -order estimates),

$$
\left|F_{1}(\mathbf{U})\right|_{X^{0}} \leqslant \frac{C}{A}\left(\left|\left(\partial_{x} U_{2}, \partial_{x}^{2} U_{1}\right)^{t}\right|_{X^{0}}+\left|\partial_{x} \mathbf{U}\right|_{X^{0}}+|\mathbf{U}|_{X^{0}} .\right)
$$

Next, from Lemma 5.20, we obtain

$$
\left|F_{1}(\mathbf{U})\right|_{X^{0}} \leqslant \frac{C}{A}\left(\left|\partial_{t} \mathbf{U}\right|_{X^{0}}+|\mathbf{U}|_{X^{0}}+\left|\partial_{t} U_{2}\right|_{L^{2}}+\left|U_{2}\right|_{L^{2} .} .\right)
$$

We also deduce that

$$
\left|F_{1}(\mathbf{U})\right|_{L^{2}} \leqslant \frac{C}{A}\left(\left|\partial_{t} \mathbf{U}\right|_{X^{0}}+|\mathbf{U}|_{X^{0}}+\left|\partial_{t} U_{2}\right|_{L^{2}}+\left|U_{2}\right|_{L^{2} .}\right)
$$

Thus, replacing such estimation in (5.77) and using (5.78)

$$
\begin{aligned}
& |D(\partial) U(t)|_{X^{0}}+|D(\partial) U(t)|_{L^{2}} \leqslant C A^{1 / 4} \mathrm{e}^{-\delta_{0} c t / 4}\left(|U(0)|_{X^{0}}+|U(0)|_{L^{2}}+\left|\partial_{t} U(0)\right|_{L^{2}}\right) \\
& \quad-\frac{C}{A^{3 / 4}} \int_{t}^{0} \mathrm{e}^{\delta_{0} c(\tau-t) / 4}\left(\left|\partial_{t} \mathbf{U}(\tau)\right|_{X^{0}}+|\mathbf{U}(\tau)|_{X^{0}}+\left|\partial_{t} U_{2}(\tau)\right|_{L^{2}}+\left|U_{2}(\tau)\right|_{L^{2}}\right) \mathrm{d} \tau
\end{aligned}
$$

From Proposition 5.17,

$$
|\mathbf{U}(\tau)|_{X_{0}}^{2}+\left|U_{2}(\tau)\right|_{L^{2}}^{2} \leqslant C A^{1 / 2}\left(|\mathbf{U}(0)|_{X^{0}}^{2}+\left|U_{2}(0)\right|_{L^{2}}^{2}\right) \mathrm{e}^{\delta_{0} c \tau / 4} \quad \forall 0 \leqslant \tau \leqslant t
$$

we conclude that

$$
\begin{aligned}
\left|\partial_{t} \mathbf{U}(t)\right|_{X^{0}}+\left|\partial_{t} \mathbf{U}(t)\right|_{L^{2}} \leqslant & C A^{1 / 4}\left(1-A^{-3 / 4} t\right) \mathrm{e}^{-\delta_{0} c t / 4}\left(|\mathbf{U}(0)|_{X^{0}}+|\mathbf{U}(0)|_{L^{2}}+\left|\partial_{t} U_{2}(0)\right|_{L^{2}}\right) \\
& -\frac{C}{A^{3 / 4}} \int_{t}^{0} \mathrm{e}^{\delta_{0} c(\tau-t) / 4}\left(\left|\partial_{t} \mathbf{U}(\tau)\right|_{X^{0}}+\left|\partial_{t} U_{2}(\tau)\right|_{L^{2}}\right) \mathrm{d} \tau .
\end{aligned}
$$

Then, using Gronwall's inequality, we have that there exists $\bar{C}>0$ such that

$$
\left|\partial_{t} \mathbf{U}(t)\right|_{X^{0}}+\left|\partial_{t} U_{2}(t)\right|_{L^{2}} \leqslant C A^{1 / 4}\left(1-A^{-3 / 4} t\right) \mathrm{e}^{-\delta_{0} c t / 4-\bar{C} A^{-3 / 4} t}\left(|\mathbf{U}(0)|_{X^{0}}+\sum_{\alpha=0,1}\left|\partial_{t}^{\alpha} U_{2}(0)\right|_{L^{2}}\right)
$$

The desired estimation can be deduced by taking $A$ sufficiently large. Finally, in view of (5.78)

$$
\left|\partial_{x} U\right|_{X^{0}} \leqslant \delta\left(\left|\partial_{t} U\right|_{X^{0}}+\left|\partial_{t} U_{2}\right|_{L^{2}}\right)+C_{\delta}\left(|U|_{X^{0}}+\left|U_{2}\right|_{L^{2}}\right)
$$

and taking into account the estimation for the zero-order estimates given in Proposition 5.17, we conclude the result for the first-order case.

Higher-order energy estimates. We proceed by induction argument. Indeed, given any $k \geqslant 0$, we will assume that the estimate (5.51) holds for $k-1$-order case. As we did for the first order case, we start estimating $\left|D^{k}(\partial) \mathbf{U}\right|_{X^{0}}$. We have that

$$
\partial_{t} D^{k}(\partial) \mathbf{U}=J L_{c} D^{k}(\partial)+F_{k}(\mathbf{U})
$$

where the source term $F_{k}(U)$ is given by

$$
F_{k}(\mathbf{U})=\sum_{\mathrm{i}=0}^{k-1} D^{\mathrm{i}}(\partial)\left(J\left[D(\partial), L_{c}\right]+\left[\partial_{t}, D(\partial)\right]\right) D^{k-1-\mathrm{i}}(\partial) \mathbf{U}
$$

In particular, using Duhamel Formula, the fact that we consider $F_{k}$ as the source means that

$$
D^{k}(\partial) \mathbf{U}(t)=S_{c}(t, 0)\left(D^{k}(\partial) \mathbf{U}\right)(0)-\int_{t}^{0} S_{c}(t, \tau) F_{k}(\mathbf{U})(\tau) \mathrm{d} \tau
$$

where $S_{c}(t, \tau)$ is considered again the fundamental solution of the linear equation (5.48). Hence, because of Proposition 5.17, we write

$$
\begin{align*}
\left|D^{k}(\partial) \mathbf{U}(t)\right|_{X^{0}}+\left|D^{k}(\partial) \mathbf{U}(t)\right|_{L^{2}} \leqslant & C A^{1 / 4}\left(\mathrm{e}^{-\delta_{0} c t / 4}\left(|\mathbf{U}(0)|_{X^{k}}+\sum_{\alpha \leqslant k}\left|\partial_{t}^{\alpha} U_{2}(0)\right|_{L^{2}}\right)\right. \\
& \left.-\int_{t}^{0} \mathrm{e}^{\delta_{0} c(\tau-t) / 4}\left(\left|F_{k}(\mathbf{U})(\tau)\right|_{X^{0}}+\left|F_{k}(\mathbf{U})(\tau)\right|_{L^{2}}\right) \mathrm{d} \tau\right) \tag{5.81}
\end{align*}
$$

Then, we need to estimate the source $F_{k}$.
From the definition of $F_{k}$, we have that

$$
\begin{aligned}
& \left|F_{k}(\mathbf{U})\right|_{X^{0}} \\
& \quad \leqslant \sum_{\mathrm{i}=0}^{k-1}\left(\left|D^{\mathrm{i}}(\partial)\left(\left.J\left[D(\partial), L_{c}\right] D^{k-1-\mathrm{i}}(\partial) \mathbf{U}\right|_{X^{0}}+\mid\left[\partial_{t}, D(\partial)\right]\right) D^{k-1-\mathrm{i}}(\partial) \mathbf{U}\right|_{X^{0}}\right) \\
& \\
& \leqslant \sum_{\mathrm{i}=0}^{k-1} \sum_{j=1, a}\left(\left|\chi_{j}^{2} J D^{\mathrm{i}}(\partial)\left[L_{c}^{a}, \partial_{t}\right] D^{k-1-\mathrm{i}}(\partial) \mathbf{U}\right|_{X^{0}}+c\left|J D^{\mathrm{i}}(\partial)\left[L_{c}, \chi_{j}^{2}\right] D^{k-1-\mathrm{i}}(\partial) \mathbf{U}\right|_{X^{0}}\right) \\
& \quad+\sum_{\mathrm{i}=0}^{k-1}\left(\sum_{j=1, a} c\left|\chi_{j}^{2} J D^{\mathrm{i}}(\partial)\left[L_{c}^{a}, \partial_{x}\right] D^{k-1-\mathrm{i}}(\partial) \mathbf{U}\right|_{X^{0}}+\left|D^{\mathrm{i}}(\partial)\left[\partial_{t}, D^{k}(\partial)\right] D^{k-1-\mathrm{i}}(\partial) \mathbf{U}\right|_{X^{0}}\right) .
\end{aligned}
$$

Making a similar analysis as the previous from the first order estimatives,

$$
\left|F_{k}(\mathbf{U})\right|_{X^{0}}+\left|F_{k}(\mathbf{U})\right|_{L^{2}} \leqslant \frac{C_{k}}{A} \sum_{\substack{\alpha+\beta=k \\ \alpha \neq k-1}}\left(\left|\left(\partial_{t}^{\alpha} \partial_{x}^{\beta} U_{2}, \partial_{t}^{\alpha} \partial_{x}^{\beta+1} U_{1}\right)^{t}\right|_{X^{0}}+\left|\partial_{t}^{\alpha} \partial_{x}^{\beta} \mathbf{U}\right|_{X^{0}}\right)+\frac{C}{A}|\mathbf{U}|_{X^{k-1}}
$$

Next, using 5.79,

$$
\begin{aligned}
& \left|\partial_{t}^{\alpha} \partial_{x}^{\beta} \mathbf{U}\right|_{X^{0}} \leqslant \delta\left(\left|\partial_{t}^{k} \mathbf{U}\right|_{X^{0}}+\left|\partial_{t}^{k} U_{2}\right|_{L^{2}}\right)+C_{\delta}\left(|\mathbf{U}|_{X^{k-1}}+\left|\left\langle\partial_{t}\right\rangle^{k} U_{2}\right|_{L^{2}}\right), \\
& \left|F_{k}(\mathbf{U})\right|_{X^{0}}+\left|F_{k}(\mathbf{U})\right|_{L^{2}} \leqslant \frac{C_{k}}{A}\left(\left|\partial_{t}^{k} \mathbf{U}\right|_{X^{0}}+|\mathbf{U}|_{X^{k-1}}+\sum_{\alpha \leqslant k}\left|\partial_{t}^{\alpha} U_{2}\right|_{L^{2}}\right) .
\end{aligned}
$$

Plugging such estimation into 5.81

$$
\begin{gather*}
\left|D^{k}(\partial) \mathbf{U}(t)\right|_{X^{0}}+\left|D^{k}(\partial) \mathbf{U}(t)\right|_{L^{2}} \leqslant C A^{1 / 4} \mathrm{e}^{-\delta_{0} c t / 4}\left(|\mathbf{U}(0)|_{X^{k}}+\sum_{\alpha \leqslant k}\left|\partial_{t}^{\alpha} U_{2}(0)\right|_{L^{2}}\right) \\
-\frac{C_{k}}{A^{3 / 4}} \int_{t}^{0} \mathrm{e}^{\delta_{0} c(\tau-t) / 4}\left(\left|\partial_{t}^{k} \mathbf{U}(\tau)\right|_{X^{0}}+|\mathbf{U}(\tau)|_{X^{k-1}}+\sum_{\alpha \leqslant k}\left|\partial_{t}^{\alpha} U_{2}(\tau)\right|_{L^{2}}\right) \mathrm{d} \tau . \tag{5.82}
\end{gather*}
$$

We claim that

$$
\begin{equation*}
\left|D^{k}(\partial) \mathbf{U}(t)\right|_{X^{0}}+\left|D^{k}(\partial) \mathbf{U}(t)\right|_{L^{2}} \geqslant\left|\partial_{t}^{k} \mathbf{U}(t)\right|_{X^{0}}+\left|\partial_{t}^{k} U_{2}(t)\right|_{L^{2}}-C \sum_{\alpha \leqslant k-1}\left|\partial_{t}^{\alpha} U(t)\right|_{L^{2}}+C|\mathbf{U}(t)|_{X^{k-1}} \tag{5.83}
\end{equation*}
$$

Indeed, this comes from 5.79 and the fact that

$$
\left|D^{k}(\partial) \mathbf{U}(t)\right|_{X^{0}}+\left|D^{k}(\partial) U_{2}(t)\right|_{L^{2}} \geqslant\left|\partial_{t}^{k} \mathbf{U}(t)\right|_{X^{0}}+\left|\partial_{t}^{k} U_{2}(t)\right|_{L^{2}}-C \sum_{\substack{\alpha+\beta \leqslant k \\ \alpha \leqslant k-1}}\left|\partial_{t}^{\alpha} \partial_{x}^{\beta} U(t)\right|_{X^{0}}+C|\mathbf{U}(t)|_{X^{k-1}}
$$

Now, because we are using induction argument, we have that the desired estimation for the $k-1$ holds, that is, we have that

$$
\begin{align*}
& |\mathbf{U}(t)|_{X^{k-1}}+\sum_{\alpha \leqslant k-1}\left|\partial_{t}^{\alpha} U_{2}(t)\right|_{L^{2}} \\
& \quad \leqslant  \tag{5.84}\\
& \quad C A^{1 / 4} \mathrm{e}^{-\delta_{0} c t / 4}\left(|\mathbf{U}(0)|_{X^{k}}+\sum_{\alpha \leqslant k}\left|\partial_{t}^{\alpha} U_{2}(0)\right|_{L^{2}}\right) \\
& \\
& \quad-\frac{C_{k}}{A^{3 / 4}} \int_{t}^{0} \mathrm{e}^{\delta_{0} c(\tau-t) / 4}\left(\left|\partial_{t}^{k} \mathbf{U}(\tau)\right|_{X^{0}}+|\mathbf{U}(\tau)|_{X^{k-1}}+\sum_{\alpha \leqslant k}\left|\partial_{t}^{\alpha} U_{2}(\tau)\right|_{L^{2}}\right) \mathrm{d} \tau
\end{align*}
$$

Going back to (5.82), (5.84) and (5.83) imply that

$$
\begin{aligned}
& \left|\partial_{t}^{k} \mathbf{U}(t)\right|_{X^{0}}+\left|\partial_{t}^{k} U_{2}(t)\right|_{L^{2}} \\
& \quad \leqslant C_{k-1} A^{1 / 4}\left(1-A^{-3 / 4} t\right)^{k-1} \mathrm{e}^{-\delta_{0} c t / 4-A^{-3 / 4} \bar{C} t}\left(|\mathbf{U}(0)|_{X^{k}}+\sum_{\alpha \leqslant k}\left|\partial_{t}^{\alpha} U_{2}(0)\right|_{L^{2}}\right) \\
& \quad-\frac{C_{k}}{A^{3 / 4}} \int_{t}^{0} \mathrm{e}^{\delta_{0} c(\tau-t) / 4}\left(\left|\partial_{t}^{k} \mathbf{U}(\tau)\right|_{X^{0}}+\left|\partial_{t}^{k} U_{2}(\tau)\right|_{L^{2}}\right) \mathrm{d} \tau .
\end{aligned}
$$

Then, thanks to Gronwall's inequality and Lemma 5.20, by taking $A$ large enough, we conclude the proof.

### 5.4.4 Proof of Theorem 5.13

Now, we can go back to the construction of the approximate solution. We consider

$$
\mathbf{V}(t, x)=\sum_{j=1}^{N} \rho^{j} \mathbf{V}_{j}(t, x)
$$

with $\rho=\mathrm{e}^{-\delta_{0} A}>0$. Here $\mathbf{V}_{1}$ solves the system

$$
\partial_{t} \mathbf{V}_{1}-J \Lambda\left[\mathbf{Q}_{c}\right] \mathbf{V}_{1}=-\mathbf{r}_{c}
$$

where, recall from Section 5.3, that for all $k \geqslant 0$,

$$
\mid \mathbf{r}(a))\left.\right|_{E_{k}} \leqslant C_{k} \mathrm{e}^{\delta_{0} c t} \quad \forall t \leqslant 0
$$

Notice that, since $\mathbf{U}(t)=R \mathbf{V}(t)$ and $R$ is invertible, from Theorem 5.14 we get

$$
\left|S_{c}^{\Lambda}(t, \tau) \mathbf{V}\right|_{E^{k}} \leqslant A^{1 / 4} C_{k}\left(\delta_{0}\right)|\mathbf{V}|_{H^{s(k)}}\left(1+|t-\tau|^{k}\right) \mathrm{e}^{\delta_{0} c|t-\tau| / 2}, \quad \forall t, \tau \geqslant 0
$$

where here $S_{c}^{\Lambda}$ is the fundamental solution of the system (5.47). With this in mind, we choose the solution

$$
\mathbf{V}_{1}(t, x)=-\int_{-\infty}^{t} S_{c}^{\Lambda}(t, \tau) \mathbf{r}_{c}(\tau) \mathrm{d} \tau
$$

From the estimation of the fundamental solution $S_{c}^{\Lambda}$, we get that $\mathbf{V}_{1}$ is well defined and satisfies

$$
\begin{aligned}
\left|\mathbf{V}_{1}(t)\right|_{E^{k}} & \leqslant A^{1 / 4} C_{k} \int_{-\infty}^{t}(1+|t-\tau|)^{k} \mathrm{e}^{\delta_{0} c|t-\tau| / 2} \sum_{j=0}^{k}\left\|\partial_{t}^{j} \mathbf{r}_{c}\right\|_{H^{s(k-1)}} \mathrm{d} \tau \\
& \leqslant A^{1 / 4} C_{k} \int_{-\infty}^{t}(1+|t-\tau|)^{k} \mathrm{e}^{\delta_{0} c|t-\tau| / 2} \mathrm{e}^{-\delta_{0} c|\tau| / 2} \mathrm{~d} \tau \\
& \leqslant A^{1 / 4} C_{k}\left(\delta_{0}\right) \mathrm{e}^{-\delta_{0} c|t|} \quad \forall t \leqslant 0
\end{aligned}
$$

For the general case

$$
\partial_{t} \mathbf{V}_{j}-D \mathcal{F}\left[\mathbf{Q}_{c}\right] \mathbf{V}_{j}=\sum_{p=1}^{j} \sum_{\substack{1 \leqslant j_{1}, \ldots, j_{j} \leqslant j-1 \\ j_{1}+\ldots j_{p}=j}} \frac{1}{p!} D^{p} \mathcal{F}\left[\mathbf{Q}_{c}\right]\left(V_{j_{1}}, \ldots, \mathbf{V}_{j_{p}}\right):=\mathbf{r}_{j}(t, x)
$$

we use induction argument. Suppose that for every $j$ such that $1 \leqslant j \leqslant l-1$,

$$
\left|\mathbf{V}_{j}\right|_{E^{k}} \leqslant A^{(2 j-1) / 4} C_{k, j}\left(\delta_{0}\right) \mathrm{e}^{-j \delta_{0} c|t|} \quad \forall t \leqslant 0
$$

For the source terms, we get the estimation

$$
\left|\mathbf{r}_{j}(t, x)\right|_{E^{k}} \leqslant A^{(2 l-1) / 4} C_{k, j}\left(\delta_{0}\right) \mathrm{e}^{-j \delta_{0} c|t|} \quad \forall t \leqslant 0 .
$$

Then, taking the solution

$$
\mathbf{V}_{j}(t, x)=-\int_{-\infty}^{t} S_{c}^{\Lambda}(t, \tau) \mathbf{r}_{j}(\tau) \mathrm{d} \tau
$$

we conclude the proof of Theorem 5.13 .

### 5.5 Construction of the exact solution

Now that the approximate solution of the Zakharov water waves system (5.6) is constructed, we need to find the exact solution $\mathbf{U}=\mathbf{U}_{a p}+\mathbf{U}_{r}$ from the constructed approximate solution $\mathbf{U}_{a p}=\left(\eta_{a p}, \varphi_{a p}\right)$, where $\mathbf{U}_{r}$ is a remainder to be determined. In other words, for $\mathbf{U}=(\eta, \varphi)^{t}$ to satisfy (5.6), $\mathbf{U}_{r}$ needs to be the solution to

$$
\partial_{t} \mathbf{U}_{r}=\mathcal{F}\left(\mathbf{U}_{a p}+\mathbf{U}_{r}\right)-\mathcal{F}\left(\mathbf{U}_{a p}\right)-\mathbf{r}_{a p} .
$$

The Cauchy problem for such equation has a global solution, as we prove in the following proposition. The precise result reads:

Proposition 5.21. Let $p \geqslant 2$. For $N$ large enough and $\rho$ sufficiently small (A sufficiently large) in the definition of $\boldsymbol{V}$, there exists a solution $\boldsymbol{U}_{r}=\left(\eta_{r}, \varphi_{r}\right)^{t} \in L^{\infty}\left((-\infty, 0], H^{m+4} \times H^{7 / 2}\right)$ to

$$
\left\{\begin{array}{l}
\partial_{t} \boldsymbol{U}_{r}=\mathcal{F}\left(\boldsymbol{U}_{a p}+\boldsymbol{U}_{r}\right)-\mathcal{F}\left(\boldsymbol{U}_{a p}\right)-\boldsymbol{r}_{a p},  \tag{5.85}\\
\boldsymbol{U}_{r}(0) \text { fixed },
\end{array}\right.
$$

such that $h\left\|a_{\varepsilon}\right\|_{L^{\infty}}-\left\|\eta_{a p}\right\|_{L^{\infty}}-\left\|\eta_{r}\right\|_{L^{\infty}} \geqslant h_{\min }>0$, and

$$
\begin{equation*}
\left|\boldsymbol{U}_{r}\right|_{X^{m+4} \times X^{m+7 / 2}} \leqslant A^{(2 N-1) / 4} \rho^{N+1} \mathrm{e}^{-N \delta_{0} c|t|} \quad \forall t \leqslant 0 . \tag{5.86}
\end{equation*}
$$

This proposition is proved in the Appendix 5.5
Once having proved the existence of $\mathbf{U}_{r}$, we obtain that $\mathbf{U}=\mathbf{U}_{a p}+\mathbf{U}_{r}$ exists and it is defined in $(-\infty, 0]$. Recall the definition $\mathbf{R}(t, x)=\mathbf{Q}_{c}(x-c t+A)$. We are left to prove

$$
\begin{equation*}
\lim _{t \rightarrow-\infty}|\mathbf{U}(t)-\mathbf{R}(t)|_{H^{s}}=0 \tag{5.87}
\end{equation*}
$$

From the definition of $\mathbf{U}$,

$$
\mathbf{U}=\mathbf{R}+\sum_{j=1}^{N} \rho^{j} \mathbf{V}_{j}+\mathbf{U}_{r}
$$

The terms $\mathbf{V}_{j}$ and $\mathbf{U}_{r}$ satisfy a decay estimation each (deduced from (5.46) and (5.86) for every $t \leqslant 0$ :

$$
\left|\mathbf{V}_{l}\right|_{H^{s}} \leqslant A^{(2 l-1) / 4} C_{s, l}\left(\delta_{0}\right) \mathrm{e}^{-l \delta_{0} c|t|} \quad \text { and } \quad\left|\mathbf{U}_{r}\right|_{H^{s}} \leqslant A^{(2 N-1) / 4} \rho^{N+1} \mathrm{e}^{-N \delta_{0} c|t|} .
$$

Consequently, we conclude (5.87).

## Appendix

## A.1. Proof of Lemma 5.18

Proof of 5.59) in Lemma 5.18. Case $\mathrm{i}=1$. First, recall that for any $u \in C_{b}^{\infty}(\mathbb{R})$, the DirichletNeumann operator can be defined as $\mathcal{G}_{c, a} u=\left.\partial_{\mathbf{n}}^{P_{a}} u_{a}^{b}\right|_{z=0}$, where $u_{a}^{b}$ satisfies

$$
\left\{\begin{array}{l}
\nabla_{x, z} \cdot P_{a} \nabla_{x, z} u_{a}^{b}=0 \quad \text { in } S,  \tag{5.88}\\
\left.u_{a}^{b}\right|_{z=0}=u, \\
\left.\partial_{\mathbf{n}}^{P} u_{a}^{b}\right|_{z=-1}=0,
\end{array}\right.
$$

and $\partial_{\mathbf{n}}^{P_{a}}=\mathbf{n} \cdot P_{a} \nabla_{x, z}$, where $\mathbf{n}=-\mathbf{e}_{z}$ is the upward unit normal to the boundary in $z=-1$. Then, one can use Divergence Theorem to get the following Green formula:

$$
\left(\mathcal{G}_{c, a} u, v\right)=\int_{S} P_{a} \nabla_{x, z} u_{a}^{b} \cdot \nabla_{x, z} v_{a}^{b} \mathrm{~d} x \mathrm{~d} z
$$

In particular, we have that

$$
\left(\left[\partial_{t}, \mathcal{G}_{c, a}\right] u, u\right)=\int_{S} \partial_{t} P_{a} \nabla_{x, z} u_{a}^{b} \cdot \nabla_{x, z} u_{a}^{b} \mathrm{~d} x \mathrm{~d} z-2 \int_{S} P_{a} \nabla_{x, z}\left(\left(\partial_{t} u\right)_{a}^{b}-\partial_{t} u_{a}^{b}\right) \cdot \nabla_{x, z} u_{a}^{b} \mathrm{~d} x \mathrm{~d} z
$$

Similarly, for $\mathcal{G}_{c, 1}$ we have that

$$
\left(\left[\partial_{t}, \mathcal{G}_{c, 1}\right] u, u\right)=\int_{S} \partial_{t} P_{1} \nabla_{x, z} u_{1}^{b} \cdot \nabla_{x, z} u_{1}^{b} \mathrm{~d} x \mathrm{~d} z-2 \int_{S} P_{1} \nabla_{x, z}\left(\left(\partial_{t} u\right)_{1}^{b}-\partial_{t} u_{1}^{b}\right) \cdot \nabla_{x, z} u_{1}^{b} \mathrm{~d} x \mathrm{~d} z
$$

where $u_{1}^{\mathrm{e}}$ is the solution to the elliptic problem associated to a flat-domain regime

$$
\left\{\begin{array}{l}
\nabla_{x, z} \cdot P_{1} \nabla_{x, z} u_{1}^{b}=0 \quad \text { in } S,  \tag{5.89}\\
\left.u_{1}^{b}\right|_{z=0}=u, \\
\left.\partial_{\mathbf{n}}^{P_{1}} u_{1}^{b}\right|_{z=-1}=\left.\partial_{z} u_{1}^{b}\right|_{z=-1}=0 .
\end{array}\right.
$$

Then we have that

$$
\begin{aligned}
\left(\left[\partial_{t}, \mathcal{G}_{c, a}-\mathcal{G}_{c, 1}\right] u, u\right) & =\int_{S} \partial_{t} P_{a} \nabla_{x, z} u_{a}^{b} \cdot \nabla_{x, z} u_{a}^{b} \mathrm{~d} x \mathrm{~d} z-2 \int_{S} P_{a} \nabla_{x, z}\left(\left(\partial_{t} u\right)_{a}^{b}-\partial_{t} u_{a}^{b}\right) \cdot \nabla_{x, z} u_{a}^{b} \mathrm{~d} x \mathrm{~d} z \\
& -\int_{S} \partial_{t} P_{1} \nabla_{x, z} u_{1}^{b} \cdot \nabla_{x, z} u_{1}^{b} \mathrm{~d} x \mathrm{~d} z+2 \int_{S} P_{1} \nabla_{x, z}\left(\left(\partial_{t} u\right)_{1}^{b}-\partial_{t} u_{1}^{b}\right) \cdot \nabla_{x, z} u_{1}^{b} \mathrm{~d} x \mathrm{~d} z
\end{aligned}
$$

Recall, from the definition of both $P_{1}$ and $P_{a}$, we have that

$$
\partial_{t} P_{1}=\left(\begin{array}{cc}
\partial_{t} \eta_{c} & -(z+1) \partial_{t} \partial_{x} \eta_{c} \\
-(z+1) \partial_{t} \partial_{x} \eta_{c} & B_{1}
\end{array}\right), \quad \partial_{t} P_{a}=\left(\begin{array}{cc}
\partial_{t} \eta_{c} & -(z+1) \partial_{t} \partial_{x} \eta_{c} \\
-(z+1) \partial_{t} \partial_{x} \eta_{c} & B_{a}
\end{array}\right)
$$

where

$$
\begin{gathered}
B_{1}=\frac{2(z+1)^{2} \partial_{x} \eta_{c} \partial_{t, x}^{2} \eta_{c}}{h+\eta_{c}}-\frac{\left(1+\left|(z+1) \partial_{x} \eta_{c}\right|^{2}\right) \partial_{t} \eta_{c}}{\left(h+\eta_{c}\right)^{2}}, \quad \text { and } \\
B_{a}=\frac{2\left((z+1) \partial_{x} \eta_{c}+z h a_{\varepsilon}^{\prime}\right)(z+1) \partial_{t, x}^{2} \eta_{c}}{H a_{\varepsilon}+\eta_{c}}-\frac{\left(1+\left|(z+1) \partial_{x} \eta_{c}+z h a_{\varepsilon}^{\prime}\right|^{2}\right) \partial_{t} \eta_{c}}{\left(h a_{\varepsilon}+\eta_{c}\right)^{2}} .
\end{gathered}
$$

Then, taking into account the fact that the solitary wave $\eta_{c}$ satisfies the exponential decay [3]

$$
\left|\partial_{x}^{\alpha} \eta_{c}(x-c t+A)\right| \leqslant \mathrm{e}^{-\mathrm{d}\left(1+|c t-x+A|^{2}\right)^{1 / 2}}
$$

this means that we can estimate each entry of $\partial_{t} P_{1}$ and $\partial_{t} P_{a}$ by using a weight $\omega_{1}$ defined as

$$
\begin{equation*}
\omega_{1}(t, x)=\mathrm{e}^{-\delta\left(1+|c t-x+A|^{2}\right)^{1 / 2}} \tag{5.90}
\end{equation*}
$$

where $0<\delta<\min \{\varepsilon \gamma, \mathrm{d}\}$ to be chosen sufficiently small.
On the other hand, from the definition of $P_{a}$ and $P_{1}$, we know that

$$
P_{a}-P_{1}=\left[\begin{array}{cc}
H(a(\varepsilon x)-1) & -h z a_{\varepsilon}^{\prime} \\
-h z a_{\varepsilon}^{\prime} & E
\end{array}\right]
$$

where

$$
E=\frac{(z+1) z h \partial_{x} \eta_{c} a_{\varepsilon}^{\prime}+\left|z h a_{\varepsilon}^{\prime}\right|^{2}}{h a_{\varepsilon}+\eta_{c}}+\frac{\left(1+\left|(z+1) \partial_{x} \eta_{c}\right|^{2}\right) h\left(1-a_{\varepsilon}\right)}{\left(h a_{\varepsilon}+\eta_{c}\right)\left(h+\eta_{c}\right)} .
$$

This implies that we also need to take into consideration the change of bottom $a^{\prime}$, coming into play $P_{a}-P_{1}$. Then, we define the weight

$$
\begin{equation*}
\omega_{a}(t, x)=\mathrm{e}^{-\delta\left(1+|x|^{2}\right)^{1 / 2}} \tag{5.91}
\end{equation*}
$$

where $0<\delta<\mathrm{d}$ is the same used in the definition of $\omega_{1}$.
Finally, with respect to $\partial_{t}\left(P_{a}-P_{1}\right)$, after computing the derivative in time, we get that the only entry of $\partial_{t}\left(P_{a}-P_{a}\right)$ that survives is $\partial_{t} E=B_{a}-B_{1}$, which depends both on the solitary wave $\eta_{c}$ and the description of the change of bottom $a^{\prime}$.

From now on, we shall assume that $u=\chi_{1} U_{2}$ and take advantage of the fact that, from Lemma 5.15, there exists $C \geqslant 0$ such that $\omega_{a} \chi_{1} \leqslant \frac{C}{A}$. Similarly, for the case $u=\chi_{a} U_{2}$, one only needs to take into account the weight $\omega_{1}$ and and use symmetric arguments. With this in mind, we write

$$
\begin{align*}
& \left(\left[\partial_{t}, \mathcal{G}_{c, a}-\mathcal{G}_{c, 1}\right] u, u\right) \\
& \quad=\int_{S} \partial_{t}\left(P_{a}-P_{1}\right) \nabla_{x, z} u_{a}^{b} \cdot \nabla_{x, z} u_{a}^{b} \mathrm{~d} x \mathrm{~d} z+\int_{S} \partial_{t} P_{1} \nabla_{x, z}\left(u_{a}^{b}-u_{1}^{b}\right) \cdot \nabla_{x, z} u_{1}^{b} \mathrm{~d} x \mathrm{~d} z \\
& \quad+\int_{S} \partial_{t} P_{1} \nabla_{x, z} u_{a}^{b} \cdot \nabla_{x, z}\left(u_{a}^{b}-u_{1}^{b}\right) \mathrm{d} x \mathrm{~d} z-2 \int_{S}\left(P_{a}-P_{1}\right) \nabla_{x, z}\left(\left(\partial_{t} u\right)_{a}^{b}-\partial_{t} u_{a}^{b}\right) \cdot \nabla_{x, z} u_{a}^{b} \mathrm{~d} x \mathrm{~d} z \\
& \quad+2 \int_{S} P_{1} \nabla_{x, z}\left(\left(\partial_{t} u\right)_{a}^{b}-\partial_{t} u_{a}^{b}-\left(\partial_{t} u\right)_{1}^{b}+\partial_{t} u_{1}^{b}\right) \cdot \nabla_{x, z} u_{a}^{b} \mathrm{~d} x \mathrm{~d} z \\
& \quad-2 \int_{S} P_{1} \nabla_{x, z}\left(\left(\partial_{t} u\right)_{1}^{b}-\partial_{t} u_{1}^{b}\right) \cdot \nabla_{x, z}\left(u_{a}^{b}-u_{1}^{b}\right) \mathrm{d} x \mathrm{~d} z \tag{5.92}
\end{align*}
$$

In fact, from (5.92), we have that

$$
\begin{aligned}
&\left|\left(\left[\partial_{t}, \mathcal{G}_{c, a}-\mathcal{G}_{c, 1}\right] u, u\right)\right| \leqslant C\left\|\omega_{a} \nabla_{x, z} u_{a}^{b}\right\|_{L^{2}(S)}\left(\left\|\nabla_{x, z} u_{a}^{b}\right\|_{L^{2}(\mathcal{S})}+\left\|\nabla_{x, z}\left(\left(\partial_{t} u_{a}\right)^{b}-\partial_{t} u_{a}^{b}\right)\right\|_{L^{2}(S)}\right) \\
&+C\left\|\nabla_{x, z}\left(\left(\partial_{t} u_{a}\right)^{b}-\partial_{t} u_{a}^{b}-\left(\partial_{t} u_{1}\right)^{b}+\partial_{t} u_{1}^{b}\right)\right\|_{L^{2}(S)}\left\|\nabla_{x, z} u_{a}^{b}\right\|_{L^{2}(S)} \\
&+C\left\|\nabla_{x, z}\left(u_{a}^{b}-u_{1}^{b}\right)\right\|_{L^{2}(S)}\left(\left\|\nabla_{x, z} u_{a}^{b}\right\|_{L^{2}(S)}+\left\|\nabla_{x, z} u_{1}^{b}\right\|_{L^{2}(S)}\right. \\
&\left.\left\|\nabla_{x, z}\left(\left(\partial_{t} u_{a}\right)^{b}-\partial_{t} u_{a}^{b}\right)\right\|_{L^{2}(S)}\right) .
\end{aligned}
$$

The rest of the proof, then, consists on estimating $\left\|\nabla_{x, z} u_{j}^{b}\right\|_{L^{2}(S)}$ and $\left\|\nabla_{x, z}\left(\left(\partial_{t} u\right)_{j}^{b}-\partial_{t} u_{j}^{b}\right)\right\|_{L^{2}}$, for $j=1, a,\left\|\omega_{a} \nabla_{x, z} u_{a}^{b}\right\|_{L^{2}},\left\|\nabla_{x, z}\left(u_{a}^{b}-u_{1}^{b}\right)\right\|_{L^{2}}$ and $\left\|\nabla_{x, z}\left(\left(\partial_{t} u_{a}\right)^{b}-\partial_{t} u_{a}^{b}-\left(\partial_{t} u_{1}\right)^{b}+\partial_{t} u_{1}^{b}\right)\right\|_{L^{2}}$.

1. Computing the estimation for $\left\|\nabla_{x, z} u_{j}^{b}\right\|_{L^{2}(S)}$ :

Let us denote by $u_{j}^{\dagger}, j=1, a$, a function defined as

$$
\begin{equation*}
\forall z \in[-1,0], \quad u^{\dagger}(\cdot, z)=\chi(z|D|) u \tag{5.93}
\end{equation*}
$$

where $\chi$ is a smooth compactly supported function such that $\chi(0)=1$.
Thus, to decompose $u_{j}^{b}$ into $u_{j}^{b}=v_{j}+u^{\dagger}, j=1, a$, means that $v_{j}$ must solve

$$
\left\{\begin{array}{l}
\nabla_{x, z} \cdot P_{j} \nabla_{x, z} v_{j}=-\nabla_{x, z} \cdot P_{j} \nabla_{x, z} u^{\dagger} \quad \in \mathcal{S}, \\
\left.v\right|_{z=0}=0, \\
\left.\partial_{\mathbf{n} a}^{P a} v\right|_{z=-1}=-\left.\partial_{\mathbf{n}}^{P_{a}} u^{\dagger}\right|_{z=-1} .
\end{array}\right.
$$

In particular, thanks to Divergence Theorem and the coercivity of $P_{j}$,

$$
\left\|\nabla_{x, z} v_{j}\right\|_{L^{2}(S)} \leqslant C\left\|P_{j} \nabla_{x, z} u^{\dagger}\right\|_{L^{2}(S)} \leqslant C\left\|\nabla_{x, z} u^{\dagger}\right\|_{L^{2}(S)}
$$

We write

$$
\left\|\nabla_{x, z} u^{\dagger}\right\|_{L^{2}(S)} \leqslant\left\|\chi(z|D|) \partial_{x} u\right\|_{L^{2}\left(\mathbb{R}^{2}\right)}+\left\|\chi^{\prime}(z|D|)|D| u\right\|_{L^{2}\left(\mathbb{R}^{2}\right)} .
$$

Now, we use the following auxiliary lemma
Lemma 5.22. For all real valued, compactly supported function $\chi$, one has

$$
\|\chi(z|D|) u\|_{L^{2}}^{2} \leqslant C(\chi)\left|\frac{1}{\left(1+|D|^{2}\right)^{1 / 4}} u\right|_{L^{2}}^{2}
$$

where $C(\chi)>0$ is a constant that only depends on the function $\chi$.

Proof. We write

$$
\|\chi(z|D|) u\|_{L^{2}}^{2}=\int_{\mathbb{R}} \int_{-1}^{0}|\chi(z|\xi|)|^{2}|\hat{u}(\xi)|^{2} \mathrm{~d} z \mathrm{~d} \xi=\int_{\mathbb{R}} \int_{-1}^{0} \frac{X(0)-X(-|\xi|)}{|\xi|}|\hat{u}(\xi)|^{2} \mathrm{~d} z \mathrm{~d} \xi
$$

where $X$ is the primitive of $\chi^{2}$. In particular, since $\chi$ is compactly supported, $X$ is bounded. Thus, we conclude the proof by noticing that

$$
\left|\frac{X(0)-X(-|\xi|)}{|\xi|}\right| \leqslant C(\chi) \frac{1}{\left(1+|\xi|^{2}\right)^{1 / 2}}
$$

Lemma 5.22 implies that

$$
\left\|\nabla_{x, z} u^{\dagger}\right\|_{L^{2}(S)}^{2} \leqslant C|\mathfrak{B} u|_{L^{2}(\mathbb{R})}^{2} .
$$

And then, since $u=\chi_{1} U_{2}$,

$$
\left\|\nabla_{x, z} u^{\dagger}\right\|_{L^{2}(S)}^{2}=C\left|\mathfrak{B}\left(\chi_{1} U_{2}\right)\right|_{L^{2}(\mathbb{R})}^{2} \leqslant\left|\left[\mathfrak{B}, \chi_{1}\right] U_{2}\right|_{L^{2}}^{2}+\left|\chi_{1} \mathfrak{B} U_{2}\right|_{L^{2}}^{2} .
$$

Now, we make use of the following commutator estimation,

$$
\begin{equation*}
|[\mathfrak{B}, f] g|_{L^{2}} \lesssim\left|\partial_{x} f\right|_{L^{\infty}}|g|_{L^{2}} . \tag{5.94}
\end{equation*}
$$

Indeed, this can be proved by noticing

$$
\begin{aligned}
|[\mathfrak{B}, f] g|_{L^{2}} & \leqslant\left|\frac{\partial_{x} f g}{\left(1-\partial_{x}^{2}\right)^{1 / 4}}+\left[\left(1-\partial_{x}^{2}\right)^{-1 / 4}, f\right] \partial_{x} g\right|_{L^{2}} \\
& \lesssim\left|\partial_{x} f\right|_{L^{\infty}}|g|_{L^{2}}+\left|\left[\left(1-\partial_{x}^{2}\right)^{-1 / 4}, f\right] \partial_{x} g\right|_{L^{2}}
\end{aligned}
$$

and using [18, Proposition 3.6.B] to bound the second term. Thus, going back to our computations, 5.94 implies

$$
\left\|\nabla_{x, z} v_{j}\right\|_{L^{2}(S)}^{2} \leqslant\left\|\nabla_{x, z} u^{\dagger}\right\|_{L^{2}(S)}^{2} \leqslant C\left(\left|U_{2}\right|_{L^{2}(\mathbb{R})}^{2}+\left|\mathfrak{B} U_{2}\right|_{L^{2}(\mathbb{R})}^{2}\right), \quad \mathrm{i}=1, a
$$

Consequently, one has

$$
\begin{equation*}
\left\|\nabla_{x, z} u_{j}^{b}\right\|_{L^{2}(S)}^{2} \leqslant C\left(\left|U_{2}\right|_{L^{2}(\mathbb{R})}^{2}+\left|\mathfrak{B} U_{2}\right|_{L^{2}(\mathbb{R})}^{2}\right), \quad \mathrm{i}=1, a . \tag{5.95}
\end{equation*}
$$

## 2. Computing the estimation for $\left\|\omega_{2} \nabla u_{a}^{b}\right\|_{L^{2}}$ :

We have that $\omega_{a} u_{a}^{b}$ solves

$$
\left\{\begin{array}{l}
\nabla_{x, z} \cdot P_{a} \nabla_{x, z}\left(\omega_{a} u_{a}^{b}\right)=-\left[\omega_{a}, \nabla_{x, z} \cdot P_{a} \nabla_{x, z}\right] u_{a}^{b} \in \mathcal{S},  \tag{5.96}\\
\left.\omega_{a} u_{a}^{b}\right|_{z=0}=\omega_{2} u, \\
\left.\partial_{\mathbf{n}}^{P_{a}}\left(\omega_{a} u_{a}^{b}\right)\right|_{z=-1}=-\left[\omega_{a}, \partial_{\mathbf{n}}^{P_{a}}\right] u_{a}^{b} .
\end{array}\right.
$$

We can decompose

$$
\begin{equation*}
\omega_{a} u_{a}^{b}=m(z,|D|)\left(\omega_{a} u\right)+v \tag{5.97}
\end{equation*}
$$

where

$$
m(z,|D|)=\frac{\cosh (|D|(z+1))}{\cosh |D|}
$$

is the solution to the homogeneous Laplace equation associated to (5.96) and $v$ solves

$$
\left\{\begin{array}{l}
\nabla_{x, z} \cdot P_{a} \nabla_{x, z} v+\left[\omega_{2}, \nabla_{x, z} \cdot P_{a} \nabla_{x, z}\right] u_{a}^{b}=-\nabla_{x, z} \cdot P_{a} \nabla_{x, z}\left(m\left(\omega_{2} u\right)\right) \quad \text { in } S,  \tag{5.98}\\
\left.v\right|_{z=0}=0,\left.\quad \partial_{n}^{P_{a}} v\right|_{z=-1}=-\left.h a_{\varepsilon}^{\prime} \delta v\right|_{z=-1} .
\end{array}\right.
$$

We argue as in the proof of Proposition 5.4 and of Proposition 5.11, relying on the possibility of using Poincaré inequality and the fact that $\left|\nabla_{x, z} \omega_{2}\right| \lesssim \delta \omega_{2}$ to obtain

$$
\begin{aligned}
\left\|\nabla_{x, z} v\right\|_{L^{2}(S)}^{2} \leqslant & \tilde{C}\left((1+\delta)\left\|\nabla_{x, z}\left(m\left(\omega_{a} u\right)\right)\right\|_{L^{2}(S)}\right. \\
& \left.+\left(\delta^{2}+\delta\right)\left\|\omega_{a} u_{a}^{b}\right\|_{L^{2}(S)}+\delta\left\|\nabla_{x, z}\left(\omega_{a} u_{a}^{b}\right)\right\|_{L^{2}(S)}\right)\left\|\nabla_{x, z} v\right\|_{L^{2}(S)}
\end{aligned}
$$

The decomposition (5.97) implies that

$$
\begin{aligned}
&\left(1-\tilde{C} \delta-\tilde{C} \delta^{2}\right)\left\|\nabla_{x, z} v\right\|_{L^{2}(S)}^{2} \\
& \leqslant \tilde{C}\left(\left(\delta^{2}+\delta\right)\left\|m\left(\omega_{a} u\right)\right\|_{L^{2}(S)}+(1+\delta)\left\|\nabla_{x, z}\left(m\left(\omega_{a} u\right)\right)\right\|_{L^{2}(S)}\right)
\end{aligned}
$$

Then, for $\delta$ sufficiently small, there exists $C>0$ such that

$$
\begin{equation*}
\left\|\nabla_{x, z} v\right\|_{L^{2}(\mathcal{S})} \leqslant C\left(\left(\delta^{2}+\delta\right)\left\|m\left(\omega_{a} u\right)\right\|_{L^{2}(\mathcal{S})}+(1+\delta)\left\|\nabla_{x, z}\left(m\left(\omega_{a} u\right)\right)\right\|_{L^{2}(S)}\right) \tag{5.99}
\end{equation*}
$$

Our goal is prove that

$$
\begin{equation*}
\left\|\omega_{2} u_{a}^{b}\right\|_{L^{2}(S)}+\left\|\nabla_{x, z}\left(\omega_{2} u_{a}^{b}\right)\right\|_{L^{2}(S)} \leqslant \frac{C}{A}\left(\left|\mathfrak{B} U_{2}\right|_{L^{2}(\mathbb{R})}+\left|U_{2}\right|_{L^{2}(\mathbb{R})}\right) . \tag{5.100}
\end{equation*}
$$

Thus, in view of decomposition (5.98) and (5.99), it would be sufficient to show

$$
\begin{equation*}
\left\|\nabla_{x, z} m\left(\omega_{a} u\right)\right\|_{L^{2}(S)}+\left\|m\left(\omega_{a} u\right)\right\|_{L^{2}(S)} \leqslant \frac{C}{A}\left(\left|\mathfrak{B} U_{2}\right|_{L^{2}(\mathbb{R})}+\left|U_{2}\right|_{L^{2}(\mathbb{R})}\right) . \tag{5.101}
\end{equation*}
$$

To do so, we argue as in a)., using the commutator estimate (5.94) and Lemma 5.15 to obtain (5.101). Consequently, we proved (5.100) which, in particular, leads to

$$
\begin{equation*}
\left\|\omega_{a} \nabla_{x, z} u_{a}^{b}\right\|_{L^{2}(S)} \leqslant \frac{C}{A}\left(\left|\mathfrak{B} U_{2}\right|_{L^{2}}+\left|U_{2}\right|_{L^{2}}\right) . \tag{5.102}
\end{equation*}
$$

## 3. Computing the estimation for $\left\|\nabla_{x, z}\left(\left(\partial_{t} u\right)_{j}^{b}-\partial_{t} u_{j}^{b}\right)\right\|_{L^{2}}$ :

For each $j=1, a$ (the first associated to the flat-bottom problem and the latter with a changing bottom problem), we have that $\left(\left(\partial_{t} u\right)_{j}^{b}-\partial_{t} u_{j}^{b}\right)$ satisfies

$$
\left\{\begin{array}{l}
\nabla_{x, z} \cdot P_{j} \nabla_{x, z}\left(\left(\partial_{t} u\right)_{j}^{b}-\partial_{t} u_{j}^{b}\right)=\nabla_{x, z} \cdot \partial_{t} P_{j} \nabla_{x, z} u_{j}^{b} \quad(x, z) \in S, \\
\left.\left(\left(\partial_{t} u\right)_{j}^{b}-\partial_{t} u_{j}^{b}\right)\right|_{z=0}=0,\left.\quad \partial_{\mathbf{n}}^{P_{j}}\left(\left(\partial_{t} u\right)_{j}^{b}-\partial_{t} u_{j}^{b}\right)\right|_{z=-1}=0 .
\end{array}\right.
$$

Then, using energy estimates, taking into account the coercivity of $P_{j}$, we write

$$
\left\|\nabla_{x, z}\left(\left(\partial_{t} u\right)_{j}^{b}-\partial_{t} u_{j}^{b}\right)\right\|_{L^{2}(\mathcal{S})}^{2} \leqslant\left\|\partial_{t} P_{j} \nabla_{x, z} u_{j}^{b}\right\|_{L^{2}(\mathcal{S})}^{2} .
$$

This, along with 5.95, implies that

$$
\left\|\nabla_{x, z}\left(\left(\partial_{t} u\right)_{j}^{\mathrm{e}}-\partial_{t} u_{j}^{\mathrm{e}}\right)\right\|_{L^{2}(S)} \leqslant C\left(\left|\mathfrak{B} U_{2}\right|_{L^{2}(\mathbb{R})}+\left|U_{2}\right|_{L^{2}(\mathbb{R})}\right) .
$$

4. Computing the estimation for $\left\|\nabla_{x, z}\left(u_{a}^{b}-u_{1}^{b}\right)\right\|_{L^{2}}$ :

We have that $u_{a}^{b}-u_{1}^{b}$ solves the following equation,

$$
\left\{\begin{array}{l}
\nabla_{x, z} \cdot P_{1} \nabla_{x, z}\left(u_{a}^{b}-u_{1}^{b}\right)=\nabla_{x, z} \cdot P_{1} \nabla_{x, z} u_{a}^{b}=-\nabla_{x, z} \cdot\left(P_{a}-P_{1}\right) \nabla_{x, z} u_{a}^{b} \quad(x, z) \in S, \\
\left.\left(u_{a}^{b}-u_{1}^{b}\right)\right|_{z=0}=0,\left.\quad \partial_{\mathbf{n}}^{P_{1}}\left(u_{a}^{b}-u_{1}^{b}\right)\right|_{z=-1}=\left.\frac{1}{h+\eta_{c}} \partial_{z} u_{a}^{b}\right|_{z=-1} .
\end{array}\right.
$$

Then, multiplying by $u_{a}^{b}-u_{1}^{b}$ standard energy estimates lead to

$$
\left\|\nabla_{x, z}\left(u_{a}^{b}-u_{1}^{b}\right)\right\|_{L^{2}(S)}^{2} \leqslant C\left\|\left(P_{a}-P_{1}\right) \nabla_{x, z} u_{a}^{b}\right\|_{L^{2}(S)}^{2} \leqslant C\left\|\omega_{a} \nabla_{x, z} u_{a}^{b}\right\|_{L^{2}(S)}^{2},
$$

which ultimately (in view of (5.102) implies that

$$
\begin{equation*}
\left\|\nabla_{x, z}\left(u_{a}^{b}-u_{1}^{b}\right)\right\|_{L^{2}(S)} \leqslant \frac{C}{A}\left(\left|\mathfrak{B} U_{2}\right|_{L^{2}}+\left|U_{2}\right|_{L^{2}}\right) . \tag{5.103}
\end{equation*}
$$

## 5. Computing the estimation for $\left\|\nabla_{x, z}\left(\left(\partial_{t} u_{a}\right)^{\mathrm{e}}-\partial_{t} u_{a}^{\mathrm{e}}-\left(\partial_{t} u_{1}\right)^{\mathrm{e}}+\partial_{t} u_{1}^{\mathrm{e}}\right)\right\|_{L^{2}}$ :

In order to make notation more simple, we shall consider $v=\left(\partial_{t} u_{a}\right)^{\mathrm{e}}-\partial_{t} u_{a}^{\mathrm{e}}-\left(\partial_{t} u_{1}\right)^{\mathrm{e}}+\partial_{t} u_{1}^{\mathrm{e}}$ and $f_{j}=\partial_{t} P_{j} \nabla u_{j}^{b}, j=1, a$. Then, taking into account the equations that $\left(\partial_{t} u_{a}\right)^{\mathrm{e}}-\partial_{t} u_{a}^{\mathrm{e}}$ and $\left(\partial_{t} u_{1}\right)^{\mathrm{e}}+\partial_{t} u_{1}^{\mathrm{e}}$ solve, we get that $v$ is the solution to the following formulation:

$$
\left\{\begin{array}{l}
\nabla_{x, z} \cdot P_{1} \nabla_{x, z} v=\nabla_{x, z} \cdot\left(f_{a}-f_{1}-\left(P_{a}-P_{1}\right) \nabla_{x, z}\left(\left(\partial_{t} u\right)_{a}^{b}-\partial_{t} u_{a}^{b}\right)\right), \quad(x, z) \in S, \\
\left.v\right|_{z=0}=0,\left.\quad \partial_{\mathbf{n}}^{P_{a}} v\right|_{z=-1}=-\left.\mathrm{e}_{z} \cdot\left(f_{a}-f_{1}-\left(P_{a}-P_{1}\right) \nabla_{x, z}\left(\left(\partial_{t} u\right)_{a}^{b}-\partial_{t} u_{a}^{b}\right)\right)\right|_{z=-1} .
\end{array}\right.
$$

Then, energy estimates lead to

$$
\begin{aligned}
\left\|\nabla_{x, z} v\right\|_{L^{2}(S)} \leqslant & C \\
& \left(\left\|\left(P_{a}-P_{1}\right) \nabla_{x, z}\left(\left(\partial_{t} u\right)_{a}^{b}-\partial_{t} u_{a}^{b}\right)\right\|_{L^{2}(S)}+\left\|\partial_{t}\left(P_{a}-P_{1}\right) \nabla_{x, z} u_{a}^{b}\right\|_{L^{2}(S)}\right. \\
& \left.+\left\|\partial_{t} P_{1} \nabla_{x, z}\left(u_{a}^{b}-u_{1}^{b}\right)\right\|_{L^{2}(S)}\right) \\
\leqslant C & \left(\left\|\omega_{2} \nabla_{x, z}\left(\left(\partial_{t} u\right)_{a}^{b}-\partial_{t} u_{a}^{b}\right)\right\|_{L^{2}(S)}+\left\|\omega_{2} \nabla_{x, z} u_{a}^{b}\right\|_{L^{2}(S)}\right. \\
& \left.+\left\|\nabla_{x, z}\left(u_{a}^{b}-u_{1}^{b}\right)\right\|_{L^{2}(S)}\right) .
\end{aligned}
$$

Subsequently, in view of (5.102) and (5.103), it would be sufficient to prove

$$
\begin{equation*}
\left\|\omega_{2} \nabla_{x, z}\left(\left(\partial_{t} u\right)_{a}^{b}-\partial_{t} u_{a}^{b}\right)\right\|_{L^{2}(S)} \leqslant \frac{C}{A}\left(\left|\mathfrak{B} U_{2}\right|_{L^{2}}+\left|U_{2}\right|_{L^{2}}\right), \tag{5.104}
\end{equation*}
$$

so that we can conclude the desired estimation, that is,

$$
\begin{equation*}
\left\|\nabla_{x, z} v\right\|_{L^{2}(S)} \leqslant \frac{C}{A}\left(\left|\mathfrak{B} U_{2}\right|_{L^{2}}+\left|U_{2}\right|_{L^{2}}\right) . \tag{5.105}
\end{equation*}
$$

Let us show that 5.104 holds. Indeed, we reason as in the proof of 5.102 and write the following equation satisfied by $v_{a}=\omega_{a}\left(\left(\partial_{t} u\right)_{a}^{b}-\partial_{t} u_{a}^{b}\right)$,
$\left\{\begin{array}{l}\nabla_{x, z} \cdot P_{a} \nabla_{x, z} v_{a}+\left[\omega_{a}, \nabla_{x, z} \cdot P_{a} \nabla_{x, z}\right]\left(\left(\partial_{t} u\right)_{a}^{b}-\partial_{t} u_{a}^{b}\right)=-\omega_{a} \nabla_{x, z} \cdot \partial_{t} P_{a} \nabla_{x, z} u_{a}^{b} \quad(x, z) \in S, \\ \left.v_{a}\right|_{z=0}=0,\left.\quad \partial_{\mathbf{n}}^{P_{j}} v_{a}\right|_{z=-1}=-\left.h a_{\varepsilon}^{\prime} \delta v_{a}\right|_{z=-1} .\end{array}\right.$
Thus, following similar computations as in step b)., we have that,

$$
\left\|\nabla_{x, z} v_{a}\right\|_{L^{2}(S)}^{2} \leqslant C\left(\left(\delta^{2}+\delta\right)\left\|\nabla_{x, z} v_{a}\right\|_{L^{2}(S)}^{2}+\left\|\omega_{a} \partial_{t} \nabla_{x, z} u_{a}^{b}\right\|_{L^{2}(S)}^{2}\right)
$$

which, along with 5.102 leads to

$$
\left\|v_{a}\right\|_{L^{2}(S)}+\left\|\nabla_{x, z} v_{a}\right\|_{L^{2}(S)} \leqslant \frac{C}{A}\left(\left|\mathfrak{B} U_{2}\right|_{L^{2}}+\left|U_{2}\right|_{L^{2}}\right) .
$$

and ultimately implies (5.104).

Proof of 5.59) in Lemma 5.18. Case $\mathrm{i}=2$. Recall that

$$
\begin{aligned}
\left(\left[\partial_{t}, \mathcal{G}_{c, a}-\mathcal{G}_{c, 1}\right] u, u\right) & =\int_{S} \partial_{t} P_{a} \nabla_{x, z} u_{a}^{b} \cdot \nabla_{x, z} u_{a}^{b} \mathrm{~d} x \mathrm{~d} z-2 \int_{S} P_{a} \nabla_{x, z}\left(\left(\partial_{t} u\right)_{a}^{b}-\partial_{t} u_{a}^{b}\right) \cdot \nabla_{x, z} u_{a}^{b} \mathrm{~d} x \mathrm{~d} z \\
& -\int_{S} \partial_{t} P_{1} \nabla_{x, z} u_{1}^{b} \cdot \nabla_{x, z} u_{1}^{b} \mathrm{~d} x \mathrm{~d} z+2 \int_{S} P_{1} \nabla_{x, z}\left(\left(\partial_{t} u\right)_{1}^{b}-\partial_{t} u_{1}^{b}\right) \cdot \nabla_{x, z} u_{1}^{b} \mathrm{~d} x \mathrm{~d} z
\end{aligned}
$$

where $P_{1}, \partial_{t} P_{1}$ and $\partial_{t} P_{a}$ can be estimated with the weight $\omega_{1} 5.90$, whereas $P_{a}-P_{1}$ is estimated by $\omega_{a}$. On the other hand, the decay of $\partial_{t}\left(P_{a}-P_{1}\right)$ and $P_{a}$ depend both on the solitary wave $\eta_{c}$ and the description of the change of bottom $a^{\prime}$. Then, taking this into account, and considering $u=\chi_{a} U_{2}$, we write

$$
\begin{aligned}
\left|\left(\left[\partial_{t}, \mathcal{G}_{c, a}-\mathcal{G}_{c, 1}\right] u, u\right)\right| & \leqslant C\left(\left\|\omega_{1} \nabla_{x, z} u_{a}^{b}\right\|_{L^{2}(S)}+\left\|\nabla_{x, z}\left(\left(\partial_{t} u\right)_{a}^{b}-\partial_{t} u_{a}^{b}\right)\right\|_{L^{2}(S)}\right)\left\|\nabla_{x, z} u_{a}^{b}\right\|_{L^{2}(S)} \\
& +C\left(\left\|\omega_{1} \nabla_{x, z} u_{1}^{b}\right\|_{L^{2}(S)}+\left\|\nabla_{x, z}\left(\left(\partial_{t} u\right)_{1}^{b}-\partial_{t} u_{1}^{b}\right)\right\|_{L^{2}(S)}\right)\left\|\nabla_{x, z} u_{1}^{b}\right\|_{L^{2}(S)} .
\end{aligned}
$$

From (5.95), we already have that

$$
\left\|\nabla_{x, z} u_{\mathrm{i}}^{\mathrm{b}}\right\|_{L^{2}(S)} \leqslant C\left(\left|\mathfrak{B} U_{2}\right|_{L^{2}}+\left|U_{2}\right|_{L^{2}}\right), \quad \mathrm{i}=1, a .
$$

The estimation

$$
\begin{equation*}
\left\|\omega_{1} \nabla_{x, z} u_{\mathrm{i}}^{\mathrm{i}}\right\|_{L^{2}(S)} \leqslant C\left(\left|\mathfrak{B} U_{2}\right|_{L^{2}}+\left|U_{2}\right|_{L^{2}}\right), \quad \mathrm{i}=1, a, \tag{5.106}
\end{equation*}
$$

follows from the computations in the proof of (5.102) (swapping $\omega_{a}$ for $\omega_{1}$ ) and Lemma 5.15 . Finally, we have that

$$
\left\|\nabla_{x, z}\left(\left(\partial_{t} u\right)_{\mathrm{i}}^{\mathrm{e}}-\partial_{t} u_{\mathrm{i}}^{\mathrm{e}}\right)\right\|_{L^{2}(S)} \leqslant \frac{C}{A}\left(\left|\mathfrak{B} U_{2}\right|_{L^{2}(\mathbb{R})}+\left|U_{2}\right|_{L^{2}(\mathbb{R})}\right), \quad \mathrm{i}=1, a
$$

Indeed, notice that $\left(\left(\partial_{t} u\right)_{j}^{b}-\partial_{t} u_{j}^{b}\right)$ solves

$$
\left\{\begin{array}{l}
\nabla_{x, z} \cdot P_{j} \nabla_{x, z}\left(\left(\partial_{t} u\right)_{j}^{b}-\partial_{t} u_{j}^{b}\right)=\nabla_{x, z} \cdot \partial_{t} P_{j} \nabla_{x, z} u_{j}^{b} \quad(x, z) \in S, \\
\left.\left(\left(\partial_{t} u\right)_{j}^{b}-\partial_{t} u_{j}^{b}\right)\right|_{z=0}=0,\left.\quad \partial_{n}^{P_{j}}\left(\left(\partial_{t} u\right)_{j}^{b}-\partial_{t} u_{j}^{b}\right)\right|_{z=-1}=0 .
\end{array}\right.
$$

Energy estimates and the coercivity of $P_{j}$, gives us

$$
\left\|\nabla_{x, z}\left(\left(\partial_{t} u\right)_{j}^{b}-\partial_{t} u_{j}^{b}\right)\right\|_{L^{2}(S)}^{2} \leqslant\left\|\partial_{t} P_{j} \nabla_{x, z} u_{j}^{b}\right\|_{L^{2}(S)}^{2} \leqslant\left\|\omega_{1} \nabla_{x, z} u_{j}^{b}\right\|_{L^{2}(S)}^{2}
$$

Then, thanks to (5.106), we conclude.

Proof of 5.60 in Lemma 5.18. As we did for the proof of 5.59, we write

$$
\begin{aligned}
\left(\left[\partial_{x}, \mathcal{G}_{c, a}-\mathcal{G}_{c, 1}\right] u, u\right) & =\int_{S} \partial_{x} P_{a} \nabla_{x, z} u_{a}^{b} \cdot \nabla_{x, z} u_{a}^{b} \mathrm{~d} x \mathrm{~d} z-2 \int_{S} P_{a} \nabla_{x, z}\left(\left(\partial_{x} u\right)_{a}^{b}-\partial_{x} u_{a}^{b}\right) \cdot \nabla_{x, z} u_{a}^{b} \mathrm{~d} x \mathrm{~d} z \\
& -\int_{S} \partial_{x} P_{1} \nabla_{x, z} u_{1}^{b} \cdot \nabla_{x, z} u_{1}^{b} \mathrm{~d} x \mathrm{~d} z+2 \int_{S} P_{1} \nabla_{x, z}\left(\left(\partial_{x} u\right)_{1}^{b}-\partial_{x} u_{1}^{b}\right) \cdot \nabla_{x, z} u_{1}^{b} \mathrm{~d} x \mathrm{~d} z
\end{aligned}
$$

Notice that, since $P_{1}$ only depends on the solitary wave $Q_{c}$, we have that

$$
c \partial_{x} P_{1}=-\partial_{t} P_{1} .
$$

In a similar way, given that most entries of $P_{a}$ also depend on $Q_{c}$, to derivate such terms in time is actually to compute a derivative in space. In consequence, one can use the same arguments as in the proof of (5.59) to obtain the desired result.

The objects that actually create a different situation are the ones that involve the changing bottom $a^{\prime}(\varepsilon x)$. For these terms, we integrate by parts to avoid dealing with $a^{\prime \prime}(\varepsilon x)$. Indeed, suppose we are in the case $\mathrm{i}=1$. After integration by parts, and considering again the weight $\omega_{a}$ (5.91), to conclude, one needs to find an estimation for $\left\|\omega_{a} \nabla_{x, z} \partial_{x} u_{a}^{b}\right\|$.

Let us prove that

$$
\left\|\omega_{a} \nabla_{x, z} \partial_{x} u_{a}^{b}\right\| \leqslant \frac{C}{A}\left(\left|\mathfrak{B} U_{2}\right|_{L^{2}}+\left|U_{2}\right|_{L^{2}}\right) .
$$

We have that $\omega_{a} \partial_{x} u_{a}^{b}$ solves the equation

$$
\left\{\begin{array}{l}
\nabla_{x, z} \cdot P_{a} \nabla_{x, z}\left(\omega_{a} \partial_{x} u_{a}^{b}\right)=-\left[\omega_{a}, \nabla_{x, z} \cdot P_{a} \nabla_{x, z}\right] \partial_{x} u_{a}^{b}-\omega_{a} \nabla_{x, z} \cdot \partial_{x} P_{a} \nabla_{x, z} u_{a}^{b} \quad(x, z) \in \mathcal{S}, \\
\left.\partial_{x} u_{a}^{b}\right|_{z=0}=\partial_{x} u,\left.\quad \partial_{n}^{P}\left(\omega_{a} \partial_{x} u_{a}^{b}\right)\right|_{z=-1}=-\left[\omega_{a}, \partial_{n} \mathbf{n}^{P a}\right] u_{a}^{b} .
\end{array}\right.
$$

Then, if we write

$$
\omega_{a} \partial_{x} u_{a}^{b}=v+m(z,|D|)\left(\omega_{a} \partial_{x} u\right),
$$

we have that $v$ solves

$$
\left\{\begin{array}{l}
\nabla_{x, z} \cdot P_{a} \nabla_{x, z} v=f \quad(x, z) \in \mathcal{S}, \\
\left.v\right|_{z=0}=0,\left.\quad \partial_{\mathbf{n}}^{P_{a}} v\right|_{z=-1}=-\left[\omega_{a}, \partial_{n}^{P_{a}}\right] u_{a}^{b} .
\end{array}\right.
$$

where

$$
f=-\left[\omega_{a}, \nabla_{x, z} \cdot P_{a} \nabla_{x, z}\right] \partial_{x} u_{a}^{b}-\omega_{a} \nabla_{x, z} \cdot \partial_{x} P_{a} \nabla_{x, z} u_{a}^{b}-\nabla_{x, z} \cdot P_{a} \nabla_{x, z}\left(m\left(\omega_{a} \partial_{x} u\right)\right) .
$$

We argue as in the proof of Proposition 5.4, using energy estimates, Poincaré inequality, the coercivity of $P_{a}$ and the fact that

$$
\begin{aligned}
{\left[\omega_{a}, \nabla_{x, z} \cdot P_{a} \nabla_{x, z}\right]=} & \left(H a_{\varepsilon}+\eta\right)\left[\omega_{a}, \partial_{x}^{2}\right] \\
& -\left((z+1) \partial_{x} \eta+z H a_{\varepsilon}^{\prime}\right)\left[\omega_{a}, \partial_{x}\right] \partial_{z}
\end{aligned}
$$

to get that, for $\delta>0$ sufficiently small, there exists $C>0$ such that

$$
\begin{aligned}
\|v\|_{L^{2}(S)} & \leqslant C\left\|\omega_{a} \partial_{x} P_{a} \nabla_{x, z} u_{a}^{b}\right\|_{L^{2}(S)}+\left\|P_{a} \nabla_{x, z} m\left(\omega_{a} \partial_{x} u\right)\right\|_{L^{2}(S)} \\
& \leqslant C\left\|\omega_{a} \nabla_{x, z} u_{a}^{b}\right\|_{L^{2}(S)}+\left\|\nabla_{x, z} m\left(\omega_{a} \partial_{x} u\right)\right\|_{L^{2}(S)} .
\end{aligned}
$$

To treat $\left\|\nabla_{x, z} m\left(\omega_{a} \partial_{x} u\right)\right\|_{L^{2}(S)}$, we use the argument in step a). of the proof of (5.98) and obtain

$$
\left\|\nabla_{x, z} m\left(\omega_{a} \partial_{x} u\right)\right\|_{L^{2}(S)} \leqslant \frac{C}{A}\left(\left|\mathfrak{B} U_{2}\right|_{L^{2}}+\left|U_{2}\right|_{L^{2}}\right) .
$$

The above comes from

$$
\left\|\nabla_{x, z} m\left(\omega_{a} \partial_{x} u\right)\right\|_{L^{2}(\mathcal{S})} \leqslant(\delta+1)\left|\mathfrak{B}\left(\omega_{a} \partial_{x} u\right)\right|_{L^{2}}
$$

and 5.94 where we use integration by parts on to pass the derivative in space from $u$ to $\omega_{a}$, and so

$$
\left\|\nabla_{x, z}\left(\omega_{a} \partial_{x} u\right)^{\dagger}\right\| \leqslant\left\|\chi(z|D|) \partial_{x}\left(\omega_{a} \partial_{x} u\right)\right\|+\left\|\chi^{\prime}(z|D|)|D| \omega_{a} \partial_{x} u\right\|
$$

Proof of 5.61) in Lemma 5.18. We begin the proof noticing that we can write

$$
\begin{aligned}
\left(\left[\left[\partial_{t}, \mathcal{G}_{a}\right], \chi_{\mathrm{i}}\right] \chi_{\mathrm{i}} U_{2}, U_{2}\right)= & \partial_{t}\left(\left(\mathcal{G}_{a} \chi_{\mathrm{i}}^{2} U_{2}\right), U_{2}\right)-\left(\left(\mathcal{G}_{a} \chi_{\mathrm{i}}^{2} U_{2}\right), \partial_{t} U_{2}\right)-\left(\mathcal{G}_{c} \partial_{t}\left(\chi_{\mathrm{i}}^{2} U_{2}\right), U_{2}\right) \\
& -\partial_{t}\left(\chi_{\mathrm{i}}\left(\mathcal{G}_{a} \chi_{\mathrm{i}} U_{2}\right), U_{2}\right)+\left(\partial_{t} \chi_{\mathrm{i}}\left(\mathcal{G}_{a} \chi_{\mathrm{i}} U_{2}\right), U_{2}\right) \\
& +\left(\chi_{\mathrm{i}}\left(\mathcal{G}_{a} \chi_{\mathrm{i}} U_{2}\right), \partial_{t} U_{2}\right)+\left(\chi_{\mathrm{i}} \mathcal{G}_{a} \partial_{t}\left(\chi_{\mathrm{i}} U_{2}\right), U_{2}\right) .
\end{aligned}
$$

As we did before, in the proof of 5.59 , if $u, v \in \dot{H}^{1 / 2}(\mathbb{R})$ and $u^{b}, v^{b}$ define the solution to the elliptic equation (5.88) associated to $u$ and $v$ respectively, then, from Divergence Theorem,

$$
\left(\mathcal{G}_{a} u, v\right)=\int_{S} P_{a} \nabla_{x, z} u^{b} \cdot \nabla_{x, z} v^{b} \mathrm{~d} x \mathrm{~d} z .
$$

Therefore, in a more explicit fashion, one has

$$
\begin{aligned}
\left(\left[\left[\partial_{t}, \mathcal{G}_{a}\right], \chi_{\mathrm{i}}\right] u, v\right)= & \partial_{t} \int_{S} P_{a} \nabla_{x, z}\left(\chi_{\mathrm{i}} u\right)^{b} \cdot \nabla_{x, z} v^{\mathrm{b}} \mathrm{~d} x \mathrm{~d} z-\int_{S} P_{a} \nabla_{x, z}\left(\chi_{\mathrm{i}} u\right)^{b} \cdot \nabla_{x, z}\left(\partial_{t} v\right)^{\mathrm{b}} \mathrm{~d} x \mathrm{~d} z \\
& -\int_{S} P_{a} \nabla_{x, z}\left(\partial_{t}\left(\chi_{\mathrm{i}} u\right)\right)^{b} \cdot \nabla_{x, z} v^{b} \mathrm{~d} x \mathrm{~d} z-\partial_{t} \int_{S} \chi_{\mathrm{i}} P_{a} \nabla_{x, z} u^{b} \cdot \nabla_{x, z} v^{\mathrm{b}} \mathrm{~d} x \mathrm{~d} z \\
& -\partial_{t} \int_{S} \nabla_{x, z} \chi_{\mathrm{i}} \cdot P_{a} \nabla_{x, z} u^{\mathrm{b}} v^{\mathrm{b}} \mathrm{~d} x \mathrm{~d} z+\int_{S}\left(\partial_{t} \chi_{\mathrm{i}}\right) P_{a} \nabla_{x, z} u^{\mathrm{b}} \cdot \nabla_{x, z} v^{b} \mathrm{~d} x \mathrm{~d} z \\
& +\int_{S} \nabla_{x, z}\left(\partial_{t} \chi_{\mathrm{i}}\right) \cdot P_{a} \nabla_{x, z} u^{\mathrm{b}} v^{\mathrm{b}} \mathrm{~d} x \mathrm{~d} z+\int_{S} \chi_{\mathrm{i}} P_{a} \nabla_{x, z} u^{\mathrm{b}} \cdot \nabla_{x, z} \partial_{t} v^{b} \mathrm{~d} x \mathrm{~d} z \\
& +\int_{S} \nabla_{x, z} \chi_{\mathrm{i}} \cdot P_{a} \nabla_{x, z} u^{\mathrm{b}} \partial_{t} v^{\mathrm{b}} \mathrm{~d} x \mathrm{~d} z+\int_{S} \chi_{\mathrm{i}} P_{a} \nabla_{x, z}\left(\partial_{t} u\right)^{\mathrm{b}} \cdot \nabla_{x, z} v^{b} \mathrm{~d} x \mathrm{~d} z \\
& +\int_{S} \nabla_{x, z} \chi_{\mathrm{i}} \cdot P_{a} \nabla_{x, z}\left(\partial_{t} u\right)^{b} v^{b} \mathrm{~d} x \mathrm{~d} z
\end{aligned}
$$

Notice that, if we consider $v^{\dagger}=\chi(z|D|) v$, with $\chi$ a smooth, compactly supported cut-off function, so that $v^{\dagger}=v$ in the boundary $z=0$. In particular, if we write $v^{b}=v^{\dagger}+v_{r}$, then $v_{r}$ solves the equation

$$
\left\{\begin{array}{l}
\nabla_{x, z} \cdot P_{a} \nabla_{x, z} v_{r}=-\nabla_{x, z} \cdot P_{a} \nabla_{x, z} v^{\dagger} \quad \text { in } \mathcal{S}, \\
\left.v_{r}\right|_{z=0}=0, \\
\left.\partial_{n}^{P_{a}} u_{a}^{b}\right|_{z=-1}=0,
\end{array}\right.
$$

This means that, for any $u \in C_{b}^{\infty}$,

$$
\int_{\mathcal{S}} P_{a} \nabla_{x, z} u^{b} \cdot \nabla_{x, z} v^{\mathrm{b}} \mathrm{~d} x \mathrm{~d} z=\int_{\mathcal{S}} P_{a} \nabla_{x, z} u^{\mathrm{b}} \cdot \nabla_{x, z} v^{\dagger} \mathrm{d} x \mathrm{~d} z
$$

The advantage of considering such function is that we already know from the proof of 5.95 that

$$
\begin{equation*}
\left\|\nabla_{x, z} v^{\dagger}\right\|_{L^{2}(\mathcal{S})} \leqslant C|\mathfrak{B} v|_{L^{2}} \tag{5.107}
\end{equation*}
$$

In addition, we also have that $\partial_{t} v^{\dagger}=\left(\partial_{t} v\right)^{\dagger}$. Then, computing the derivate in time of the integrals above, we have

$$
\begin{align*}
&\left(\left[\left[\partial_{t}, \mathcal{G}_{a}\right], \chi_{\mathrm{i}}\right] u, v\right) \\
&= \int_{S}\left(\partial_{t} P_{a} \nabla_{x, z}\left(\chi_{\mathrm{i}} u\right)^{b} \cdot \nabla_{x, z} v^{\dagger}-\chi_{\mathrm{i}} \partial_{t} P_{a} \nabla_{x, z} u^{b} \cdot \nabla_{x, z} v^{\dagger}-\nabla_{x, z} \chi_{\mathrm{i}} \cdot \partial_{t} P_{a} \nabla_{x, z} u^{\mathrm{b}} v^{\dagger}\right) \mathrm{d} x \mathrm{~d} z \\
&+\int_{S}\left(P_{a} \nabla_{x, z}\left(\partial_{t}\left(\chi_{\mathrm{i}} u\right)^{b}-\left(\partial_{t}\left(\chi_{\mathrm{i}} u\right)\right)^{b}\right) \cdot \nabla_{x, z} v^{\dagger}-\chi_{\mathrm{i}} P_{a} \nabla_{x, z}\left(\partial_{t} u^{b}-\left(\partial_{t} u\right)^{b}\right) \cdot \nabla_{x, z} v^{\dagger}\right) \mathrm{d} x \mathrm{~d} z \\
&-\int_{S} \nabla_{x, z} \chi_{\mathrm{i}} \cdot P_{a} \nabla_{x, z}\left(\partial_{t} u^{b}-\left(\partial_{t} u\right)^{b}\right) v^{\dagger} \mathrm{d} x \mathrm{~d} z \\
&= \int_{S}\left(\partial_{t} P_{a} \nabla_{x, z}\left(\left(\chi_{\mathrm{i}} u\right)^{b}-\chi_{\mathrm{i}} u^{b}\right) \cdot \nabla_{x, z} v^{\dagger}+\partial_{t} P_{a} \nabla_{x, z} \chi_{\mathrm{i}} u^{\mathrm{b}} \cdot \nabla_{x, z} v^{\dagger}\right) \mathrm{d} x \mathrm{~d} z  \tag{5.108}\\
&-\int_{S} \nabla_{x, z} \chi_{\mathrm{i}} \cdot \partial_{t} P_{a} \nabla_{x, z} u^{b} v^{\dagger} \mathrm{d} x \mathrm{~d} z \\
&+\int_{S} P_{a} \nabla_{x, z}\left(\partial_{t}\left(\chi_{\mathrm{i}} u\right)^{b}-\left(\partial_{t}\left(\chi_{\mathrm{i}} u\right)\right)^{b}-\chi_{\mathrm{i}} \partial_{t} u^{b}+\chi_{\mathrm{i}}\left(\partial_{t} u\right)^{b}\right) \cdot \nabla_{x, z} v^{\dagger} \mathrm{d} x \mathrm{~d} z \\
&+\int_{S} P_{a}\left(\nabla_{x, z} \chi_{\mathrm{i}}\right) \cdot\left(\left(\partial_{t} u^{b}-\left(\partial_{t} u\right)^{b}\right) \nabla_{x, z} v^{\dagger}-\nabla_{x, z}\left(\partial_{t} u^{b}-\left(\partial_{t} u\right)^{b}\right) v^{\dagger}\right) \mathrm{d} x \mathrm{~d} z
\end{align*}
$$

From now on, we consider the case $\mathrm{i}=1$, and assume $u=\chi_{1} U_{2}, v=U_{2}$. The case $\mathrm{i}=a$ can be obtained by symmetric arguments. Then, from (5.108), we have that

$$
\begin{aligned}
\left(\left[\left[\partial_{t}, \mathcal{G}_{a}\right], \chi_{\mathrm{i}}\right] u, v\right) \leqslant & C\left(\left\|\nabla_{x, z}\left(\left(\chi_{1} u\right)^{b}-\chi_{1} u^{b}\right)\right\|_{L^{2}(S)}+\left\|\partial_{x} \chi_{1} u^{b}\right\|_{L^{2}(S)}\right)\left\|\nabla_{x, z} v^{\dagger}\right\|_{L^{2}(S)} \\
& +C\left\|\nabla_{x, z}\left(\partial_{t}\left(\chi_{\mathrm{i}} u\right)^{b}-\left(\partial_{t}\left(\chi_{\mathrm{i}} u\right)\right)^{b}-\chi_{\mathrm{i}} \partial_{t} u^{b}+\chi_{\mathrm{i}}\left(\partial_{t} u\right)^{b}\right)\right\|_{L^{2}(S)}\left\|\nabla_{x, z} v^{\dagger}\right\|_{L^{2}(S)} \\
& +C\left(\left\|\partial_{x} \chi_{1} \nabla_{x, z} u^{b}\right\|_{L^{2}(S)}+\left\|\partial_{x} \chi_{1} \nabla_{x, z}\left(\partial_{t} u^{b}-\left(\partial_{t} u\right)^{b}\right)\right\|_{L^{2}(S)}\right)\left\|v^{\dagger}\right\|_{L^{2}(S)} \\
& +C\left\|\partial_{x} \chi_{1}\left(\partial_{t} u^{b}-\left(\partial_{t} u\right)^{b}\right)\right\|_{L^{2}(S)}\left\|\nabla_{x, z} v^{\dagger}\right\|_{L^{2}(S)}
\end{aligned}
$$

Now, we begin by noticing that, from (5.107), and Poincaré inequality,

$$
\left\|v^{\dagger}\right\|_{L^{2}(S)}+\left\|\nabla_{x, z} v^{\dagger}\right\|_{L^{2}(S)} \leqslant C\left(\left|\mathfrak{B} U_{2}\right|_{L^{2}}+\left|U_{2}\right|_{L^{2}}\right) .
$$

Also, from Lemma 5.15 and step c). in the proof of 5.59

$$
\begin{aligned}
& \left\|\partial_{x} \chi_{1}\left(\partial_{t} u^{b}-\left(\partial_{t} u\right)^{b}\right)\right\|_{L^{2}(S)}+\left\|\partial_{x} \chi_{1} \nabla_{x, z}\left(\partial_{t} u^{b}-\left(\partial_{t} u\right)^{b}\right)\right\|_{L^{2}(S)} \\
& \quad \leqslant \frac{C}{A}\left(\left\|\partial_{t} u^{b}-\left(\partial_{t} u\right)^{b}\right\|_{L^{2}(S)}+\left\|\nabla_{x, z}\left(\partial_{t} u^{b}-\left(\partial_{t} u\right)^{b}\right)\right\|_{L^{2}(S)}\right) \\
& \quad \leqslant \frac{C}{A}\left(\left|\mathfrak{B} U_{2}\right|_{L^{2}}+\left|U_{2}\right|_{L^{2}}\right) .
\end{aligned}
$$

Also, using again Lemma 5.15 and step a). in the proof of (5.59),

$$
\begin{aligned}
\left\|\partial_{x} \chi_{1} u^{b}\right\|_{L^{2}(S)}+\left\|\partial_{x} \chi_{1} \nabla_{x, z} u^{b}\right\|_{L^{2}(S)} & \left.\leqslant \frac{C}{A}\left\|u^{b}\right\|_{L^{2}(S)}+\left\|\nabla_{x, z} u^{b}\right\|_{L^{2}(S)}\right) \\
& \leqslant \frac{C}{A}\left(\left|\mathfrak{B} U_{2}\right|_{L^{2}}+\left|U_{2}\right|_{L^{2}}\right) .
\end{aligned}
$$

In consequence, we are left to prove the following estimations

$$
\begin{equation*}
\left\|\nabla_{x, z}\left(\left(\chi_{1} u\right)^{b}-\chi_{1} u^{b}\right)\right\|_{L^{2}(S)} \leqslant \frac{C}{A}\left(\left|\mathfrak{B} U_{2}\right|_{L^{2}}+\left|U_{2}\right|_{L^{2}}\right), \tag{5.109}
\end{equation*}
$$

and, finally,

$$
\begin{equation*}
\left\|\nabla_{x, z}\left(\partial_{t}\left(\chi_{1} u\right)^{b}-\left(\partial_{t}\left(\chi_{1} u\right)\right)^{b}-\chi_{1} \partial_{t} u^{b}+\chi_{1}\left(\partial_{t} u\right)^{b}\right)\right\|_{L^{2}(S)} \leqslant \frac{C}{A}\left(\left|\mathfrak{B} U_{2}\right|_{L^{2}}+\left|U_{2}\right|_{L^{2}}\right), \tag{5.110}
\end{equation*}
$$

so that we can conclude the desired result.
We begin by noticing that $w=\left(\chi_{1} u\right)^{b}-\chi_{1} u^{b}$ solves the equation

$$
\left\{\begin{array}{l}
\nabla_{x, z} \cdot P_{a} \nabla_{x, z} w=\left[\chi_{1}, \nabla_{x, z} \cdot P_{a} \nabla_{x, z}\right] u^{b} \quad \text { in } S, \\
\left.w\right|_{z=0}=0, \\
\left.\partial_{n}^{P_{a}} w\right|_{z=-1}=\left.\left[\chi_{1}, \partial_{\mathbf{n}}^{P_{a}}\right] u^{b}\right|_{z=-1} .
\end{array}\right.
$$

Then, the usual energy estimate for this problems leads to

$$
\left\|\nabla_{x, z}\left(\chi_{1} u\right)^{b}-\chi_{1} u^{b}\right\| \leqslant \frac{C}{A}\left(\left\|u^{b}\right\|_{L^{2}(\mathcal{S})}+\left\|\nabla_{x, z} u^{b}\right\|_{L^{2}(S)}\right) \leqslant \frac{C}{A}\left(\left|\mathfrak{B} U_{2}\right|_{L^{2}}+\left|U_{2}\right|_{L^{2}}\right),
$$

where we used Lemma 5.15 for the first estimate. Next, we show (5.110). We denote now by $w=\partial_{t}\left(\chi_{1} u\right)^{b}-\left(\partial_{t}\left(\chi_{1} u\right)\right)^{b}-\chi_{1} \partial_{t} u^{b}+\chi_{1}\left(\partial_{t} u\right)^{b}$, which solves in $S$,

$$
\begin{aligned}
\nabla_{x, z} \cdot P_{a} \nabla_{x, z} w= & -\nabla_{x, z} \cdot \partial_{t} P_{a} \nabla_{x, z}\left(\left(\chi_{1} u\right)^{b}-\chi_{1} u^{b}\right)+\left[\chi_{1}, \nabla_{x, z} \cdot P_{a} \nabla_{x, z}\right]\left(\partial_{t} u^{b}-\left(\partial_{t} u\right)^{b}\right) \\
& +\left[\chi_{1}, \nabla_{x, z} \cdot P_{a} \nabla\right] u^{b},
\end{aligned}
$$

and has the boundary conditions

$$
\left.w\right|_{z=0}=0,\left.\quad \partial_{n}^{P_{a}} w\right|_{z=-1}=0 .
$$

Then, we have the estimate

$$
\left\|\nabla_{x, z} w\right\|_{L^{2}(\mathcal{S})} \leqslant C\left(\left\|\nabla_{x, z}\left(\left(\chi_{1} u\right)^{b}-\chi_{1} u^{b}\right)\right\|_{L^{2}(S)}+\frac{1}{A}\left\|\partial_{t} u^{b}-\left(\partial_{t} u\right)^{b}\right\|_{H^{1}(S)}+\frac{1}{A}\left\|u^{b}\right\|_{H^{1}(S)}\right) .
$$

Ergo, in view of the estimations computed above, we obtained the desired result.

## A.2. Proof of Lemma 5.19

Proof of Lemma 5.19. Using the same notation as in the proof of Lemma 5.18, from Divergence Theorem we have that, for every $u, v \in C_{b}^{\infty}(\mathbb{R})$,

$$
\left(\mathcal{G}_{c, a} u, v\right)=\int_{S} P_{a} \nabla_{x, z} u_{a}^{b} \cdot \nabla_{x, z} v_{a}^{b} \mathrm{~d} x \mathrm{~d} z
$$

where $u_{a}^{b}$ and $v_{a}^{b}$ are the solutions to the elliptic problem without flat bottom (5.88) associated to $u$ and $v$ respectively. Similarly, for the flat-bottom problem, one has

$$
\left(\mathcal{G}_{c, 1} u, v\right)=\int_{S} P_{1} \nabla_{x, z} u_{1}^{b} \cdot \nabla_{x, z} v_{1}^{b} \mathrm{~d} x \mathrm{~d} z
$$

In particular, we shall consider $u=\chi_{1} U_{2}$, and write

$$
\begin{aligned}
\left(\left(\mathcal{G}_{c, a}-\mathcal{G}_{c, 1}\right) u, u\right)= & \int_{S} P_{a} \nabla_{x, z} u_{a}^{b} \cdot \nabla_{x, z} u_{a}^{b} \mathrm{~d} x \mathrm{~d} z-\int_{S} P_{1} \nabla_{x, z} u_{1}^{b} \cdot \nabla_{x, z} u_{1}^{b} \mathrm{~d} x \mathrm{~d} z \\
= & \int_{S}\left(P_{a}-P_{1}\right) \nabla_{x, z} u_{a}^{b} \cdot \nabla_{x, z} u_{a}^{b} \mathrm{~d} x \mathrm{~d} z+\int_{S} P_{1} \nabla_{x, z}\left(u_{a}^{b}-u_{1}^{b}\right) \cdot \nabla_{x, z} u_{a}^{b} \mathrm{~d} x \mathrm{~d} z \\
& +\int_{S} P_{1} \nabla_{x, z} u_{1}^{b} \cdot \nabla_{x, z}\left(u_{a}^{b}-u_{1}^{b}\right) \mathrm{d} x \mathrm{~d} z .
\end{aligned}
$$

Then, using the weight function $\omega_{a}$ defined in (5.91), we have that

$$
\begin{aligned}
\left|\left(\left(\mathcal{G}_{c, a}-\mathcal{G}_{c, 1}\right) u, u\right)\right| & \leqslant C\left\|\omega_{2} \nabla_{x, z} u_{a}^{b}\right\|_{L^{2}(S)}\left\|\nabla_{x, z} u_{a}^{b}\right\|_{L^{2}(S)} \\
& \left.+C\left\|\nabla_{x, z}\left(u_{a}^{b}-u_{1}^{b}\right)\right\|_{L^{2}(S)}\left\|\nabla_{x, z} u_{a}^{b}\right\|_{L^{2}(S)}+\left\|\nabla_{x, z} u_{1}^{b}\right\|_{L^{2}(S)}\right) .
\end{aligned}
$$

Consequenty, from (5.95), (5.102) and (5.103), we obtain the desired estimation.
On the other hand, if $u=\chi_{a} U_{2}$, for this particular case, from the proof of (5.95) and Lemma 5.15, we have that

$$
\begin{equation*}
\left\|\nabla_{x, z} u_{1}^{\mathrm{b}}\right\|_{L^{2}(S)} \leqslant \frac{C}{A}\left(\left|\mathfrak{B} U_{2}\right|_{L^{2}}+\left|U_{2}\right|_{L^{2}}\right) \tag{5.111}
\end{equation*}
$$

Hence, we decompose

$$
\begin{aligned}
\left(\left(\mathcal{G}_{c, a}-\mathcal{G}_{c, 1}\right) u, u\right)= & \int_{S} P_{a} \nabla_{x, z} u_{a}^{b} \cdot \nabla_{x, z} u_{a}^{b} \mathrm{~d} x \mathrm{~d} z-\int_{S} P_{1} \nabla_{x, z} u_{1}^{b} \cdot \nabla_{x, z} u_{1}^{b} \mathrm{~d} x \mathrm{~d} z \\
= & \int_{S} P_{a} \nabla_{x, z} u_{a}^{b} \cdot \nabla_{x, z}\left(u_{a}^{b}-u_{1}^{b}\right) \mathrm{d} x \mathrm{~d} z+\int_{S} P_{a} \nabla_{x, z} u_{a}^{b} \cdot \nabla_{x, z} u_{1}^{b} \mathrm{~d} x \mathrm{~d} z \\
& -\int_{S} P_{1} \nabla_{x, z} u_{1}^{b} \cdot \nabla_{x, z} u_{1}^{b} \mathrm{~d} x \mathrm{~d} z .
\end{aligned}
$$

This implies that

$$
\begin{aligned}
\left|\left(\left(\mathcal{G}_{c, a}-\mathcal{G}_{c, 1}\right) u, u\right)\right| \leqslant & C\left\|\nabla_{x, z} u_{a}^{b}\right\|_{L^{2}(S)}\left(\left\|\nabla_{x, z}\left(u_{a}^{b}-u_{1}^{b}\right)\right\|_{L^{2}(S)}+\left\|\nabla_{x, z} u_{1}^{b}\right\|_{L^{2}(S)}\right) \\
& +\left\|\omega_{1} \nabla_{x, z} u_{1}^{b}\right\|_{L^{2}(S)}\left\|\nabla_{x, z} u_{1}^{b}\right\|_{L^{2}(S)} .
\end{aligned}
$$

We conclude by using (5.95), 5.102) (with $\omega_{1}$ instead of $\omega_{a}$, which is the appropriate case when $u=\chi_{a} U_{2}$, (5.103) and (5.111).

## A.3. Proof of Lemma 5.20

This result was actually proved by in [Ming-Rousset-Tzvetkov [14] Lemma 5.8]. Even though in [14, lemma 5.20 was intended for flat bottom, the idea is based on properties of the DN operator that both domains $\left(a_{\varepsilon}=0\right.$ and $\left.a_{\varepsilon} \neq 0\right)$ share. Nevertheless, for the sake of completeness, we give the proof here.

Before we start with the proof of Lemma 5.20, we present the following auxiliar Lemma:

Lemma 5.23. The operator $\mathcal{G}\left[\eta_{c}, 1\right]$ verifies

$$
\begin{equation*}
\mathcal{G}\left[\eta_{c}, a_{\varepsilon}\right]=\left|D_{x}\right|+\mathcal{G}_{c}^{0}\left(x, D_{x}\right), \tag{5.112}
\end{equation*}
$$

where $\mathcal{G}_{c}^{0}$ is a bounded (pseudo-differential) operator on $H^{s}$ of order 0.
We refer to [12, Theorem 3.10] for the proof of the Lemma, or [16, Lemma 3.5] for the proof in the case $\mathrm{d}=3$ and flat bottom.

We can re-write the linear equation (5.47) $\partial_{t} \mathbf{U}=J \Lambda_{c} \mathbf{U}$ as

$$
\left\{\begin{array}{l}
\mathcal{G}\left[\eta_{c}, a_{\varepsilon}\right] U_{2}=\partial_{t} U_{1} \partial_{x}\left(v_{c} U_{1}\right)  \tag{5.113}\\
\mathcal{P}_{c} U_{1}=\partial_{t} U_{2}+\left(w_{c}+g\right) U_{1}+v_{c} \partial_{x} U_{2}
\end{array}\right.
$$

Notice that at the LHS of both equations we have elliptic operator of order 1 and 2 . More precisely,

$$
\mathcal{P}_{c}=b \partial_{x}\left(\frac{\partial_{x} .}{\left(1+\left|\partial_{x} \eta_{c}\right|^{2}\right)^{\frac{3}{2}}}\right) .
$$

is an elliptic operator of order 2 and $\mathcal{G}\left[\eta_{c}, a_{\varepsilon}\right]$, of order 1 . Indeed, this is a consequence of Lemma 5.23 and the fact that $\eta_{c}$ is smooth. From the second equation in (5.113), using the elliptic operator of order 2, we have that

$$
\left|U_{1}\right|_{H^{m+5 / 2}} \leqslant C_{m}\left(\left|\partial_{t} U_{2}\right|_{H^{m+1 / 2}}+\left|U_{2}\right|_{H^{m+3 / 2}}+\left|U_{1}\right|_{H^{m}}\right) .
$$

Then, from the interpolation inequality

$$
\begin{equation*}
\left|U_{1}\right|_{H^{m}} \leqslant \delta\left|U_{1}\right|_{H^{m+5 / 2}}+C_{\delta}\left|U_{1}\right|_{L^{2}} \tag{5.114}
\end{equation*}
$$

we obtain

$$
\left|U_{1}\right|_{H^{m+5 / 2}} \leqslant C_{m}\left(\left|\partial_{t} U_{2}\right|_{H^{m+1 / 2}}+\left|U_{2}\right|_{H^{m+3 / 2}}+\left|U_{1}\right|_{L^{2}}\right)
$$

In a similar fashion, using the first equation and the fact that th eDN operator is of order one,

$$
\left|U_{2}\right|_{H^{m+2}} \leqslant C_{m}\left(\left|\partial_{t} U_{1}\right|_{H^{m+1}}+\left|U_{1}\right|_{H^{m+2}}+\left|U_{2}\right|_{L^{2}}\right) .
$$

Then, taking $\delta$ sufficiently small,

$$
\left|U_{1}\right|_{H^{m+5 / 2}}+\left|U_{2}\right|_{H^{m+2}} \leqslant C_{m}\left(\left|\partial_{t} U_{1}\right|_{H^{m+1}}+\left|\partial_{t} U_{2}\right|_{H^{m+1 / 2}}+|\mathbf{U}|_{L^{2}}\right)
$$

which is the thesis of the lemma with $l=0$.
For the rest of the cases $l \geqslant 0$, we proceed with induction argument. We derivate in time (5.113) and obtain, for the first equation, that

$$
\mathcal{G}\left[\eta_{c}, a_{\varepsilon}\right] \partial_{t}^{l} U_{2}=\partial_{t}^{l+1} U_{1}+\partial_{t}^{l} \partial_{x}\left(v_{c} U_{1}\right)-\left[\partial_{t}^{l}, \mathcal{G}\left[\eta_{c} a_{\varepsilon}\right]\right] U_{2}:=F_{1} .
$$

Then, using Proposition 5.7, we have that

$$
\left|F_{1}\right|_{H}^{m+1} \leqslant C_{m, l}\left(\left|\partial_{t}^{l+1} U_{1}\right|_{H^{m+1}}+\left|\left\langle\partial_{t}\right\rangle^{l} U_{1}\right|_{H^{m+2}}+\left|\left\langle\partial_{t}\right\rangle^{l-1} U_{2}\right|_{H^{m+2}}\right)
$$

Finally, the fact that the DN operator is elliptic, we get

$$
\begin{equation*}
\left|\partial_{t} U_{2}\right|_{H}^{m+2} \leqslant C_{m, l}\left(\left|\partial_{t}^{l+1} U_{1}\right|_{H^{m+1}}+\left|\left\langle\partial_{t}\right\rangle^{l} U_{1}\right|_{H^{m+2}}+\left|\left\langle\partial_{t}\right\rangle^{l-1} U_{2}\right|_{H^{m+2}}\right) \tag{5.115}
\end{equation*}
$$

On the other hand, from the second equation in (5.113), derivating $l$-times in time, we have that

$$
\mathcal{P}_{c} \partial_{t}^{l} U_{1}=\partial_{t}^{l+1} U_{2}+\partial_{t}^{l}\left(\left(w_{c}+g\right) U_{1}\right)+\partial_{t}^{l}\left(v_{c} \partial_{x} U_{2}\right)-\left[\partial_{t}^{l}, \mathcal{P}_{c}\right] U_{1}=F_{2} .
$$

We obtain that

$$
\left|F_{2}\right|_{H^{m+1 / 2}} \leqslant C_{m, l}\left(\left|\partial_{t}^{l+1} U_{2}\right|_{H^{m+1 / 2}}+\left|\left\langle\partial_{t}\right\rangle^{l} U_{2}\right|_{H^{m+3 / 2}}+\left|\left\langle\partial_{t}\right\rangle^{l} U_{1}\right|_{H^{m+5 / 2}}\right),
$$

and by elliptic regularity,

$$
\begin{equation*}
\left|\partial_{t}^{l} U_{1}\right|_{H^{m+5 / 2}} \leqslant C_{m, l}\left(\left|\partial_{t}^{l+1} U_{2}\right|_{H^{m+1 / 2}}+\left|\left\langle\partial_{t}\right\rangle^{l} U_{2}\right|_{H^{m+3 / 2}}+\left|\left\langle\partial_{t}\right\rangle^{l} U_{1}\right|_{H^{m+5 / 2}}\right) . \tag{5.116}
\end{equation*}
$$

We combine (5.115) and (5.116) and obtain

$$
\left|\partial_{t}^{l} \mathbf{U}\right|_{H^{m+5 / 2} \times H^{m+2}} \leqslant C_{m, l}\left(\left|\partial_{t}^{l+1} \mathbf{U}\right|_{H^{m+1} \times H^{m+1 / 2}}+\left|\partial_{t}^{l} \mathbf{U}\right|_{H^{m+2} \times H^{m+3 / 2}}+\left|\left\langle\partial_{t}\right\rangle^{l} \mathbf{U}\right|_{H^{m+5 / 2} \times H^{m+2}}\right) .
$$

We get the desired result after using the interpolation inequality

$$
\left|\partial_{t} \mathbf{U}\right|_{H^{m+2} \times H^{m+3 / 2}} \leqslant \delta\left|\partial_{t}^{l} \mathbf{U}\right|_{H^{m+5 / 2} \times H^{m+2}}+C_{\delta}\left|\partial_{t}^{l} \mathbf{U}\right|_{L^{2}}
$$

and the induction hypothesis.

## A.4. Proof of Proposition 5.21

We will use approximate sequence of solutions $\left\{\mathbf{U}^{n}\right\}$ to prove there exists a global in time solution $\mathrm{U}_{r}$ of (5.85). Let $\left\{T_{n}\right\}$ be a strictly increasing sequence such that $T_{n}>0$ and $T_{\rightarrow \infty}$ as $n \rightarrow \infty$. Assume that $\mathbf{U}^{n}$ is the solution to 5.85 in the time interval $\left[-T_{n},-T\right]$, for $T_{n}, T \geqslant$ (possibly close together), which is possible (at least in a smaller time interval $\left[-T_{n},-T\right], 0 \leqslant T \leqslant T_{n}$ ) because the water-waves problem is locally well-posed.

To prove global existence, we shall make use of an a priori estimate for the solution $\mathbf{U}_{r}$, stated in Proposition 5.24. This proposition can be shown using the same arguments as in [16, Theorem 7.1]. Indeed, it follows after an exhaustive study of the DN operator and estimations regarding its derivatives, estimations that still hold in our case. We shall give a outline of the proof after proving Proposition 5.21. It reads as follows:

Proposition 5.24. Let $\boldsymbol{U}^{n}$ be a smooth of (5.85) on $\left[-T_{n},-T\right]$, for $T_{m}, T \geqslant 0$, satisfying $h\left\|a_{\varepsilon}\right\|_{L^{\infty}}-\left\|\eta_{a p}\right\|_{L^{\infty}}-\left\|\eta_{r}\right\|_{L^{\infty}} \geqslant h_{\min }>0$. Then, for any $m \geqslant 2$, $s \geqslant 5$, and $t \in\left[-T_{n},-T\right]$, we have the estimate

$$
\begin{aligned}
\left|\boldsymbol{U}^{n}(t)\right|_{X^{m+3}}^{2} \leqslant & \omega\left(\left|\boldsymbol{r}_{a p}\right|_{X_{t}^{m+3}}+\left|\boldsymbol{U}_{a p}\right|_{X_{t}^{m+s}}+\left|\boldsymbol{U}^{n}\right|_{X_{t}^{m+3}}\right) \\
& \left(\left|\boldsymbol{r}_{a p}\right|_{X_{t}^{m+3}}+\int_{-T_{n}}^{t}\left(\left|\boldsymbol{U}^{n}(\tau)\right|_{X^{m+3}}^{2}+\left|\boldsymbol{r}_{a p}(\tau)\right|_{X^{m+3}}\right) \mathrm{d} \tau\right)
\end{aligned}
$$

where $\omega$ is a continuous increasing function.

Here, the seminorms $|\cdot|_{X_{t}^{k}}$ denote the seminorm in $X^{k}$ defined in a finite interval space, in this case, defined in $\left[-T_{n},-T\right]$.

We use Proposition 5.24 to prove that $\mathbf{U}^{n}$ is well defined in the whole time interval $\left[-T_{n}, 0\right]$. Because of the decay estimate for $\mathbf{r}_{a p}$ and $\mathbf{U}_{a p}$, from Proposition 5.24, we have that for $t \in\left[-T_{n},-T\right]$,

$$
\begin{aligned}
\left|\mathbf{U}^{n}(t)\right|_{X^{m+3}}^{2} \leqslant & \omega\left(\tilde{C}_{m, N}+C_{m, N} \rho+\left|\mathbf{U}^{n}\right|_{X_{t}^{m+3}}\right) \\
& \left(\int_{-T_{n}}^{t}\left|\mathbf{U}^{n}(\tau)\right|_{X^{m+3}}^{2} \mathrm{~d} \tau+A^{(2 N+1) / 4} C_{N, s}\left(\delta_{0}\right) \rho^{2(N+1)} \mathrm{e}^{-(N+1) \delta_{0} c|t|}\right) .
\end{aligned}
$$

Define

$$
T^{*}=\inf \left\{T \in\left[0, T_{n}\right]: \forall t \in\left[-T_{n},-T\right],\left|\mathbf{U}^{n}(t)\right|_{X^{m+3}} \leqslant 1, h a_{\varepsilon}-\left\|\eta_{a p}\right\|_{L^{\infty}}-\left\|\eta_{r}\right\|_{L^{\infty}} \geqslant h_{\min }>0\right\}
$$

In particular, if $t \in\left[-T_{n},-T^{*}\right]$, we obtain

$$
\begin{aligned}
& \left|\mathbf{U}^{n}(t)\right|_{X^{m+3}}^{2} \\
& \quad \leqslant \omega\left(\tilde{C}_{m, N}+C_{m, N} \rho\right)\left(\int_{-T_{n}}^{t}\left|\mathbf{U}^{n}(\tau)\right|_{X^{m+3}}^{2} \mathrm{~d} \tau+A^{(2 N+1) / 4} C_{N, s}\left(\delta_{0}\right) \rho^{2(N+1)} \mathrm{e}^{-(N+1) \delta_{0} c|t|}\right) .
\end{aligned}
$$

We note that, using the equation above,

$$
\begin{align*}
& \frac{\mathrm{d}}{\mathrm{~d} t}\left(\mathrm{e}^{-\omega\left(\tilde{C}_{m, N}+C_{m, N} \rho\right) t} \int_{-T_{n}}^{t}\left|\mathrm{U}^{n}(\tau)\right|_{X^{m+3}}^{2} \mathrm{~d} \tau\right)  \tag{5.117}\\
& \quad \leqslant \omega\left(\tilde{C}_{m, N}+C_{m, N} \rho\right) \mathrm{e}^{-\omega\left(\tilde{C}_{m, N}+C_{m, N} \rho\right) t} A^{(2 N+1) / 4} C_{N, s}\left(\delta_{0}\right) \rho^{2(N+1)} \mathrm{e}^{-(N+1) \delta_{0} c|t|}
\end{align*}
$$

Now, since $\omega$ is continuous, we can take $N$ large enough and $\rho$ small enough (that is, taking $A$ very large, because $\rho=\mathrm{e}^{-\delta_{0} A}$ ) such that

$$
-(N+1) \delta_{0} c>\omega\left(\tilde{C}_{m, N}+C_{m, N} \rho\right) .
$$

This implies that we can integrate in (5.117), and obtain

$$
\int_{-T_{n}}^{t}\left|\mathbf{U}^{n}(\tau)\right|_{X^{m+3}}^{2} \mathrm{~d} \tau \leqslant A^{(2 N+1) / 4} C_{N, s}\left(\delta_{0}\right) \rho^{2(N+1)} \mathrm{e}^{-(N+1) \delta_{o} c|t|}
$$

which ultimately leads to the following estimation for any $t \in\left[-T_{n},-T^{*}\right]$ :

$$
\begin{equation*}
\left|\mathbf{U}^{n}(t)\right|_{X^{m+3}}^{2} \leqslant A^{(2 N+1) / 4} C_{N, s}\left(\delta_{0}\right) \rho^{2(N+1)} \mathrm{e}^{-(N+1) \delta_{0} c|t|} \tag{5.118}
\end{equation*}
$$

Taking $\rho$ large, so that $h\left\|a_{\varepsilon}\right\|_{L^{\infty}}-\left\|\eta_{a p}\right\|_{L^{\infty}}-\left\|\eta_{r}\right\|_{L^{\infty}} \geqslant h_{\min }>0$ and also $A^{(2 N+1) / 4} C_{N, s}\left(\delta_{0}\right) \rho^{2(N+1)}<$ 1 , by the definition of $-T^{*} \leqslant 0$, which means that we can extend $\mathbf{U}^{n}$ to the whole interval $\left[-T_{n}, 0\right]$.

We are left to prove global existence of equation (5.85). We use compactness argument to find $\mathbf{U}_{r}$ as a limit of $\left\{\mathbf{U}^{n}\right\}$.

Let $\chi \in C_{0}^{\infty}(-1 / 2,1 / 2)$ such that $\chi(\tau)=1$ for $\tau \in(-1 / 4,1 / 4)$. We define

$$
\tilde{\mathbf{U}}^{n}(t)=\chi\left(\frac{t}{-T_{n}}\right) \mathbf{U}^{n}(t)
$$

where $\mathbf{U}^{n}$ is extended as zero for $t \leqslant-T_{n}$. Consequently, derivating in time

$$
\partial_{t} \tilde{\mathbf{U}}^{n}(t)=-\frac{1}{T_{n}} \chi^{\prime}\left(\frac{x}{-T_{n}}\right) \mathbf{U}^{n}(t)+\chi^{\prime}\left(\frac{x}{-T_{n}}\right) \partial_{t} \mathbf{U}^{n}(t)
$$

Then, for $t \leqslant 0$, from (5.118) we get the following estimation for $\tilde{\mathbf{U}}^{n}$ and $\partial_{t} \tilde{\mathbf{U}}^{n}$,

$$
\begin{aligned}
& \left|\tilde{\mathbf{U}}^{n}(t)\right|_{H^{m+4 \times H^{m+7 / 2}}} \leqslant A^{(2 N+1) / 4} C_{N, s}\left(\delta_{0}\right) \rho^{2(N+1)} \mathrm{e}^{-(N+1) \delta_{0} c|t|} \text { and } \\
& \quad\left|\partial_{t} \tilde{\mathbf{U}}^{n}(t)\right|_{H^{m+3} \times H^{m+5 / 2}} \leqslant A^{(N+1) / 4} C_{N, s}\left(\delta_{0}\right) \rho^{2(N+1)} \mathrm{e}^{-(N+1) \delta_{0} c|t|}
\end{aligned}
$$

Finally, we obtain that there exists a subsequence $\left\{\tilde{\mathbf{U}}^{n_{k}}\right\}$ and a limit

$$
\mathbf{U}_{r} \in L^{\infty}\left((-\infty, 0], H^{m+4} \times H^{m+7 / 2}\right)
$$

such that

$$
\tilde{\mathbf{U}}^{n_{k}} \rightarrow \mathbf{U}_{r} \quad \text { in } \quad C_{l o c}\left((-\infty, 0], H_{l o c}^{m+3} \times H_{l o c}^{m+5 / 2}\right) \quad \text { as } \quad n_{k} \rightarrow \infty,
$$

and

$$
\left|\mathbf{U}_{r}(t)\right|_{H^{m+4 \times H^{m+7 / 2}}}^{2} \leqslant A^{(2 N+1) / 4} C_{N, s}\left(\delta_{0}\right) \rho^{2(N+1)} \mathrm{e}^{-(N+1) \delta_{0} c|t|} \text { for } t \in(-\infty, 0]
$$

We have concluded the proof of Proposition 5.21.

## A.4. Proof of proposition 5.24

The idea is to derivate equation (5.85) at least three times so that a linearised equation (linearisation around $\mathbf{U}$ ) is obtained, and then focus on finding estimations from the already known $\mathbf{U}_{a p}$ and $\mathbf{r}_{a p}$. To make explanation simpler, let us consider briefly the sistem $\partial_{t} \mathbf{U}=$ $\mathcal{F}(\mathbf{U})$, for a generic solution $\mathbf{U}$. As in [10], we shall compute three derivatives of $\partial_{t} \mathbf{U}=\mathcal{F}(\mathbf{U})$. We begin by derivating one time the first equation of the system (that is $\partial_{t} \eta=\mathcal{G}\left[\eta, a_{\varepsilon}\right] \varphi$ ), we have

$$
\begin{equation*}
\partial_{t}^{2} \eta=\mathcal{G}\left[\eta, a_{\varepsilon}\right] \partial_{t} \varphi+D_{\eta} \mathcal{G}\left[\eta, a_{\varepsilon}\right] \varphi \cdot \partial_{t} \eta . \tag{5.119}
\end{equation*}
$$

Using the shape derivatives for the DN operator, stated in Proposition 5.6, we obtain

$$
\begin{equation*}
\partial_{t}^{2} \eta=\mathcal{G}\left[\eta, a_{\varepsilon}\right] \partial_{t} \varphi-\mathcal{G}\left[\eta, a_{\varepsilon}\right]\left(\tilde{Z}[\eta, \varphi] \partial_{t} \eta\right)-\partial_{x}\left(\tilde{v}[\eta, \varphi] \partial_{t} \eta\right), \tag{5.120}
\end{equation*}
$$

where

$$
\tilde{Z}[\eta, \varphi]=\frac{\mathcal{G}\left[\eta, a_{\varepsilon}\right] \varphi+\partial_{x} \varphi \partial_{x} \eta}{1+\left|\partial_{x} \eta\right|^{2}} \quad \text { and } \quad \tilde{v}[\eta, \varphi]=\partial_{x} \varphi-\tilde{Z}[\eta, \varphi] \partial_{x} \eta
$$

We note that equation (5.120) is actually the first equation of the linearised system around $\mathbf{U}$ (see Subsection 5.2.3). Derivating (5.119) two more times, we obtain the following

$$
\begin{equation*}
\partial_{t} \partial_{t}^{3} \eta=\mathcal{G}\left[\eta, a_{\varepsilon}\right] \partial_{t}^{3} \varphi+D_{\eta} G\left[\eta, a_{\varepsilon}\right] \varphi \cdot \partial_{t}^{3} \eta+\mathcal{R}_{1}[\mathbf{U}]+\mathcal{Q}_{1}[\mathbf{U}] \tag{5.121}
\end{equation*}
$$

where the nonlinear terms are defined by

$$
\begin{equation*}
\mathcal{Q}_{1}[\mathbf{U}]=3 D_{\eta} \mathcal{G}\left[\eta, a_{\varepsilon}\right] \partial_{t}^{2} \varphi \cdot \partial_{t} \eta \tag{5.122}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{R}_{1}[\mathbf{U}]=\sum D_{\eta}^{n} \mathcal{G}\left[\eta, a_{\varepsilon}\right] \partial_{t}^{\gamma} \varphi \cdot\left(\partial_{t}^{\beta_{1}} \eta, \ldots, \partial_{t}^{\beta_{n}} \eta\right) \tag{5.123}
\end{equation*}
$$

where the sum is taken on indices satisfying

$$
1 \leqslant n \leqslant 3, \beta_{1}+\ldots \beta_{n}+\gamma=3, \gamma \leqslant 1,1 \leqslant \beta_{\mathrm{i}}<3, \forall \mathrm{i}
$$

Taking into account the notation $\tilde{Z}, \tilde{v}$ for the shape derivative of the DN operator, (5.121) turns into

$$
\partial_{t} \partial_{t}^{3} \eta=\mathcal{G}\left[\eta, a_{\varepsilon}\right] \partial_{t}^{3} \varphi-\mathcal{G}\left[\eta, a_{\varepsilon}\right]\left(\tilde{Z}[\eta, \varphi] \partial_{t}^{3} \eta\right)-\partial_{x}\left(\tilde{v}[\eta, \varphi] \partial_{t}^{3} \eta\right)+\mathcal{R}_{1}[\mathbf{U}]+\mathcal{Q}_{1}[\mathbf{U}] .
$$

Just like (5.120), the first three terms of the RHS compose the first equation of the linearised system around $\mathbf{U}$, evaluated in $\partial \mathbf{U}$. This will be more evident once we have computed the derivative of the second equation of $\partial_{t} \mathbf{U}=\mathcal{F}(\mathbf{U})$. Indeed, after derivating one time, we have that

$$
\partial_{t}^{2} \varphi=-\tilde{v} \partial_{x} \partial_{t} \varphi+\tilde{Z} \mathcal{G}\left[\eta, a_{\varepsilon}\right] \partial_{t} \varphi-\tilde{Z} \mathcal{G}\left[\eta, a_{\varepsilon}\right]\left(\tilde{Z} \partial_{t} \eta\right)-\left(g+\tilde{Z} \partial_{x} \tilde{v}\right) \partial_{t} \eta+\mathcal{P}[\eta] \partial_{t} \eta
$$

where, for simplicity, $\tilde{Z}=\tilde{Z}[\eta, \varphi], \tilde{v}=\tilde{v}[\eta, \varphi]$, and

$$
\mathcal{P}[\eta]=b \partial_{x}\left(\frac{\partial_{x}}{\left(1+\left|\partial_{x} \eta\right|^{2}\right)^{3 / 2}}\right) .
$$

Replicating the idea implemented above, we derivate two more times and obtain the following

$$
\begin{aligned}
\partial_{t} \partial_{t}^{3} \varphi= & -\tilde{v} \partial_{x} \partial_{t}^{3} \varphi+\tilde{Z} \mathcal{G}\left[\eta, a_{\varepsilon}\right] \partial_{t}^{3} \varphi-\tilde{Z} \mathcal{G}\left[\eta, a_{\varepsilon}\right]\left(\tilde{Z} \partial_{t}^{3} \eta\right) \\
& -\left(g+\tilde{Z} \partial_{x} \tilde{v}\right) \partial_{t}^{3} \eta+\mathcal{P}[\eta] \partial_{t}^{3} \eta+\mathcal{Q}_{2}[\mathbf{U}]+\mathcal{R}_{2}[\mathbf{U}],
\end{aligned}
$$

for

$$
\begin{equation*}
\mathcal{Q}_{2}[\mathbf{U}]=3 \beta \partial_{x}\left(D \mathcal{P}[\eta] \cdot\left(\partial_{t} \partial_{x} \eta, \partial_{t}^{2} \partial_{x} \eta\right)\right) \tag{5.124}
\end{equation*}
$$

and

$$
\begin{align*}
\mathcal{R}_{2}[\mathbf{U}]= & -\left[\partial_{t}^{2}, \tilde{v}\right] \partial_{x} \partial_{t} \varphi+\left[\partial_{t}^{2}, \tilde{Z} G\left[\eta, a_{\varepsilon}\right] \partial_{t} \varphi\right] \cdot \partial_{t} \eta  \tag{5.125}\\
& +\left[\partial_{t}^{2}, \tilde{Z} \tilde{v}\right] \partial_{x} \partial_{t} \eta+D^{2} \mathcal{P}[\eta] \cdot\left(\partial_{x} \partial_{t} \eta, \partial_{x} \partial_{t} \eta, \partial_{x} \partial_{t} \eta\right)
\end{align*}
$$

In particular, gathering both equations, we have an almost linear system

$$
\partial_{t} \partial_{t}^{3} \mathbf{U}=J\left(\Lambda[\mathbf{U}] \partial_{t}^{3} \mathbf{U}+\mathcal{Q}[\mathbf{U}]\right)+\mathcal{R}[\mathbf{U}],
$$

for $\mathcal{Q}=\left(\mathcal{Q}_{1}, \mathcal{Q}_{2}\right)^{t}$ and $\mathcal{R}=\left(\mathcal{R}_{1}, \mathcal{R}_{2}\right)^{t}$.

Now, let us go back to our subject of interest, system (5.85). From now on, U shall denote $\mathbf{U}=\mathbf{U}_{a p}+\mathbf{U}_{r}$. After derivating three times, equation (5.85) turns into

$$
\begin{equation*}
\partial_{t} \partial_{t}^{3} U_{r}=J\left(\Lambda[\mathbf{U}] \partial_{t}^{3} \mathbf{U}_{r}+\mathcal{Q}[\mathbf{U}]-\mathcal{Q}\left[\mathbf{U}_{a p}\right]\right)+\mathbf{S} \tag{5.126}
\end{equation*}
$$

where

$$
\mathbf{S}=\mathcal{R}[\mathbf{U}]-\mathcal{R}\left[\mathbf{U}_{a p}\right]+J\left(\Lambda[\mathbf{U}]-\Lambda\left[\mathbf{U}_{a p}\right]\right) \partial \mathbf{U}_{a p}-\partial \mathbf{r}_{a p}
$$

Proposition 5.24 is actually a consequence of combining two a priori estimates, one regarding the nonlinear terms in 5.85 and another one, regarding a more explicit description of the behaviour of the solution to $\mathbf{U}_{r}$. Indeed, we have the following:

Proposition 5.25. Let $\boldsymbol{U}_{r}$ be a smooth of (5.85) on $[-T, 0]$, for $T \geqslant 0$, satisfying $h\left\|a_{\varepsilon}\right\|_{L^{\infty}}-$ $\left\|\eta_{a p}\right\|_{L^{\infty}}-\left\|\eta_{r}\right\|_{L^{\infty}} \geqslant h_{\min }>0$. Then, for any $m \geqslant 2, s \geqslant 5$, and $t \in[-T, 0]$, we have the estimate

$$
\begin{aligned}
\left|\boldsymbol{U}_{r}(t)\right|_{X^{m+3}}^{2} \leqslant & \omega\left(\left|\boldsymbol{r}_{a p}\right|_{X_{t}^{m+3}}+\left|\boldsymbol{U}_{a p}\right|_{X_{\infty, t}^{m+s}}+\left|\boldsymbol{U}_{r}\right|_{X_{t}^{m+3}}\right) \\
& \left(\left|\boldsymbol{r}_{a p}\right|_{X_{t}^{m+3}}+\int_{-T_{n}}^{t}\left(\left|\boldsymbol{U}_{r}(\tau)\right|_{X^{m+3}}^{2}+|\boldsymbol{S}(\tau)|_{X^{m+3}}\right) \mathrm{d} \tau\right)
\end{aligned}
$$

where $\omega$ is a continuous increasing function.
In Proposition 5.25, the seminorm $|\cdot|_{X_{t}^{k}}$ is to be understand as the $X^{k}$-seminorm defined in the time interval $[-T, 0]$.

To estimate the source $\mathbf{S}$, since we $\mathbf{r}_{a p}$ is already controlled, we need to understand $\mathcal{R}[\mathbf{U}]$ $\mathcal{R}\left[\mathbf{U}_{a p}\right]+J\left(\Lambda[\mathbf{U}]-\Lambda\left[\mathbf{U}_{a p}\right]\right) \partial \mathbf{U}_{a p}$. To this end, we have the following result:

Proposition 5.26. For $m \geqslant 2$ and $s \geqslant 5$ we have the estimate

$$
\left|\mathcal{R}[\boldsymbol{U}]-\mathcal{R}\left[\boldsymbol{U}_{a p}\right]+J\left(\Lambda[\boldsymbol{U}]-\Lambda\left[\boldsymbol{U}_{a p}\right]\right) \partial_{t}^{3} \boldsymbol{U}_{a p}\right|_{X^{m}} \leqslant \omega\left(\left|\boldsymbol{U}_{a p}\right|_{X^{m+s}}+|\boldsymbol{U}|_{X_{\infty}^{m+3}}\right)\left|\boldsymbol{U}_{r}\right|_{X^{m+3}} .
$$

To simplify computations, from now on we shall denote $\partial^{\alpha}=\partial_{t}^{\beta} \partial_{x}^{\gamma}, \beta+\gamma=|\alpha|$. Also, throughout we shall use $\langle\partial\rangle^{m}=\left(\partial^{\alpha}\right)_{|\alpha| \leqslant m}$, so that if $|\cdot|$ is a (semi) norm, $\langle\partial\rangle^{m} u \mid$ denotes the sum of (semi) norms of all the components of $\langle\partial\rangle^{m} u$. In other word,

$$
\sum_{|\alpha| \leqslant m}\left\|\partial^{\alpha} \cdot\right\|_{H^{1}} \approx\left\|\langle\partial\rangle^{m} \cdot\right\|_{H^{1}}
$$

In the following subsection, we have some apriori estimates regarding the DN operator and the $H^{s}$ spaces we are dealing with. In Subsection A.4.2 we give the proof of Proposition 5.26. Finally, in Subsection A.4.3, we focus on the proof of Proposition 5.25.

## A.4.1 Useful estimations to prove Propositions 5.25 and 5.26

First, we shall give a few a priori estimates on the spaces $H^{s}$ used in the proofs of Propositions 5.25 and 5.26

We shall make use of the following proposition:

Proposition 5.27. For $m \geqslant 2$, if $\sigma=1 / 2$ or $\sigma=1$, we have

$$
\begin{align*}
& \left\|\langle\partial\rangle^{m}(u v)\right\|_{H^{\sigma}(\mathbb{R})} \leqslant C\left\|\langle\partial\rangle^{m} u\right\|_{H^{\sigma}(\mathbb{R})}\left\|\langle\partial\rangle^{m} v\right\|_{H^{\sigma}(\mathbb{R})}, \\
& \left\|\langle\partial\rangle^{m}(u v)\right\|_{H^{\sigma}(\mathbb{R})} \leqslant C\left\|\langle\partial\rangle^{m} u\right\|_{W^{1, \infty}(\mathbb{R})}\left\|\langle\partial\rangle^{m} v\right\|_{H^{\sigma}(\mathbb{R})} . \tag{5.127}
\end{align*}
$$

and if $\sigma=0,1 / 2,1$

$$
\begin{align*}
& \left|\mathfrak{B}\langle\partial\rangle^{m}(u v)\right|_{\dot{H}_{*}^{1 / 2}(\mathbb{R})} \leqslant C\left|\langle\partial\rangle^{m} u\right|_{W^{1, \infty}}\left|\langle\partial\rangle^{m} v\right|_{\dot{H}_{*}^{1 / 2}(\mathbb{R})}, \\
& \left|\mathfrak{B}\langle\partial\rangle^{m}(u v)\right|_{\dot{H}_{*}^{1 / 2}(\mathbb{R})} \leqslant C\left|\langle\partial\rangle^{m} u\right|_{\dot{H}_{*}^{1 / 2}(\mathbb{R})}\left|\langle\partial\rangle^{m} v\right|_{\dot{H}_{*}^{1 / 2}(\mathbb{R})} . \tag{5.128}
\end{align*}
$$

Proof of Proposition 5.27. The first estimation in (5.127) for $\sigma=1$ follows from the fact that $H^{1}$ is an algebra in dimension $\mathrm{d}=1$.

Let us assume that $\sigma=1 / 2$ and consider $\alpha, \beta$ such that $\alpha \leqslant \beta, \alpha+\beta=m$.
When $\beta \leqslant m-1$, we have that

$$
\begin{align*}
\left\|\partial^{\alpha} u \partial^{\beta} v\right\|_{H^{1 / 2}(\mathbb{R})} & \lesssim\left\|\partial^{\alpha} u \partial^{\beta} v\right\|_{H^{1}(\mathbb{R})} \lesssim\left\|\partial^{\alpha} u\right\|_{H^{1}(\mathbb{R})}\left\|\partial^{\beta} v\right\|_{H^{1}(\mathbb{R})} \\
& \lesssim\left\|\langle\partial\rangle^{m} u\right\|_{L^{2}(\mathbb{R})}\left\|\langle\partial\rangle^{m} v\right\|_{L^{2}(\mathbb{R})}  \tag{5.129}\\
& \lesssim\left\|\langle\partial\rangle^{m} u\right\|_{H^{1 / 2}(\mathbb{R})}\left\|\langle\partial\rangle^{m} v\right\|_{H^{1 / 2}(\mathbb{R})} .
\end{align*}
$$

On the other hand, if $\beta=m$ and $\alpha=0$, using Sobolev embedding inequality $\|\cdot\|_{L^{\infty}} \leqslant\|\cdot\|_{H^{1}}$, valid in one dimension, we have that

$$
\left\|u\langle\partial\rangle^{m} v\right\|_{H^{1 / 2}(\mathbb{R})} \lesssim\|u\|_{L^{\infty}(\mathbb{R})}\left\|\langle\partial\rangle^{m} v\right\|_{H^{1 / 2}(\mathbb{R})} \lesssim\|u\|_{H^{1}(\mathbb{R})}\left\|\langle\partial\rangle^{m} v\right\|_{H^{1 / 2}(\mathbb{R})} .
$$

Finally, since $m \geqslant 2$,

$$
\left\|u\langle\partial\rangle^{m} v\right\|_{H^{1 / 2}(\mathbb{R})} \lesssim\left\|\langle\partial\rangle^{m} u\right\|_{H^{1 / 2}(\mathbb{R})}\left\|\langle\partial\rangle^{m} v\right\|_{H^{1 / 2}(\mathbb{R})} .
$$

The estimation is completed by summing all the terms involving the norm $\left\|\langle\partial\rangle^{m} \cdot\right\|_{H^{\sigma}}$.
We prove now the second estimation in (5.127). Using Sobolev-Slobodeckij norm definition we have that

$$
\|f\|_{H^{1 / 2}(\mathbb{R})}^{2}=\|f\|_{L^{2}(\mathbb{R})}^{2}+\int_{\mathbb{R}} \int_{\mathbb{R}} \frac{|f(x)-f(y)|^{2}}{|x-y|^{2}} \mathrm{~d} x \mathrm{~d} y .
$$

Then, we compute

$$
\begin{aligned}
\|u v\|_{H^{1 / 2}}^{2} & \left.\lesssim\|u\|_{L^{\infty}(\mathbb{R})}^{2}\right)\|v\|_{L^{2}(\mathbb{R})}^{2}+\int_{\mathbb{R}} \int_{\mathbb{R}} \frac{|v(x)-v(y)|^{2}|u(x)|^{2}}{|x-y|^{2}} \mathrm{~d} x \mathrm{~d} y \\
& +\int_{\mathbb{R}} \int_{\mathbb{R}} \frac{|u(x)-u(y)|^{2}|v(y)|^{2}}{|x-y|^{2}} \mathrm{~d} x \mathrm{~d} y \\
& \lesssim\|u\|_{L^{\infty}(\mathbb{R})}^{2}\|v\|_{L^{2}(\mathbb{R})}^{2}+\|u\|_{L^{\infty}(\mathbb{R})}^{2}\|v\|_{H^{1 / 2}(\mathbb{R})}^{2}+\int_{\mathbb{R}} \int_{\mathbb{R}} \frac{|u(x)-u(y)|^{2}|v(y)|^{2}}{|x-y|^{2}} \mathrm{~d} x \mathrm{~d} y .
\end{aligned}
$$

For the last integral, we write

$$
\begin{aligned}
& \int_{\mathbb{R}} \int_{\mathbb{R}} \frac{|u(x)-u(y)|^{2}|v(y)|^{2}}{|x-y|^{2}} \mathrm{~d} x \mathrm{~d} y \\
& \quad=\int_{\mathbb{R}} \int_{|x-y| \leqslant 1} \frac{|u(x)-u(y)|^{2}}{|x-y|^{2}} \mathrm{~d} x|v(y)|^{2} \mathrm{~d} y+\int_{\mathbb{R}} \int_{|x-y| \geqslant 1} \frac{|u(x)-u(y)|^{2}}{|x-y|^{2}} \mathrm{~d} x|v(y)|^{2} \mathrm{~d} y \\
& \quad \lesssim\|u\|_{C^{1}(\mathbb{R})}\|v\|_{L^{2}(\mathbb{R})}+\|u\|_{L^{\infty}(\mathbb{R})}\|v\|_{L^{2}(\mathbb{R})} .
\end{aligned}
$$

Hence, we find that

$$
\|u v\|_{H^{1 / 2}(\mathbb{R})}^{2} \lesssim\|u\|_{L^{\infty}(\mathbb{R})}^{2}\|v\|_{L^{2}(\mathbb{R})}^{2}+\|u\|_{L^{\infty}(\mathbb{R})}^{2}\|v\|_{H^{1 / 2}(\mathbb{R})}^{2}+\|u\|_{C^{1}(\mathbb{R})}\|v\|_{L^{2}(\mathbb{R})}
$$

Using Morrey's inequality, we obtain the following

$$
\|u v\|_{H^{1 / 2}(\mathbb{R})}^{2} \lesssim\|u\|_{W^{1, \infty}(\mathbb{R})}^{2}\|v\|_{H^{1 / 2}(\mathbb{R})}^{2}
$$

We conclude bu using the same idea as above (separating the derivative into $\alpha, \beta$ and making a similar argument as in equation (5.129). We leave the case $H^{1}$, since it follows from using similar reasoning.

Finally, let us prove the first equation (5.128). We consider $\alpha, \beta$ such that $\alpha \leqslant \beta, \alpha+\beta=$ $m$.

Let us assume $\beta \leqslant m-1$. We have that

$$
\left|\partial^{\alpha} u \partial^{\beta} v\right|_{H_{*}^{1 / 2}(\mathbb{R})}=\left\|\mathfrak{B} \partial^{\alpha} u \partial^{\beta} v\right\|_{L^{2}(\mathbb{R})} \lesssim\left\|\partial^{\alpha} u\right\|_{L^{\infty}(\mathbb{R})}\left\|\mathfrak{B} \partial^{\beta} v\right\|_{L^{2}(\mathbb{R})} .
$$

Since $\alpha \neq 0$,

$$
\left|\partial^{\alpha} u \partial^{\beta} v\right|_{H_{*}^{1 / 2}(\mathbb{R})} \lesssim\left\|\langle\partial\rangle^{m} u\right\|_{W^{1, \infty}(\mathbb{R})}\left|\langle\partial\rangle^{m} v\right|_{\dot{H}_{*}^{1 / 2}(\mathbb{R})} .
$$

On the other hand, if $\beta=m$ and $\alpha=0$,

$$
\left|u \partial^{m} v\right|_{\dot{H}_{*}^{1 / 2}(\mathbb{R})} \lesssim|u|_{L^{\infty}(\mathbb{R})}\left|\langle\partial\rangle^{m} v\right|_{\dot{H}_{*}^{1 / 2}(\mathbb{R})} \lesssim\|u\|_{W^{1, \infty}(\mathbb{R})}\left|\langle\partial\rangle^{m} v\right|_{\dot{H}_{*}^{1 / 2}(\mathbb{R})} .
$$

We focus on the second equation of (5.128). Take $\alpha, \beta$ such that $\alpha \leqslant \beta \leqslant m$.
Assume $\alpha \leqslant \beta \leqslant m-1$. From the definition of $\mathfrak{B},|\mathfrak{B} \cdot|_{H^{s}} \leqslant\left|\partial_{x}^{1 / 2} \cdot\right|_{H^{s-1 / 4}}$. This implies the following

$$
\left|\mathfrak{B} \partial^{\alpha} u \partial^{\beta} v\right|_{L^{2}} \lesssim\left|\mathfrak{B}^{1 / 2} \partial^{\alpha} u\right|_{H^{3 / 4}}\left|\mathfrak{B}^{1 / 2} \partial^{\alpha} v\right|_{H^{3 / 4}} \lesssim\left|\partial_{x}^{1 / 2} \partial^{\alpha} u\right|_{H^{1 / 2}}\left|\partial_{x}^{1 / 2} \partial^{\alpha} v\right|_{H^{1 / 2}}
$$

Notice that $\left|\partial_{x}^{1 / 2} \cdot\right|_{H^{1 / 2}}^{2}=|\cdot|_{\dot{H}^{1 / 2}}^{2}+|\cdot|_{\dot{H}^{1}}^{2}$. For $\gamma=1 / 2$ or $\gamma=1$, we claim the following:

$$
\left|\partial_{x}^{\gamma} f\right|_{L^{2}} \lesssim|\mathfrak{B} f|_{L^{2}}+\left|\mathfrak{B} \partial_{x}^{\gamma} f\right|_{L^{2}}
$$

This inequality follows from analysing separately low and high frequencies. We conclude (5.128) by noticing that $\alpha, \beta<m$.

The case $\alpha=0$ and $\beta=m$ follows using the idea for (5.127).

The most challenging terms to estimate will be the ones involving the DN operator, since it is a nonlinear term that interacts non-locally with the surface $\eta$. We give the following two results to help deal with said terms:

Proposition 5.28. Assume $\eta_{0}, \eta_{1}$ such that $h\left\|a_{\varepsilon}\right\|_{L^{\infty}}-\left\|\eta_{0}\right\|-\left\|\eta_{1}\right\|>0$. For every $m \geqslant 2$, and $\sigma=-1 / 2,1,1 / 2$, we have the estimates:

$$
\begin{equation*}
\left|\langle\partial\rangle^{m} G\left[\eta_{0}+\eta_{1}, a_{\varepsilon}\right] \psi\right|_{H^{\sigma}(\mathbb{R})} \leqslant \omega\left(\left|\langle\partial\rangle^{m} \eta_{0}\right|_{H^{5 / 2}(\mathbb{R})}+\left|\langle\partial\rangle^{m} \eta_{1}\right|_{X_{\infty}^{m+3}}\right)\left|\langle\partial\rangle^{m} \mathfrak{B} \psi\right|_{H^{\sigma+1 / 2}(\mathbb{R})} \tag{5.130}
\end{equation*}
$$

and

$$
\begin{align*}
\mid\langle\partial\rangle^{m} & \left.\left(D_{\eta}^{n} G\left[\eta_{0}+\eta_{1}, a_{\varepsilon}\right] \psi \cdot\left(\zeta_{1}, \ldots, \zeta_{n}\right)\right)\right|_{H^{\sigma}(\mathbb{R})} \\
\leqslant & \omega\left(\left|\langle\partial\rangle^{m} \eta_{0}\right|_{H^{5 / 2}(\mathbb{R})}+\left|\langle\partial\rangle^{m} \eta_{1}\right|_{X_{\infty}^{m+3}}\right)\left|\langle\partial\rangle^{m} \mathfrak{B} \psi\right|_{H^{\sigma+1 / 2}(\mathbb{R})}  \tag{5.131}\\
& \left(\prod_{j=1}^{l}\left|\zeta_{j}\right|_{X_{\infty}^{m+3}}\right)\left(\prod_{j=l+1}^{n}\left|\langle\partial\rangle^{m+1} \zeta_{j}\right|_{H^{1}}\right) .
\end{align*}
$$

Moreover,

$$
\begin{align*}
& \left\|\left[\partial^{\alpha}, \mathcal{G}\left[\eta_{0}+\eta_{1}, a_{\varepsilon}\right]\right] \psi\right\|_{H^{-1 / 2}(\mathbb{R})} \\
& \quad \leqslant \omega\left(\left|\langle\partial\rangle^{m} \eta_{0}\right|_{H^{5 / 2}(\mathbb{R})}+\left|\langle\partial\rangle^{m} \eta_{1}\right|_{X_{\infty}^{m+3}}\right)\left|\langle\partial\rangle^{m-1} \psi\right|_{\dot{H}_{*}^{1 / 2}(\mathbb{R})} . \tag{5.132}
\end{align*}
$$

In addition, we also present the following result:
Proposition 5.29. Assume $\eta_{0}, \eta_{1}$ such that $h\left\|a_{\varepsilon}\right\|_{L^{\infty}}-\left\|\eta_{0}\right\|-\left\|\eta_{1}\right\|>0$. For every $m \geqslant 0$, and $\sigma \in(1,2)$, we have the estimates:

$$
\begin{equation*}
\left\|\langle\partial\rangle^{m} G\left[\eta_{0}+\eta_{1}, a_{\varepsilon}\right] \psi\right\|_{C^{\sigma}(\mathbb{R})} \leqslant \omega\left(\left\|\langle\partial\rangle^{m+3} \eta_{0}\right\|_{H^{1}(\mathbb{R})}+\left\|\langle\partial\rangle^{m} \eta_{1}\right\|_{C^{\sigma+1}}\right)\left\|\langle\partial\rangle^{m} \psi\right\|_{C^{\sigma+1}(\mathbb{R})} \tag{5.133}
\end{equation*}
$$

and

$$
\begin{align*}
& \left\|\langle\partial\rangle^{m}\left(D_{\eta}^{n} G\left[\eta_{0}+\eta_{1}, a_{\varepsilon}\right] \psi \cdot\left(\zeta_{1}, \ldots, \zeta_{n}\right)\right)\right\|_{C^{\sigma}(\mathbb{R})} \\
& \quad \leqslant \omega\left(\left\|\langle\partial\rangle^{m+3} \eta_{0}\right\|_{H^{1}(\mathbb{R})}+\left\|\langle\partial\rangle^{m} \eta_{1}\right\|_{C^{\sigma+1}}\right)\left(\left\|\langle\partial\rangle^{m} \zeta_{1}\right\|_{C^{\sigma+1}} \ldots\left\|\langle\partial\rangle^{m} \zeta_{n}\right\|_{C^{\sigma+1}}\right)\left\|\langle\partial\rangle^{m} \psi\right\|_{C^{\sigma+1}(\mathbb{R})} \tag{5.134}
\end{align*}
$$

Moreover, for $n>l \geqslant 0$,

$$
\begin{align*}
& \left\|\langle\partial\rangle^{m}\left(D_{\eta}^{n} G\left[\eta_{0}+\eta_{1}, a_{\varepsilon}\right] \psi \cdot\left(h_{1}, \ldots, h_{n}\right)\right)\right\|_{H^{1}(\mathbb{R})} \\
& \leqslant \omega\left(\left\|\langle\partial\rangle^{m+3} \eta_{0}\right\|_{H^{1}(\mathbb{R})}+\left\|\langle\partial\rangle^{m} \eta_{1}\right\|_{X_{\infty}^{m+3}}\right)  \tag{5.135}\\
& \quad\left(\prod_{j=1}^{l}\left\|\zeta_{j}\right\|_{X_{\infty}^{m+3}}\right)\left(\prod_{j=l+1}^{n}\left\|\langle\partial\rangle^{m+1} \zeta_{j}\right\|_{H^{1}}\right)\left\|\langle\partial\rangle^{m} \psi\right\|_{X_{\infty}^{m+3}(\mathbb{R})} .
\end{align*}
$$

The proofs of Propositions 5.28 and 5.29 are obtained by adapting the demonstrations of results proved in [16, Proposition 7.3] and [16, Proposition 7.13]. Indeed, it is sufficient to use the fact that

$$
\|\nabla \phi\|_{H^{s}} \leqslant C_{s, \mathrm{~d}}|\mathfrak{B} \psi|_{H^{s}}
$$

(see [11, Corollary 2.40]) where $\phi$ is the solution of the elliptic equation associated with $\psi$ as the border of the domain.

Notice that Propositions 5.28 and 5.29 enable estimations for the DN operator by $\eta_{0}, \eta_{1}$, even if one of them is not particularly smooth. In our case, this will be very helpful, as we will find that $\eta_{r}$ might not be (a priori) as regular as $\eta_{a p}$.

## A.4.1 Proof of Proposition 5.26

We begin by estimating the first term, $\mathcal{R}[\mathbf{U}]-\mathcal{R}\left[\mathbf{U}_{a p}\right]$ :

Proposition 5.30. For $m \geqslant 2$ and $s \geqslant 5$,

$$
\begin{aligned}
& \left|\langle\partial\rangle^{m} \mathcal{R}_{1}[\boldsymbol{U}]-\mathcal{R}_{1}\left[\boldsymbol{U}_{a p}\right]\right|_{H^{1}} \leqslant \omega\left(\left|\boldsymbol{U}_{a p}\right|_{X_{\infty}^{m+s}}+\left|\boldsymbol{U}_{r}\right|_{X^{m+3}}\right)\left|\boldsymbol{U}_{r}\right|_{X^{m+3}} \\
& \left|\langle\partial\rangle^{m} \mathcal{R}_{2}[\boldsymbol{U}]-\mathcal{R}_{2}\left[\boldsymbol{U}_{a p}\right]\right|_{\dot{H}_{*}^{1 / 2}} \leqslant \omega\left(\left|\boldsymbol{U}_{a p}\right|_{X_{\infty}^{m+s}}+\left|\boldsymbol{U}_{r}\right|_{X^{m+3}}\right)\left|\boldsymbol{U}_{r}\right|_{X^{m+3}}
\end{aligned}
$$

Proof. We split the proof into various steps, one for each term involved.
Step 1: We prove that

$$
\begin{equation*}
\left|\langle\partial\rangle^{m}\left(\mathcal{R}_{1}[\mathbf{U}]-\mathcal{R}_{1}\left[\mathbf{U}_{a p}\right]\right)\right|_{H^{1}} \leqslant \omega\left(\left|\mathbf{U}_{a p}\right|_{X_{\infty}^{m+s}}+\left|\mathbf{U}_{r}\right|_{X^{m+3}}\right)\left|\mathbf{U}_{r}\right|_{X^{m+3}} . \tag{5.136}
\end{equation*}
$$

Recall the definition of $\mathcal{R}_{1}$,

$$
\mathcal{R}_{1}[\mathbf{U}]=\sum D_{\eta}^{n} \mathcal{G}\left[\eta, a_{\varepsilon}\right] \partial_{t}^{\gamma} \varphi \cdot\left(\partial_{t}^{\beta_{1}} \eta, \ldots, \partial_{t}^{\beta_{n}} \eta\right)
$$

with $1 \leqslant n \leqslant 3, \beta_{1}+\ldots \beta_{n}+\gamma=3, \gamma \leqslant 1,1 \leqslant \beta_{\mathrm{i}}<3, \forall$ i. Then, we need to estimate terms as

$$
\begin{align*}
\langle\partial\rangle^{m}( & D_{\eta}^{n} \mathcal{G}\left[\eta_{a p}+\eta_{r}, a_{\varepsilon}\right] \partial_{t}^{\gamma}\left(\varphi_{a p}-\varphi_{r}\right) \cdot\left(\partial_{t}^{\beta_{1}}\left(\eta_{a p}+\eta_{r}\right), \ldots, \partial_{t}^{\beta_{n}}\left(\eta_{a p}+\eta_{r}\right)\right) \\
& \left.-D_{\eta}^{n} \mathcal{G}\left[\eta_{a p}, a_{\varepsilon}\right] \partial_{t}^{\gamma} \varphi_{a p} \cdot\left(\partial_{t}^{\beta_{1}} \eta_{a p}, \ldots, \partial_{t}^{\beta_{n}} \eta_{a p}\right)\right) . \tag{5.137}
\end{align*}
$$

Since $D_{\eta}^{n} \mathcal{G}\left[\eta, a_{\varepsilon}\right] \phi \cdot\left(\zeta_{1}, \cdots, \zeta_{n}\right)$ is lineal with respect to the variables $\phi$ and $\zeta_{\mathrm{i}}, 1 \leqslant \mathrm{i} \leqslant n$, then (5.137) can be simplifed into terms such as

$$
\begin{gather*}
m\left(D_{\eta}^{n}\left(\mathcal{G}\left[\eta_{a p}+\eta_{r}, a_{\varepsilon}\right]-D_{\eta}^{n} \mathcal{G}\left[\eta_{a p}, a_{\varepsilon}\right]\right) \partial_{t}^{\gamma} \varphi_{a p} \cdot\left(\partial_{t}^{\beta_{1}} \eta_{a p}, \ldots, \partial_{t}^{\beta_{n}} \eta_{a p}\right)\right),  \tag{5.138}\\
{ }^{m}\left(D_{\eta}^{n} \mathcal{G}\left[\eta_{a p}+\eta_{r}, a_{\varepsilon}\right] \partial_{t}^{\gamma} \varphi_{r} \cdot\left(\partial_{t}^{\bar{\beta}_{1}} \eta_{a p}, \ldots, \partial_{t}^{\bar{\beta}_{l}} \eta_{a p}, \partial_{t}^{\bar{\beta}_{l+1}} \eta_{r}, \cdots \partial_{t}^{\bar{\beta}_{n}} \eta_{r}\right)\right), 0 \leqslant l \leqslant n,  \tag{5.139}\\
{ }^{m}\left(D_{\eta}^{n} \mathcal{G}\left[\eta_{a p}+\eta_{r}, a_{\varepsilon}\right] \partial_{t}^{\gamma} \varphi_{a p} \cdot\left(\partial_{t}^{\bar{\beta}_{1}} \eta_{a p}, \ldots, \partial_{t}^{\bar{\beta}_{l}} \eta_{a p}, \partial_{t}^{\bar{\beta}_{l+1}} \eta_{r}, \cdots \partial_{t}^{\bar{\beta}_{n}} \eta_{r}\right)\right), 0 \leqslant l \leqslant n-1, \tag{5.140}
\end{gather*}
$$

and $\bar{\beta}_{\mathrm{i}}=\beta_{\sigma(\mathrm{i})}$ for some permutation $\sigma$ of $\{1, \cdots n\}$. Then, using Proposition 5.28, we obtain the desired estimation for (5.139) and (5.140). For (5.138), we can write

$$
\begin{aligned}
D_{\eta}^{n} & \left(\mathcal{G}\left[\eta_{a p}+\eta_{r}, a_{\varepsilon}\right]-D_{\eta}^{n} \mathcal{G}\left[\eta_{a p}, a_{\varepsilon}\right]\right) \partial_{t}^{\gamma} \varphi_{a p} \cdot\left(\partial_{t}^{\beta_{1}} \eta_{a p}, \ldots, \partial_{t}^{\beta_{n}} \eta_{a p}\right) \\
& =\int_{0}^{1} \frac{\mathrm{~d}}{\mathrm{~d} s} D_{\eta}^{n} \mathcal{G}\left[\eta_{a p}+s \eta_{r}, a_{\varepsilon}\right] \partial_{t}^{\gamma} \varphi_{a p} \cdot\left(\partial_{t}^{\beta_{1}} \eta_{a p}, \ldots, \partial_{t}^{\beta_{n}} \eta_{a p}\right) \mathrm{d} s \\
& =\int_{0}^{1} D_{\eta}^{n+1} \mathcal{G}\left[\eta_{a p}+s \eta_{r}, a_{\varepsilon}\right] \partial_{t}^{\gamma} \varphi_{a p} \cdot\left(\partial_{t}^{\beta_{1}} \eta_{a p}, \ldots, \partial_{t}^{\beta_{n}} \eta_{a p}, \eta_{r}\right) \mathrm{d} s
\end{aligned}
$$

Using Proposition (5.29) (in particular, (5.135), we conclude (5.136).
Step 2: We prove that

$$
\begin{equation*}
\left|\langle\partial\rangle^{m+2}\left(\tilde{Z}[\mathbf{U}]-\tilde{Z}\left[\mathbf{U}_{a p}\right]\right)\right|_{\dot{H}_{*}^{1 / 2}} \leqslant \omega\left(\left|\mathbf{U}_{a p}\right|_{X_{\infty}^{m+s}}+\left|\mathbf{U}_{r}\right|_{X^{m+3}}\right)\left|\mathbf{U}_{r}\right|_{X^{m+3}} \tag{5.141}
\end{equation*}
$$

and, for $\gamma \geqslant 2$, and $\psi$ sufficiently smooth,

$$
\begin{equation*}
\left|\langle\partial\rangle^{m}\left(\partial^{\gamma} \tilde{Z}[\mathbf{U}] \psi\right)\right|_{\dot{H}_{*}^{1 / 2}} \leqslant \omega\left(\left|\mathbf{U}_{a p}\right|_{X_{\infty}^{m+s}}+|\mathbf{U}|_{X^{m+3}}\right)\left|\langle\partial\rangle^{m} \psi\right|_{\dot{H}_{*}^{1 / 2}} \tag{5.142}
\end{equation*}
$$

Going back to the proof of (5.141), we will denote

$$
\tilde{Z}_{1}[\eta, \varphi]=\frac{\mathcal{G}\left[\eta, a_{\varepsilon}\right] \varphi}{1+\left|\partial_{x} \eta\right|^{2}}, \quad Z_{2}[\eta, \varphi]=\frac{\partial_{x} \eta \partial_{x} \varphi}{1+\left|\partial_{x} \eta\right|^{2}} .
$$

We focus on $\tilde{Z}_{1}$, since it involves the DN operator, which implies more analysis. We have that

$$
\begin{align*}
\tilde{Z}_{1}[\mathbf{U}]-\tilde{Z}_{2}\left[\mathbf{U}_{a p}\right]= & \left(\frac{1}{1+\left|\partial_{x} \eta\right|^{2}}-\frac{1}{1+\left|\partial_{x} \eta_{a p}\right|^{2}}\right) \mathcal{G}\left[\eta_{a p}, a_{\varepsilon}\right] \varphi_{a p}  \tag{5.143}\\
& +\frac{1}{1+\left|\partial_{x} \eta\right|^{2}}\left(\mathcal{G}\left[\eta, a_{\varepsilon}\right]-\mathcal{G}\left[\eta_{a p}, a_{\varepsilon}\right]\right) \varphi_{a p}+\frac{1}{1+\left|\partial_{x} \eta\right|^{2}} \mathcal{G}\left[\eta, a_{\varepsilon}\right] \varphi
\end{align*}
$$

To treat the first term in (5.143), we use Proposition 5.27 and find

$$
\begin{aligned}
& \left|\langle\partial\rangle^{m+2}\left(\left(\frac{1}{1+\left|\partial_{x} \eta\right|^{2}}-\frac{1}{1+\left|\partial_{x} \eta_{a p}\right|^{2}}\right) \mathcal{G}\left[\eta_{a p}, a_{\varepsilon}\right] \varphi_{a p}\right)\right|_{\dot{H}_{*}^{1 / 2}} \\
& \quad \lesssim\left|\langle\partial\rangle^{m+2}\left(\frac{1}{1+\left|\partial_{x} \eta\right|^{2}}-\frac{1}{1+\left|\partial_{x} \eta_{a p}\right|^{2}}\right)\right|_{\dot{H}_{*}^{1 / 2}}\left|\langle\partial\rangle^{m+2}\left(\mathcal{G}\left[\eta_{a p}, a_{\varepsilon}\right] \varphi_{a p}\right)\right|_{W^{1, \infty}}
\end{aligned}
$$

We apply Proposition 5.27 several times and obtain

$$
\begin{equation*}
\left\|\langle\partial\rangle^{m+2}\left(\frac{1}{1+\left|\partial_{x} \eta\right|^{2}}-\frac{1}{1+\left|\partial_{x} \eta_{a p}\right|^{2}}\right)\right\|_{H^{1 / 2}} \lesssim \omega\left(\left\|\mathbf{U}_{a p}\right\|_{X^{m+s}}+\|\mathbf{U}\|_{X^{m+2}}\right)\left\|\mathbf{U}_{r}\right\|_{X^{m+3}} \tag{5.144}
\end{equation*}
$$

Also, from (5.133), we have

$$
\left\|\langle\partial\rangle^{m+2}\left(\mathcal{G}\left[\eta_{a p}, a_{\varepsilon}\right] \varphi_{a p}\right)\right\|_{W^{1, \infty}} \lesssim \omega\left(\left|\mathbf{U}_{a p}\right|_{X^{m+s}}\right) .
$$

Now, we focus, on the second term of 5.143 . We notice that if $\psi$ is sufficiently smooth,

$$
\begin{equation*}
\left|\langle\partial\rangle^{m+2}\left(\frac{1}{1+\left|\partial_{x} \eta\right|^{2}} \psi\right)\right|_{\dot{H}_{*}^{1 / 2}} \leqslant \omega\left(\left|\mathbf{U}_{a p}\right|_{X_{\infty}^{m+s}}+\left|\mathbf{U}_{r}\right|_{X^{m+3}}\right)|\psi|_{\dot{H}_{*}^{1 / 2}} \tag{5.145}
\end{equation*}
$$

Indeed, we can write

$$
\begin{aligned}
\left|\langle\partial\rangle^{m+2}\left(\frac{1}{1+\left|\partial_{x} \eta\right|^{2}} \psi\right)\right|_{\dot{H}_{*}^{1 / 2}} \leqslant & \left|\langle\partial\rangle^{m+2}\left(\left(\frac{1}{1+\left|\partial_{x} \eta\right|^{2}}+\frac{1}{1+\left|\partial_{x} \eta_{a p}\right|^{2}}\right) \psi\right)\right|_{\dot{H}_{*}^{1 / 2}} \\
& +\left|\langle\partial\rangle^{m+2}\left(\frac{1}{1+\left|\partial_{x} \eta\right|^{2}} \psi\right)\right|_{\dot{H}_{*}^{1 / 2}}
\end{aligned}
$$

Then, we use Proposition 5.27 and obtain

$$
\begin{aligned}
\left|\langle\partial\rangle^{m+2}\left(\frac{1}{1+\left|\partial_{x} \eta\right|^{2}} \psi\right)\right|_{\dot{H}_{*}^{1 / 2}} \leqslant & \left|\langle\partial\rangle^{m+2}\left(\frac{1}{1+\left|\partial_{x} \eta\right|^{2}}+\frac{1}{1+\left|\partial_{x} \eta_{a p}\right|^{2}}\right)\right|_{\dot{H}_{*}^{1 / 2}}\left|\langle\partial\rangle^{m+2} \psi\right|_{\dot{H}_{*}^{1 / 2}} \\
& +\left|\langle\partial\rangle^{m+2}\left(\frac{1}{1+\left|\partial_{x} \eta\right|^{2}}\right)\right|_{\dot{H}_{*}^{1 / 2}}\left|\langle\partial\rangle^{m+2} \psi\right|_{\dot{H}_{*}^{1 / 2}}
\end{aligned}
$$

We conclude (5.145) after applying Proposition 5.27 several times, like we did for (5.144). In particular, estimation (5.145) (and the fact that $|\cdot|_{\dot{H}^{1 / 2}} \leqslant|\cdot|_{H^{1}}$ ) implies

$$
\begin{aligned}
& \left|\langle\partial\rangle^{m+2}\left(\frac{1}{1+\left|\partial_{x} \eta\right|^{2}}\left(\mathcal{G}\left[\eta, a_{\varepsilon}\right]-\mathcal{G}\left[\eta_{a p}, a_{\varepsilon}\right]\right) \varphi_{a p}\right)\right|_{\dot{H}_{*}^{1 / 2}} \\
& \quad \leqslant \omega\left(\left|\mathbf{U}_{a p}\right|_{X_{\infty}^{m+s}}+\left|\mathbf{U}_{r}\right|_{X^{m+3}}\right)\left|\langle\partial\rangle^{m+2}\left(\left(\mathcal{G}\left[\eta, a_{\varepsilon}\right]-\mathcal{G}\left[\eta_{a p}, a_{\varepsilon}\right]\right) \varphi_{a p}\right)\right|_{H^{1}}
\end{aligned}
$$

Then, we need to understand the term $\left(\mathcal{G}\left[\eta, a_{\varepsilon}\right]-\mathcal{G}\left[\eta_{a p}, a_{\varepsilon}\right]\right) \varphi_{a p}$. Since $\eta=\eta_{r}+\eta_{\text {apa }}$, we write

$$
\partial^{2}\left(\mathcal{G}\left[\eta, a_{\varepsilon}\right]-\mathcal{G}\left[\eta_{a p}, a_{\varepsilon}\right]\right) \varphi_{a p}=\partial^{2}\left(\int_{0}^{1} D_{\eta} \mathcal{G}\left[s \eta_{r}+\eta_{a p}, a_{\varepsilon}\right] \varphi_{a p} \cdot \eta_{r} \mathrm{~d} s\right)
$$

In addition, we have that $\partial^{2}\left(D_{\eta} \mathcal{G}\left[s \eta_{r}+\eta_{a p}, a_{\varepsilon}\right] \varphi_{a p} \cdot \eta_{r}\right)$ can be express as a sum of terms such as

$$
\int_{0}^{1} D_{\eta}^{n} \mathcal{G}\left[s \eta_{r}+\eta_{a p}, a_{\varepsilon}\right] \partial^{\beta} \varphi_{a p} \cdot\left(\eta_{r}^{\gamma_{1}}, \partial^{\gamma_{2}} h_{1}, \cdots, \partial^{\gamma_{n}} h_{n-1}\right) \mathrm{d} s
$$

$n \geqslant 1, h_{\mathrm{i}} \in\left\{\eta_{r}, \eta_{a p}\right\}, \gamma \leqslant 2,1 \leqslant \mathrm{i} \leqslant n-1$. Thus, we can use equation (5.135) from Proposition 5.29, like we did in Step 1, to get

$$
\left|\langle\partial\rangle^{m+2}\left(\left(\mathcal{G}\left[\eta, a_{\varepsilon}\right]-\mathcal{G}\left[\eta_{a p}, a_{\varepsilon}\right]\right) \varphi_{a p}\right)\right|_{H^{1}} \leqslant \omega\left(\left|\mathbf{U}_{a p}\right|_{X_{\infty}^{m+s}}+\left|\mathbf{U}_{r}\right|_{X^{m+3}}\right)\left|\mathbf{U}_{r}\right|_{X^{m+3}}
$$

which ultimately leads to

$$
\left|\langle\partial\rangle^{m+2}\left(\frac{1}{1+\left|\partial_{x} \eta\right|^{2}}\left(\mathcal{G}\left[\eta, a_{\varepsilon}\right]-\mathcal{G}\left[\eta_{a p}, a_{\varepsilon}\right]\right) \varphi_{a p}\right)\right|_{\dot{H}_{*}^{1 / 2}} \leqslant \omega\left(\left|\mathbf{U}_{a p}\right|_{X_{\infty}^{m+s}}+\left|\mathbf{U}_{r}\right|_{X^{m+3}}\right)\left|\mathbf{U}_{r}\right|_{X^{m+3}} .
$$

Finally, we deal with the third term in (5.143). To do so, we can argue as for the second term in (5.143), but using Proposition 5.28.

We have concluded that

$$
\left|\langle\partial\rangle^{m+2}\left(\tilde{Z}_{1}[\mathbf{U}]-\tilde{Z}_{1}\left[\mathbf{U}_{a p}\right]\right)\right|_{\dot{H}_{*}^{1 / 2}} \leqslant \omega\left(\left|\mathbf{U}_{a p}\right|_{X_{\infty}^{m+s}}+\left|\mathbf{U}_{r}\right|_{X^{m+3}}\right)\left|\mathbf{U}_{r}\right|_{X^{m+3}} .
$$

We are left to prove that

$$
\left|\langle\partial\rangle^{m+2}\left(\tilde{Z}_{2}[\mathbf{U}]-\tilde{Z}_{2}\left[\mathbf{U}_{a p}\right]\right)\right|_{\dot{H}_{*}^{1 / 2}} \leqslant \omega\left(\left|\mathbf{U}_{a p}\right|_{X_{\infty}^{m+s}}+\left|\mathbf{U}_{r}\right|_{X^{m+3}}\right)\left|\mathbf{U}_{r}\right|_{X^{m+3}},
$$

which follows after using Proposition 5.27 several times. Hence, we have proven 5.141 .

To prove 5.142), since $\gamma \geqslant 2$, we write

$$
\left|\langle\partial\rangle^{m}\left(\partial^{\gamma} \tilde{Z}[\mathbf{U}] \psi\right)\right|_{\dot{H}_{*}^{1 / 2}} \leqslant\left|\langle\partial\rangle^{m}\left(\partial^{\gamma}\left(\tilde{Z}[\mathbf{U}]-\tilde{Z}\left[\mathbf{U}_{a p}\right]\right) \psi\right)\right|_{\dot{H}_{*}^{1 / 2}}+\left|\langle\partial\rangle^{m}\left(\partial^{\gamma} \tilde{Z}\left[\mathbf{U}_{a p}\right] \psi\right)\right|_{\dot{H}_{*}^{1 / 2}}
$$

For the first term, we use (5.141) along with Proposition 5.27. For the second term, we use Proposition 5.29. We conclude the proof of estimation (5.142).

Step 3: Use (5.141 to show that

$$
\begin{equation*}
\left|\langle\partial\rangle^{m+2}\left(\tilde{v}[\mathbf{U}]-\tilde{v}\left[\mathbf{U}_{a p}\right]\right)\right|_{\dot{H}_{*}^{1 / 2}} \leqslant \omega\left(\left|\mathbf{U}_{a p}\right|_{X_{\infty}^{m+s}}+\left|\mathbf{U}_{r}\right|_{X^{m+3}}\right)\left|\mathbf{U}_{r}\right|_{X^{m+3}} \tag{5.146}
\end{equation*}
$$

and, for $\gamma \geqslant 2$ and $\psi$ smooth enough,

$$
\begin{equation*}
\left|\langle\partial\rangle^{m}\left(\partial^{\gamma} \tilde{v}[\mathbf{U}] \psi\right)\right|_{\dot{H}_{*}^{1 / 2}} \leqslant \omega\left(\left|\mathbf{U}_{a p}\right|_{X_{*}^{m+s}}+\left|\mathbf{U}_{r}\right|_{X^{m+3}}\right)\left|\langle\partial\rangle^{m} \psi\right|_{X^{m+3}} . \tag{5.147}
\end{equation*}
$$

From the definition of $\tilde{v}$, we have that

$$
\tilde{v}[\mathbf{U}]-\tilde{v}\left[\mathbf{U}_{a p}\right]=\partial_{x} \varphi_{r}-\left(\left(\tilde{Z}[\mathbf{U}]-\tilde{Z}\left[\mathbf{U}_{a p}\right]\right) \partial_{x} \eta_{a p}+\tilde{Z}[\mathbf{U}] \partial_{x} \eta_{r}\right)
$$

Thus, from (5.141) and 5.142, using again Proposition 5.27, we obtain 5.146). Estimation (5.147) is a result of following a similar reasoning as for equation (5.142), with (5.146).

Step 4: We prove that

$$
\begin{align*}
& \left|\langle\partial\rangle^{m}\left(\left[\partial_{t}^{2}, \tilde{v}[\mathbf{U}]\right] \partial_{t} \partial_{x} \varphi-\left[\partial_{t}^{2}, \tilde{v}\left[\mathbf{U}_{a p}\right]\right] \partial_{t} \partial_{x} \varphi_{a p}\right)\right|_{\dot{H}_{*}^{1 / 2}} \\
& \quad \leqslant \omega\left(\left|\mathbf{U}_{a p}\right|_{X_{\infty}^{m+s}}+\left|\mathbf{U}_{r}\right|_{X^{m+3}}\right)\left|\mathbf{U}_{r}\right|_{X^{m+3}}, \tag{5.148}
\end{align*}
$$

and

$$
\begin{align*}
& \left|\langle\partial\rangle^{m}\left(\left[\partial_{t}^{2}, \tilde{Z}[\mathbf{U}] \mathcal{G}\left[\eta, a_{\varepsilon}\right]\right] \partial_{t} \varphi-\left[\partial_{t}^{2}, \tilde{Z}\left[\mathbf{U}_{a p}\right] \mathcal{G}\left[\eta_{a p}, a_{\varepsilon}\right]\right] \partial_{t} \varphi_{a p}\right)\right|_{\dot{H}_{*}^{1 / 2}}  \tag{5.149}\\
& \quad \leqslant \omega\left(\left|\mathbf{U}_{a p}\right|_{X_{\infty}^{m+s}}+\left|\mathbf{U}_{r}\right|_{X^{m+3}}\right)\left|\mathbf{U}_{r}\right|_{X^{m+3}} .
\end{align*}
$$

Estimation (5.149) involves the DN operator, a nonlinear (nonlocal) term that deals with the surface and bottom, which means that it is much more challenging than estimation (5.148). Therefore, we shall focus in (5.149); (5.148) follows using similar arguments.

The commutator $\left[\partial_{t}^{2}, \tilde{Z}[\mathbf{U}] \mathcal{G}\left[\eta, a_{\varepsilon}\right]\right] \partial_{t} \varphi$ can be expressed as a sum of terms like the following

$$
\mathcal{O}[\mathbf{U}]=\partial^{\gamma_{0}} \tilde{Z}[\mathbf{U}] D_{\eta}^{n} \mathcal{G}\left[\eta, a_{\varepsilon}\right] \partial_{t} \partial^{\beta} \varphi \cdot\left(\partial^{\gamma_{1}} \eta, \ldots, \partial^{\gamma_{n}}\right)
$$

the parameters under the conditions $\beta \leqslant 1$ and $\gamma_{\mathrm{i}} \leqslant 2$, for $0 \leqslant \mathrm{i} \leqslant n$. Such decomposition work for $\left[\partial_{t}^{2}, \tilde{Z}\left[\mathbf{U}_{a p}\right] \mathcal{G}\left[\eta_{a p}, a_{\varepsilon}\right]\right] \partial_{t} \varphi_{a p}$ as well, substituting $\mathcal{O}[\mathbf{U}]$ by $\mathcal{O}\left[\mathbf{U}_{a p}\right]$. We write

$$
\begin{align*}
\mathcal{O}[\mathbf{U}]-\mathcal{O}\left[\mathbf{U}_{a p}\right]= & \left(\partial^{\gamma_{0}} \tilde{Z}[\mathbf{U}]-\partial^{\gamma_{0}} \tilde{Z}\left[\mathbf{U}_{a p}\right]\right) D_{\eta}^{n} \mathcal{G}\left[\eta_{a p}, a_{\varepsilon}\right] \partial_{t} \partial^{\beta} \varphi_{a p} \cdot\left(\partial^{\gamma_{1}} \eta_{a p}, \ldots, \partial^{\gamma_{n}} \eta_{a p}\right) \\
& +\partial^{\gamma_{0}} \tilde{Z}[\mathbf{U}]\left(D_{\eta}^{n} \mathcal{G}\left[\eta, a_{\varepsilon}\right]-D_{\eta}^{n} \mathcal{G}\left[\eta_{a p}, a_{\varepsilon}\right]\right) \partial_{t} \partial^{\beta} \varphi_{a p} \cdot\left(\partial^{\gamma_{1}} \eta_{a p}, \ldots, \partial^{\gamma_{n}} \eta_{a p}\right) \\
& +\partial^{\gamma_{0}} \tilde{Z}[\mathbf{U}] D_{\eta}^{n} \mathcal{G}\left[\eta, a_{\varepsilon}\right] \partial_{t} \partial^{\beta} \varphi_{a p} \cdot\left(\partial^{\gamma_{1}} \eta_{a p}, \ldots, \partial^{\gamma_{n}} \eta_{a p}\right)+\mathcal{O}_{\Sigma} \\
:= & \mathcal{O}_{1}+\mathcal{O}_{2}+\mathcal{O}_{3}+\mathcal{O}_{\Sigma}, \tag{5.150}
\end{align*}
$$

where $\mathcal{O}_{\Sigma}$ is a sum of terms such as

$$
\mathcal{O}_{\Sigma_{l}}=\partial^{\gamma_{0}} \tilde{Z}[\mathbf{U}] D_{\eta}^{n} \mathcal{G}\left[\eta, a_{\varepsilon}\right] \partial_{t} \partial^{\beta} \varphi_{a p} \cdot\left(\partial^{\bar{\gamma}_{1}} \eta_{a p}, \ldots, \partial^{\bar{\gamma}_{l}} \eta_{a p}, \partial^{\bar{\gamma}_{l+1}} \eta_{r}, \ldots, \partial^{\bar{\gamma}_{l+1}} \eta_{r},\right)
$$

for $\bar{\gamma}_{\mathrm{i}} \in\left\{\gamma_{1}, \ldots, \gamma_{n}\right\}$, for all $1 \leqslant \mathrm{i} \leqslant n$ and $l$ is such that $l \leqslant n-1$.
To deal with the first term of (5.150), we use Proposition 5.27, along with the second equation of Proposition 5.29, 5.134, and the estimation proved in Step 2, 5.141. Then, since $\gamma_{0}$, we have that

$$
\begin{aligned}
& \left|\langle\partial\rangle^{m} \mathcal{O}_{1}\right|_{\dot{H}_{*}^{1 / 2}} \\
& \quad \lesssim\left\|\langle\partial\rangle^{m} D_{\eta}^{n} \mathcal{G}\left[\eta_{a p}, a_{\varepsilon}\right] \partial_{t} \partial^{\beta} \varphi_{a p} \cdot\left(\partial^{\gamma_{1}} \eta_{a p}, \ldots, \partial^{\gamma_{n}} \eta_{a p}\right)\right\|_{W^{1, \infty}}\left|\langle\partial\rangle^{m+2}\left(\tilde{Z}[\mathbf{U}]-\tilde{Z}\left[\mathbf{U}_{a p}\right]\right)\right|_{\dot{H}_{*}^{1 / 2}} \\
& \quad \leqslant \omega\left(\left|\mathbf{U}_{a p}\right|_{X_{\infty}^{m+s}}+\left|\mathbf{U}_{r}\right|_{X^{m+3}}\right)\left|\mathbf{U}_{r}\right|_{X^{m+3}}
\end{aligned}
$$

For the third term in (5.150), we use (5.142), from the Step 2, and find that

$$
\left|\langle\partial\rangle^{m} \mathcal{O}_{3}\right|_{\dot{H}_{*}^{1 / 2}} \leqslant \omega\left(\left|\mathbf{U}_{a p}\right|_{X_{\infty}^{m+s}}+\left|\mathbf{U}_{r}\right|_{X^{m+3}}\right)\left|\langle\partial\rangle^{m}\left(D_{\eta}^{n} \mathcal{G}\left[\eta, a_{\varepsilon}\right] \partial_{t} \partial^{\beta} \varphi_{a p} \cdot\left(\partial^{\gamma_{1}} \eta_{a p}, \ldots, \partial^{\gamma_{n}} \eta_{a p}\right)\right)\right|_{\dot{H}_{*}^{1 / 2}}
$$

Then, we use 5.131) from Proposition 5.28 with $l=n$, and obtain

$$
\begin{aligned}
\mid\langle\partial\rangle^{m} & \left.\left(D_{\eta}^{n} \mathcal{G}\left[\eta, a_{\varepsilon}\right] \partial_{t} \partial^{\beta} \varphi_{a p} \cdot\left(\partial^{\gamma_{1}} \eta_{a p}, \ldots, \partial^{\gamma_{n}} \eta_{a p}\right)\right)\right|_{\dot{H}_{*}^{1 / 2}} \\
& \leqslant \omega\left(\left|\mathbf{U}_{a p}\right|_{X_{\infty}^{m+s}}+\left|\mathbf{U}_{r}\right|_{X^{m+3}}\right)\left|\langle\mathfrak{B} \partial\rangle^{m+1} \partial_{t} \partial^{\beta} \varphi_{r}\right|_{H^{1+1 / 2}} \\
& \leqslant \omega\left(\left|\mathbf{U}_{a p}\right|_{X_{\infty}^{m+s}}+\left|\mathbf{U}_{r}\right|_{X^{m+3}}\right)\left|\langle\partial\rangle^{m+3} \varphi_{r}\right|_{\dot{H}_{*}^{1 / 2}} \\
& \leqslant \omega\left(\left|\mathbf{U}_{a p}\right|_{X_{\infty}^{m+s}}+\left|\mathbf{U}_{r}\right|_{X^{m+3}}\right)\left|\mathbf{U}_{r}\right|_{X^{m+3}}
\end{aligned}
$$

For the term $\mathcal{O}_{2}$, we reason as we did for $\mathcal{O}_{3}$. Finally, we estimate $\mathcal{O}_{\Sigma_{l}}$ by using equation (5.142) and (5.131) (as we did for $\mathcal{O}_{3}$ ) for the terms involving $\varphi_{r}$ (recall that $\varphi=\varphi_{r}+\varphi_{a p}$ ), and (5.135) for the terms with $\varphi_{a p}$.

Step 5: We show the estimations

$$
\begin{align*}
& \left|\langle\partial\rangle^{m}\left(\left[\partial_{t}^{2}, \tilde{Z}[\mathbf{U}] \tilde{v}[\mathbf{U}]\right] \partial_{t} \partial_{x} \eta-\left[\partial_{t}^{2}, \tilde{Z}\left[\mathbf{U}_{a p}\right] \tilde{v}\left[\mathbf{U}_{a p}\right]\right] \partial_{t} \partial_{x} \eta_{a p}\right)\right|_{\dot{H}_{*}^{1 / 2}}  \tag{5.151}\\
& \quad \leqslant \omega\left(\left|\mathbf{U}_{a p}\right|_{X_{\infty}^{m+s}}+\left|\mathbf{U}_{r}\right|_{X^{m+3}}\right)\left|\mathbf{U}_{r}\right|_{X^{m+3}}
\end{align*}
$$

and

$$
\begin{align*}
& \left|\langle\partial\rangle^{m}\left(\left[\partial_{t}^{2}, \tilde{Z}[\mathbf{U}] D_{\eta} \mathcal{G}\left[\eta, a_{\varepsilon}\right] \varphi\right] \cdot \partial_{t} \eta-\left[\partial_{t}^{2}, \tilde{Z}\left[\mathbf{U}_{a p}\right] D_{\eta} \mathcal{G}\left[\eta_{a p}, a_{\varepsilon}\right] \varphi_{a p}\right] \cdot \partial_{t} \eta_{a p}\right)\right|_{\dot{H}_{*}^{1 / 2}}  \tag{5.152}\\
& \quad \leqslant \omega\left(\left|\mathbf{U}_{a p}\right|_{X_{\infty}^{m+s}}+\left|\mathbf{U}_{r}\right|_{X^{m+3}}\right)\left|\mathbf{U}_{r}\right|_{X^{m+3}}
\end{align*}
$$

Again, as in Step 4, we shall only give the proof of (5.152), since (5.151) follows from similar (less challenging) arguments. The commutator $\left[\partial_{t}^{2}, \tilde{Z}[\mathbf{U}] D_{\eta} \mathcal{G}\left[\eta, a_{\varepsilon}\right] \partial^{\beta} \varphi\right] \cdot \partial_{t} \eta$ con be expanded as a sum of terms such as

$$
\partial^{\gamma_{0}} \tilde{Z}[\mathbf{U}] D_{\eta}^{n} D_{\eta} \mathcal{G}\left[\eta, a_{\varepsilon}\right] \partial^{\beta} \varphi \cdot\left(\partial^{\gamma_{1}}, \ldots \partial^{\gamma_{n-1}} \partial_{t} \partial^{\gamma} \eta\right)
$$

with $n \geqslant 1, \gamma_{0}+\ldots \gamma_{n-1}+\beta+\gamma=2, \gamma \leqslant 1$. Then, the proof of 5.152 is concluded using the estimations in Step 4.

Step 6: We prove that

$$
\begin{align*}
& \left|\langle\partial\rangle^{m}\left(D^{2} \mathcal{P}[\eta] \cdot\left(\partial_{x} \partial_{t} \eta, \partial_{x} \partial_{t} \eta, \partial_{x} \partial_{t} \eta\right)-D^{2} \mathcal{P}\left[\eta_{a p}\right] \cdot\left(\partial_{x} \partial_{t} \eta_{a p}, \partial_{x} \partial_{t} \eta_{a p}, \partial_{x} \partial_{t} \eta_{a p}\right)\right)\right|_{\dot{H}_{*}^{1 / 2}} \\
& \quad \leqslant \omega\left(\left|\mathbf{U}_{a p}\right|_{X_{\infty}^{m+s}}+\left|\mathbf{U}_{r}\right|_{X^{m+3}}\right)\left|\mathbf{U}_{r}\right|_{X^{m+3}} \tag{5.153}
\end{align*}
$$

Estimation 5.153) follows from the definition of $\mathcal{P}$ and Moser type estimates.
Step 7: Conclude that

$$
\begin{equation*}
\left|\langle\partial\rangle^{m}\left(\mathcal{R}_{2}[\mathbf{U}]-\mathcal{R}_{1} 2\left[\mathbf{U}_{a p}\right]\right)\right|_{\dot{H}_{*}^{1 / 2}} \leqslant \omega\left(\left|\mathbf{U}_{a p}\right|_{X_{\infty}^{m+s}}+\left|\mathbf{U}_{r}\right|_{X^{m+3}}\right)\left|\mathbf{U}_{r}\right|_{X^{m+3}} \tag{5.154}
\end{equation*}
$$

Recall the definition of $\mathcal{R}_{2}$ :

$$
\begin{aligned}
\mathcal{R}_{2}[\mathbf{U}]= & -\left[\partial_{t}^{2}, \tilde{v}\right] \partial_{x} \partial_{t} \varphi+\left[\partial_{t}^{2}, \tilde{Z} G\left[\eta, a_{\varepsilon}\right] \partial_{t} \varphi\right] \cdot \partial_{t} \eta \\
& +\left[\partial_{t}^{2}, \tilde{Z} \tilde{v}\right] \partial_{x} \partial_{t} \eta+D^{2} \mathcal{P}[\eta] \cdot\left(\partial_{x} \partial_{t} \eta, \partial_{x} \partial_{t} \eta, \partial_{x} \partial_{t} \eta\right)
\end{aligned}
$$

Then, (5.154) is a consequence of Steps 4, 5 and 6.
We have completed the proof of Proposition 5.30.
Now, we can return to the proof of Proposition 5.26, that is, the estimation for $\mathcal{R}[\mathbf{U}]-$ $\mathcal{R}\left[\mathbf{U}_{a p}\right]+J\left(\Lambda[\mathbf{U}]-\Lambda\left[\mathbf{U}_{a p}\right]\right) \partial_{t}^{3} \mathbf{U}_{a p}$. Since we already dealt with the $\mathcal{R}$ terms in Proposition 5.30 , we are left to prove that

$$
\begin{equation*}
\left|\langle\partial\rangle^{m}\left(J\left(\Lambda[\mathbf{U}]-\Lambda\left[\mathbf{U}_{a p}\right]\right) \partial_{t}^{3} \mathbf{U}_{a p}\right)_{1}\right|_{H^{1}} \leqslant \omega\left(\left|\mathbf{U}_{a p}\right|_{X_{\infty}^{m+s}}+\left|\mathbf{U}_{r}\right|_{X^{m+3}}\right)\left|\mathbf{U}_{r}\right|_{X^{m+3}} \tag{5.155}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\langle\partial\rangle^{m}\left(J\left(\Lambda[\mathbf{U}]-\Lambda\left[\mathbf{U}_{a p}\right] \partial_{t}^{3} \mathbf{U}_{a p}\right)\right)_{2}\right|_{\dot{H}_{*}^{1 / 2}} \leqslant \omega\left(\left|\mathbf{U}_{a p}\right|_{X_{\infty}^{m+s}}+\left|\mathbf{U}_{r}\right|_{X^{m+3}}\right)\left|\mathbf{U}_{r}\right|_{X^{m+3}} \tag{5.156}
\end{equation*}
$$

Recall from the definition of $\Lambda$ that

$$
\left(J \Lambda[\mathbf{U}] \partial_{t}^{3} \mathbf{U}_{a p}\right)_{1}=-\partial_{x}\left(\tilde{v}[\mathbf{U}] \partial_{t}^{3} \eta_{a p}\right)-\mathcal{G}\left[\eta, a_{\varepsilon}\right]\left(\tilde{Z}[\mathbf{U}] \partial_{t}^{3} \eta_{a p}\right)+\mathcal{G}[\eta, a \varepsilon] \partial_{t}^{3} \varphi_{a p}
$$

and

$$
\begin{aligned}
\left(J \Lambda[\mathbf{U}] \partial_{t}^{3} \mathbf{U}_{a p}\right)_{2}= & -\tilde{v}[\mathbf{U}] \partial_{x} \partial_{t}^{3} \varphi+\tilde{Z}[\mathbf{U}] G\left[\eta, a_{\varepsilon}\right] \partial_{t}^{3} \varphi-\tilde{Z}[\mathbf{U}] \mathcal{G}\left[\eta, a_{\varepsilon}\right]\left(\tilde{Z}[\mathbf{U}] \partial_{t}^{3} \eta\right) \\
& -\left(g+\tilde{Z}[\mathbf{U}] \partial_{x} \tilde{v}[\mathbf{U}]\right) \partial_{t}^{3} \eta+\mathcal{P}[\eta] \partial_{t}^{3} \eta
\end{aligned}
$$

We observe that the terms are of the same nature as the ones we estimated above. Thus, just like we did previous estimations, to prove (5.156), it suffices to make use of Propositions 5.28, 5.29 and Steps 2 and 3 of Proposition 5.30.

## A.4.3 Proof of Proposition 5.25

Before we begin the proof, we shall give some useful estimations regarding the subprincipal term $\mathcal{Q}[\mathbf{U}]-\mathcal{Q}\left[\mathbf{U}_{a p}\right]$.

Proposition 5.31. For $m \geqslant 2$ and $s \geqslant 5$, we have that

$$
\left\|\langle\partial\rangle^{m}\left(\mathcal{Q}_{1}[\boldsymbol{U}]-\mathcal{Q}_{1}\left[\boldsymbol{U}_{a p}\right]\right)\right\|_{H^{-1 / 2}} \leqslant \omega\left(\left|\boldsymbol{U}_{a p}\right|_{X_{\infty}^{m+s}}+\left|\boldsymbol{U}_{r}\right|_{X^{m+3}}\right)\left|\boldsymbol{U}_{r}\right|_{X^{m+2}}
$$

and

$$
\left\|\langle\partial\rangle^{m}\left(\mathcal{Q}_{2}[\boldsymbol{U}]-\mathcal{Q}_{2}\left[\boldsymbol{U}_{a p}\right]\right)\right\|_{H^{-1}} \leqslant \omega\left(\left|\boldsymbol{U}_{a p}\right|_{X_{\infty}^{m+s}}+\left|\boldsymbol{U}_{r}\right|_{X^{m+3}}\right)\left|\boldsymbol{U}_{r}\right|_{X^{m+2}}
$$

The proof is essentially a consequence of Propositions 5.28, 5.29 and Steps 2 and 3 of Proposition 5.30. We shall omit it. However, see [88, Proposition 7.27] for more details.

As in [88, we shall give the energy estimates on the equation satisfied by $\mathbf{W}=R[\mathbf{U}] \partial_{t}^{3} \mathbf{U}_{r}$, where $R[\mathbf{U}]$ is defined as

$$
R[\mathbf{U}]=\left(\begin{array}{cc}
1 & 0 \\
-\tilde{Z}[\mathbf{U}] & 1
\end{array}\right) .
$$

We find that $\mathbf{W}$ solves the problem

$$
\begin{equation*}
\partial_{t} \mathbf{W}=J\left(L[\mathbf{U}] \mathbf{W}-J R J\left(\mathcal{Q}[\mathbf{U}]-\mathcal{Q}\left[\mathbf{U}_{a p}\right]\right)\right)+R \mathbf{S} \tag{5.157}
\end{equation*}
$$

for $\mathbf{L}$ defined such as $L[\mathbf{U}]=\left(R[\mathbf{U}]^{-1}\right)^{t} \Lambda[\mathbf{U}] R[\mathbf{U}]^{-1}$.
We present the following result, regarding the quadratic form associated to $L[\mathbf{U}]$ :
Proposition 5.32. We have the estimates

$$
\begin{aligned}
& (L[\boldsymbol{U}] \boldsymbol{W}, \boldsymbol{W})+\|\boldsymbol{W}\|_{L^{2}}^{2} \geqslant \frac{|\boldsymbol{W}|_{X^{0}}}{\omega\left(\left|\boldsymbol{U}_{a p}\right|_{X_{\infty}^{7}}+\left|\boldsymbol{U}_{r}\right|_{X^{5}}\right)} \\
& (L[\boldsymbol{U}] \boldsymbol{W}, \boldsymbol{v}) \leqslant \omega\left(\left|\boldsymbol{U}_{a p}\right|_{X_{\infty}^{7}}+\left|\boldsymbol{U}_{r}\right|_{X^{5}}\right)|\boldsymbol{W}|_{X^{0}}|\boldsymbol{V}|_{X^{0}} .
\end{aligned}
$$

Moreover, for $m \geqslant 2$ and $s \geqslant 5$, if $\alpha \leqslant m$,

$$
\left|\left(\left[\partial_{t, x}^{\alpha}, L[\boldsymbol{U}]\right] \boldsymbol{W}, \boldsymbol{V}\right)\right| \leqslant \omega\left(\left|\boldsymbol{U}_{a p}\right|_{X_{\infty}^{m+s}}+\left|\boldsymbol{U}_{r}\right|_{X^{m+3}}\right)|\boldsymbol{W}|_{X^{m}}|\boldsymbol{V}|_{X^{0}}
$$

This is, again, a consequence of of Propositions $5.28,5.29$ and Steps 2 and 3 of Proposition 5.30, along with Sobolev embedding inequalities. We shall omit it. See [88, Proposition 7.28] for more details.

Thanks to Step 2 of Proposition 5.30, for $s \geqslant 5$, we have that

$$
|\mathbf{W}|_{X^{m}} \leqslant \omega\left(\left|\mathbf{U}_{a p}\right|_{X_{\infty}^{m+s}}+\left|\mathbf{U}_{r}\right|_{X^{m+3}}\right)\left|\mathbf{U}_{r}\right|_{X^{m+3}}
$$

and

$$
\left|\mathbf{U}_{r}\right|_{X^{m+3}} \leqslant \omega\left(\left|\mathbf{U}_{a p}\right|_{X_{\infty}^{m+s}}+\left|\mathbf{U}_{r}\right|_{X^{m+3}}\right)\left(|\mathbf{W}|_{X^{m}}\left|\mathbf{U}_{r}\right|_{X^{3}}\right) .
$$

Ultimately, this means taht it is equivalent to estimate $\mathbf{W}$ or $\partial_{t}^{3} \mathbf{U}_{r}$. We thus consider the equation solved by

$$
\begin{equation*}
\partial_{t} \partial^{\alpha} \mathbf{W}=J\left(L[\mathbf{U}] \partial^{\alpha} \mathbf{W}+\left[\partial^{\alpha}, L[\mathbf{U}]\right] \mathbf{W}-\partial^{\alpha} J R J\left(\mathcal{Q}[\mathbf{U}]-\mathcal{Q}\left[\mathbf{U}_{a p}\right]\right)\right)+\partial^{\alpha}(R \mathbf{S}) \tag{5.158}
\end{equation*}
$$

We take the $L^{2}$ scalar product of (5.158) with

$$
\mathcal{M}=L[\mathbf{U}] \partial^{\alpha} \mathbf{W}+\left[\partial^{\alpha}, L[\mathbf{U}]\right] \mathbf{W}-\partial^{\alpha} J R J\left(\mathcal{Q}[\mathbf{U}]-\mathcal{Q}\left[\mathbf{U}_{a p}\right]\right)
$$

From the skew symmetry of $J$ and the symmetry of $L[\mathbf{U}]$, we get the identity

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\frac{1}{2}\left(\partial^{\alpha} \mathbf{W}, L[\mathbf{U}] \partial^{\alpha} W\right)+\mathcal{I}^{\alpha}\right)=\mathcal{J}^{\alpha} \tag{5.159}
\end{equation*}
$$

where

$$
\begin{aligned}
\mathcal{I}^{\alpha}= & \left(\partial^{\alpha} \mathbf{W},\left[\partial^{\alpha}, L[\mathbf{U}]\right] \mathbf{W}\right)-\left(\partial^{\alpha} \mathbf{W}, \partial^{\alpha}\left(J R[\mathbf{U}] J\left(\mathcal{Q}[\mathbf{U}]-\mathcal{Q}\left[\mathbf{U}_{a p}\right]\right)\right),\right) \\
\mathcal{J}^{\alpha}= & \frac{1}{2}\left(\partial^{\alpha} \mathbf{W},\left[\partial_{t}, L[\mathbf{U}]\right] \partial^{\alpha} \mathbf{W}\right)+\left(\partial^{\alpha} \mathcal{W}, \partial_{t}\left[\partial^{\alpha}, L[\mathbf{U}]\right] \mathbf{W}\right) \\
& -\left(\partial^{\alpha} \mathbf{W}, \partial_{t} \partial^{\alpha}\left(J R[\mathbf{U}] J\left(\mathcal{Q}[\mathbf{U}]-\mathcal{Q}\left[\mathbf{U}_{a p}\right]\right)\right)\right)+\left(\mathcal{M}, \partial^{\alpha}(R[\mathbf{U}] \mathbf{S})\right) .
\end{aligned}
$$

We give the following proposition, that estimates each term arising in the energy identity (5.159).

Lemma 5.33. We have the estimates

$$
\left|\mathcal{J}^{\alpha}\right| \leqslant \omega\left(\left|\boldsymbol{U}_{a p}\right|_{X_{\infty}^{m+s}}+\left|\boldsymbol{U}_{r}\right|_{X^{m+3}}\right)\left(\left|\boldsymbol{U}_{r}\right|_{X^{m+3}}|\boldsymbol{S}|_{X^{m}}+\left|\boldsymbol{U}_{r}\right|_{X^{3}}^{2}\right) \quad|\alpha| \leqslant m
$$

and

$$
\left|\mathcal{I}^{\alpha}\right| \leqslant \omega\left(\left|\boldsymbol{U}_{a p}\right|_{X_{\infty}^{m+s}}+\left|\boldsymbol{U}_{r}\right|_{X^{m+3}}\right)\left|\boldsymbol{U}_{r}\right|_{X^{m+3}}\left|\boldsymbol{U}_{r}\right|_{X^{m}+2} \quad|\alpha| \leqslant m .
$$

Lemma follows from Propositions 5.31 and 5.32. For a proof in the case three dimensional can be found in [16, Lemma 7.31].

We also consider the following estimate
Lemma 5.34. Let $\boldsymbol{U}_{r}$ be a solution of 5.85. Then, for $m \geqslant 2$ and $s \geqslant 5$,

$$
\frac{\mathrm{d}}{\mathrm{~d} t}|\boldsymbol{U}(t)|_{X^{3}}^{2} \leqslant \omega\left(\left|\boldsymbol{r}_{a p}\right|_{X^{3}}+\left|\boldsymbol{U}_{a p}\right|_{X_{t}^{m+s}}+\left|\boldsymbol{U}_{r}\right|_{X_{t}^{m+3}}\right)\left|\boldsymbol{U}_{r}\right|_{X^{m+3}}^{2} .
$$

Moreover, we have the estimate

$$
\left|\partial_{t}^{l} \boldsymbol{U}\right|_{L^{2}}^{2} \leqslant \omega\left(\left|\boldsymbol{U}_{a p}\right|_{X_{\infty}^{m+s}}+\left|\boldsymbol{U}_{r}\right|_{X^{m+3}}\right)\left(\left|\partial_{x} \partial_{t}^{l-1} \boldsymbol{U}_{r}\right|_{X^{0}}+\left|\boldsymbol{U}_{r}\right|_{X^{2}}^{2}+\left|\boldsymbol{r}_{a p}\right|_{X^{m}}^{2}\right) \quad 4 \leqslant l \leqslant m+3
$$

Proof. To prove the first estimation, it suffices ti multiply by $(\eta, \mathfrak{B} \varphi)^{t}$, integrate in $\mathbb{R}$ and use the same kind of estimates we have been using before, such as 5.127) Proposition 5.27 and Proposition 5.29.

For the second estimation, one should apply $\partial_{t}^{l-1}$ to (5.126), taking the $L^{2}$-norm and using the typical estimations used in Propositions 5.28 and 5.29 .

Now, let as define the energy

$$
\tilde{\mathcal{H}}_{\alpha}(t)=\frac{1}{2}\left(\partial^{\alpha} \mathbf{W}, L[\mathbf{U}] \partial^{\alpha} \mathbf{W}\right)+\mathcal{I}^{\alpha} .
$$

We also define for $m \geqslant 2,1 \leqslant l \leqslant m, \tau \in[t, 0], t \leqslant 0$,

$$
\tilde{\mathcal{H}}_{m}(\tau)=\sum_{1 \leqslant l \leqslant m} \Gamma^{m-1} \tilde{\mathcal{H}}_{l, m}(\tau)+\Gamma\left|\mathbf{U}_{r}(\tau)\right|_{X^{3}}^{2}
$$

for $\Gamma$ large and

$$
\tilde{\mathcal{H}}_{l, m}=\sum_{\substack{1 \leqslant|\alpha| \leqslant l \\ \alpha^{\prime} \neq 0}} \tilde{\mathcal{H}}_{\alpha}+\Gamma \sum_{\substack{1 \leqslant|\alpha| \leqslant l \\ \alpha^{\prime}=0}} \tilde{\mathcal{H}}_{\alpha}
$$

for $\alpha^{\prime}$ denoting the time derivative represented by $\alpha$, that is, $\alpha=\left(\alpha^{\prime}, \alpha^{x}\right)$.
Lemma 5.35 ( [16, Lemma 7.35] ). For every $t \leqslant 0$, there exists $\Gamma$ such that for every $\tau \in(t, 0)$, we have that

$$
\tilde{\mathcal{H}}_{m}(\tau) \geqslant \frac{|\boldsymbol{U}(\tau)|_{X^{m+3}}}{\omega\left(\left|\boldsymbol{U}_{a p}\right|_{X_{\infty, t}^{m+s}}+\left|\boldsymbol{U}_{r}\right|_{X_{t}^{m+3}}\right)}
$$

We now can complete the proof of Proposition 5.25. From (5.159) and Lemma 5.33, we get for $t \leqslant \tau \leqslant 0$,

$$
\left|\frac{\mathrm{d}}{\mathrm{~d} t} \tilde{\mathcal{H}}_{m}(\tau)\right| \leqslant \omega\left(\left|\mathbf{r}_{a p}\right|_{X_{t}^{m+s}}\left|\mathbf{U}_{a p}\right|_{X_{\infty, t}^{m+s}}^{m+}+\left|\mathbf{U}_{r}\right|_{X_{t}^{m+3}}\right)\left(\left|\mathbf{U}_{r}(\tau)\right|_{X^{m+3}}^{2}+|\mathbf{S}(\tau)|_{X^{m}}^{2}\right) .
$$

Consequently, we can integrate in time for $[t, 0]$ and use Lemma 5.3 , along with the fact that

$$
\left|\tilde{\mathcal{H}}_{m}(0)\right| \leqslant \omega\left(\left|\mathbf{r}_{a p}\right|_{X_{0}^{m+s}}\left|\mathbf{U}_{a p}\right|_{X_{\infty, 0}^{m+s}}+\left|\mathbf{U}_{r}\right|_{X_{0}^{m+3}}\right)\left|\mathbf{r}_{a p}(0)\right|_{X^{m+3}}^{2} .
$$
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## Part V

## Conclusion

## Chapter 6

## Conclusions and Perspectives

### 6.1 Conclusions

This work is concerned with the study of long time asymptotics for the following dispersive models, mainly related to fluid dynamics: Schrödinger, Hartree, Zakharov, Klein-Gordon Zakharov, Zakharov-Rubenchik/Benney-Roskes and Zakharov Water waves model.

The results obtained in the Part $I T$ of this work essentially consist of a deep analysis of virial technics to obtain the following:

- Decay of (small) odd solutions of the Schrödinger equation,

$$
\begin{equation*}
\mathrm{i} u_{t}+u_{x x}=\mu V(x) u+|u|^{p-1} u, \quad(t, x) \in \mathbb{R} \times \mathbb{R}, \quad \text { for } 1<p<5 \tag{6.1}
\end{equation*}
$$

for which we were able to approach the super critical case $p<3$.

- Decay of odd solutions of the defocusing Hartree equation,

$$
\begin{equation*}
\mathrm{i} u_{t}+u_{x x}=\sigma\left(|x|^{-\alpha} *|u|^{2}\right) u, \quad(t, x) \in \mathbb{R} \times \mathbb{R}, \quad \sigma=1 \tag{6.2}
\end{equation*}
$$

using a virial method to deal with the one-dimensional case.

- Decay in compact intervals and in far field regions for Zakharov system:

$$
\begin{array}{ll}
\mathrm{i} u_{t}+\Delta u=n u, & (t, x) \in \mathbb{R} \times \mathbb{R}, \\
n_{t t}-\Delta n=\Delta|u|^{2}, & (t, x) \in \mathbb{R} \times \mathbb{R},
\end{array}
$$

and Klein-Gordon Zakharov

$$
\begin{array}{ll}
u_{t t}-\Delta u+c^{2} u=-n u, & (t, x) \in \mathbb{R} \times \mathbb{R}, \\
n_{t t}-\Delta n=\Delta|u|^{2} & (t, x) \in \mathbb{R} \times \mathbb{R}
\end{array}
$$

In Part III of this thesis we studied Zakharov-Rubenchik/Benney Roskes:

$$
\begin{array}{ll}
\mathrm{i} \partial_{t} \psi+\omega \partial_{x}^{2} \psi=\gamma\left(\eta-\frac{1}{2} \alpha \rho+q|\psi|^{2}\right) \psi, & (t, x) \in \mathbb{R} \times \mathbb{R} \\
\theta \partial_{t} \rho+\partial_{x}(\eta-\alpha \rho)=-\gamma \partial_{x}\left(|\psi|^{2}\right), & (t, x) \in \mathbb{R} \times \mathbb{R} \\
\theta \partial_{t} \eta+\partial_{x}(\beta \rho-\alpha \eta)=\frac{1}{2} \alpha \gamma \partial_{x}\left(|\psi|^{2}\right), & (t, x) \in \mathbb{R} \times \mathbb{R}
\end{array}
$$

where

$$
\omega>0, \quad \beta>0, \quad \gamma>0, \quad \beta-\alpha^{2}>0, \quad 0<\theta<1, \quad \text { and } \quad q:=\gamma+\frac{\alpha(\alpha \gamma-1)}{2\left(\beta-\alpha^{2}\right)} .
$$

We proved decay for the energy norm in far field regions. Also, being able to use the underlying characteristics curves of the model, we gave decay properties in growing compact intervals, outside the light cone and around zero.

Part IV deals with the Zakharov Water Waves model:

$$
\left\{\begin{array}{l}
\partial_{t} \eta=G[\eta, a] \varphi  \tag{6.3}\\
\partial_{t} \varphi=-\frac{1}{2}\left|\partial_{X} \varphi\right|^{2}+\frac{1}{2} \frac{\left(G[\eta, a] \varphi+\nabla_{X} \varphi \cdot \nabla_{X} \eta\right)^{2}}{1+\left|\nabla_{X} \eta\right|^{2}}-g \eta+\beta \nabla_{X} \cdot\left(\frac{\nabla_{X} \eta}{\sqrt{1+\left|\nabla_{X} \eta\right|^{2}}}\right)
\end{array}\right.
$$

in a domain defined by

$$
\Omega_{t}=\left\{(x, z) \in \mathbb{R}^{2} \text { such that }-h+A_{\varepsilon} \leqslant z \leqslant \eta(t, x)\right\} .
$$

We proved the existence of soliton-like solutions of flat-bottom nature approaching a change in the domain.

### 6.2 Future Work

### 6.2.1 Decay for non-small odd solutions to semilinear Schrödinger equation

We already know that for the one dimensional Schrödinger equation 6.1), there is decay in fixed (non-growing) intervals for small, odd solutions. The oddness condition rules out of the result soliton solutions and breathers. On the other hand, the fact that we are considering fixed intervals, allows us to forget about not only travelling waves, but also solutions that can be written as a sum of solitary waves with different speeds (and sufficiently away from each other) plus radiation. This is due to the fact that, since such solitons are moving at a speed different to zero, then for any given fixed interval, one can wait sufficiently long and, eventually, all solitons move away from our space interval.

With this in mind, the smallness condition is not strictly necessary for ruling out nondecaying solutions. In fact, in our previous work, such condition is only used to control terms arising from the non-linear part of the equation. Consequently, it is expected that decay still holds for non-small odd solutions to focusing NLS.

### 6.2.2 Decay result for focusing Hartree equation

The focusing case of the Hartree equation (6.2) turns out to be more challenging, as is the case where solitary waves exist. However, solitons for the Hartree equation are even, which means that the oddness condition is sufficient to rule out such solutions. In consequence, it is expected that decay for odd (and, possibly, small) solutions for the focusing Hartree equation (6.2) $(\sigma=-1)$ still holds.

Fractional derivatives for the better understanding of Hartree's non-local linearity
In order to prove decay for (6.2) with $\sigma=-1$, we need to be able to control the non-local part of the equation. Then, it would be useful to take into account the decay that the nonlocal term presents in the definition of the weighted norm. Indeed, it should be sufficient to define the modified momentum as

$$
\mathcal{P}(t):=\operatorname{Im} \int_{\mathbb{R}} \varphi\left(\frac{x}{\lambda}\right) u(t, x) \bar{u}_{x}(t, x) \mathrm{d} x .
$$

where

$$
\varphi(x)=\lambda \int_{0}^{x / \lambda}\left(1+s^{2}\right)^{-\frac{1}{2}(1+\nu)} \mathrm{d} s
$$

for some $\nu>0$ and $\lambda>1$. Then, a weighted norm appropriate for such virial approach would be

$$
\|u(t)\|_{H_{\omega}^{1}(\mathbb{R})}^{2}=\int_{\mathbb{R}}\left(1+x^{2}\right)^{-\frac{1}{2}(1+\nu)}\left(|u(t, x)|^{2}+\left|u_{x}(t, x)\right|^{2}\right) \mathrm{d} x
$$

Consequently, Hardy-Poincaré type inequalities, along with an appropriate definition of the fractional derivative and an intensive study of fractional analysis should help solve this problem.

### 6.2.3 Behavior of solitons for Zakharov Water Waves models under changes in the bottom of the fluid

After proving the existence of solitary waves for the non-flat bottom problem (6.3) before it encounters the changing point, a natural second step constitutes the study of the interaction between the constructed solution $(\eta, \varphi)^{t}$ and the change of the bottom, represented as a (sufficiently small) exponentially decaying function $a_{\varepsilon}$.

A similar problem was introduced by Muñoz [5] for the gKdV equation, where the the problem of existence and global behavior of solitons with a slowly varying (in space) perturbation was considered. In the mentioned work, virial identities were used to prove that such slowly varying media induce on the soliton dynamics large dispersive effects at large times. Because of the similarities between the dynamics of the Zakharov water-waves system and the KdV equation (and between the solitons themselves), it seems fitting to rely on the analysis given by Muñoz in (5).

An interesting new problem to consider would be the study for the solitons dynamics under a slowly varying bottom for the 3 -dimensional system (1.17). In Chapter 5 the construction of the approximate solution in is mainly based on properties of the operator that arises when linearising the equation (1.17) about the solitary wave. Roughly speaking, the linearised equation about the solitary wave reads

$$
\partial_{t}\binom{\eta}{\varphi}=J \Lambda\left[Q_{c}\right]\binom{\eta}{\varphi},
$$

where $J$ is a skew-symmetric matrix and $\Lambda\left[Q_{c}\right]$ is a symmetric operator on $L^{2} \times L^{2}$. One of the main ingredients would be a positiveness result for $\Lambda\left[Q_{c}\right]$ under the orthogonality condition $\left(J \partial_{x} Q_{c}, U\right)=0$, for $U=(\eta, \varphi)^{t}$. Nevertheless, such result can already be derived from [6]. Then, it seems a natural second step to analyze the long-time behavior of solitary waves and their interaction with a change of bottom for the 3 -dimensional case.

One of my main objectives in this area is to consider the collision of two small solitary waves moving in different directions. Using numerics, the interaction of two solitary waves for the case without surface tension was extensively studied by Craig, Guyenne, Hammack, Henderson and Sulem in [1]. This is a very influential paper, and establishing rigorous results regarding the collision itself would be of great importance.
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[^0]:    ${ }^{1}$ Notice that here we are actually using Proposition 4.7 with a different definition of $\Phi(x)$, so that $\Phi^{\prime}(x)=$ $\operatorname{sech}^{4}(x)$. By taking the integration constant equal to zero we get $\Phi \in L^{\infty}$.

