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Abstract

Discrete Liouville first passage percolation (LFPP) with parameter ξ > 0 is the random
metric on a sub-graph of Z2 obtained by assigning each vertex z a weight of eξh(z), where h
is the discrete Gaussian free field. We show that the distance exponent for discrete LFPP is
strictly positive for all ξ > 0. More precisely, the discrete LFPP distance between the inner and
outer boundaries of a discrete annulus of size 2n is typically at least 2αn for an exponent α > 0
depending on ξ. This is a crucial input in the proof that LFPP admits non-trivial subsequential
scaling limits for all ξ > 0 and also has theoretical implications for the study of distances in
Liouville quantum gravity.

1 Introduction

1.1 Main result

For n ∈ N, let
Bn := [−2n, 2n]2 ∩ Z2

and let hn be the discrete Gaussian free field on Bn, with zero boundary conditions. That is, hn is
the centered Gaussian process such that1

E[hn(z)hn(w)] =
π

2
GrBn(z, w) (1.1)

where GrBn is the Green’s function for simple random walk on Z2 killed when it hits the boundary
of Bn. Here and throughout the paper, the boundary of a subset A of Z2 is the set of vertices in A
which are joined by nearest-neighbor edges to vertices which are not in A.

For ξ > 0, we define the Liouville first passage percolation (LFPP) metric with parameter ξ
associated with hn by

Dn(z, w) = inf
P :z→w

|P |∑
j=0

eξhn(P (j)), ∀z, w ∈ Bn (1.2)

where the infimum is over all nearest-neighbor paths P : [0, |P |] ∩ Z → Bn with P (0) = z and
P (|P |) = w. We note that Dn is not quite a metric since Dn(z, z) = eξhn(z), but Dn is symmetric
and satisfies the triangle inequality.

1The reason for the factor of π/2 here is to allow us to compare the discrete and continuum variants of LFPP with
the same value of ξ, c.f. [Ang19]. This choice of constant makes it so that the variance of hn(0) is asymptotic to log(n).
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We define the square annulus

An :=
(

[−2n−1/2, 2n−1/2]2 ∩ Z2
)
\
(
[−2n−1, 2n−1]2 ∩ Z2

)
⊂ Bn (1.3)

and we define Dn(across An) to be the Dn-distance between the inner and outer boundaries of An.
The main result of this paper is that the distance exponent associated with Dn is strictly positive
for every ξ > 0, in the following sense.

Theorem 1.1. For each q ∈ (0, 1), there are constants c0, c1 > 0 depending only on q such that for
each ξ > 0,

lim inf
n→∞

P

[
Dn(across An) ≥ exp

(
c0e
−c1ξn

)]
≥ q. (1.4)
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1.2 Background and significance

Let us now discuss the significance of Theorem 1.1. It is shown in [DG20, Lemma 2.11] (via a
subadditivity argument) that for each ξ > 0, there exists an exponent Q = Q(ξ) ∈ R such that for
each δ > 0,

lim
n→∞

P

[
2n(ξQ−δ) ≤ Dn(across An) ≤ 2n(ξQ+δ)

]
= 1. (1.5)

We remark that the arguments of [DG20, Section 4.2] show that (1.5) also extends to the case when
we replace 2n by any positive integer in the definition of Dn (so we can work with a discrete GFF
on [−N,N ]2 ∩ Z2 when N is not necessarily a power of 2).

Once (1.5) is established, Theorem 1.1 (applied with, e.g., q = 1/2) implies that Q > 0;
in fact, there are universal c0, c1 > 0 (namely, the constants from Theorem 1.1 with q = 1/2)
such that Q ≥ c0ξ

−1e−c1ξ for each ξ > 0. The results of [GP19] imply that Q ≥ 0 for all
ξ > 0 [GP19, Lemma 1.1], Q > 0 for ξ < 1/

√
2 [GP19, Theorem 2.3], Q is a non-increasing function

of ξ, and limξ→∞Q(ξ) = 0 [GP19, Lemma 4.1] (c.f. [DG20, Proposition 1.1]). The new contribution
of Theorem 1.1 is the fact that Q > 0 for all ξ > 0, not just ξ < 1/

√
2.

The fact that Q > 0 is of significant practical and theoretical importance in the study of LFPP.
On the practical side, it is shown in [DG20] that a variant of LFPP defined using a mollification of
the continuum Gaussian free field admits non-trivial subsequential scaling limits for each ξ > 0. A
key input in the proof is the fact that Q > 0, which comes from Theorem 1.1.

On the theoretical side, LFPP with parameter ξ is related to Liouville quantum gravity (LQG)
with matter central charge cM = 25 − 6Q(ξ)2. Liouville quantum gravity is a one-parameter
family of models of random fractal surfaces related to the continuum Gaussian free field. Most
mathematical works on LQG concern the subcritical phase, when cM ∈ (−∞, 1) (often these works
use the parameter γ instead of cM, which is related to cM by cM = 25− 6(2/γ + γ/2)2). We refer
to [DS11, DKRV16] and the expository articles [Ber, Gwy20] for an introduction to LQG in the
subcritical phase. Recently, there have been a few works investigating the supercritical phase of
LQG when cM ∈ (1, 25) [GHPR20,GP19,DG20,APPS20,Pfe21,DG21a,DG21b]. The key difference
between the two phases is that LQG surfaces are topological surfaces when cM ∈ (−∞, 1] (although
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they have a fractal metric space structure) but not when cM ∈ (1, 25) (since in this phase they have
infinite “spikes”).

The scaling limit of (a continuum version of) LFPP is the metric associated with an LQG
surface for cM = 25− 6Q(ξ)2. This fact was first established in the subcritical case, when cM < 1 or
equivalently γ ∈ (0, 2) or Q > 2. It was shown in [DG18] that for γ ∈ (0, 2), we have Q(ξ) = 2/γ+γ/2
if and only if ξ = γ/dγ , where dγ is the Hausdorff dimension of an LQG surface viewed as a metric
space. It was subsequently shown in [DDDF20,GM21] that for this value of ξ, the continuum version
of LFPP converges in the scaling limit to a metric associated with γ-LQG.

Subsequently to this paper, the convergence of continuum LFPP was extended to the critical
and supercritical cases, when cM ∈ [1, 25) or equivalently Q ∈ (0, 2] or γ ∈ C with |γ| = 2. More
precisely, it is shown in [DG20, Pfe21, DG21b] (building on the results of this paper) that the
following is true. If ξ > 0 is such that cM = 25 − 6Q(ξ)2, then the continuum version of LFPP
converges to a random metric on C associated with LQG with matter central charge cM. The fact
that Q > 0 for all ξ > 0 shows that every value of ξ > 0 corresponds to LQG with some central
charge in (−∞, 25). There is no degenerate range of ξ-values for which Q = 0 and LFPP is not
connected to LQG.

Another interesting consequence of Theorem 1.1 is related to conjectures for the formula relating
ξ and Q(ξ). The value of Q(ξ) is not known explicitly except in the special case2 when ξ = 1/

√
6,

in which case Q(ξ) = 5/
√

6. In [DG18, Section 1.3], the authors propose the possible relation
ξQ(ξ) = 1− ξ/

√
6 in the phase when Q(ξ) > 2, which is equivalent to dγ = 2 + γ2/2 + γ/

√
6 for

γ ∈ (0, 2). This guess is extended by analytic continuation in [GP19] to ξQ(ξ) = min{1− ξ/
√

6, 0}
for all ξ > 0. Theorem 1.1 rules out this guess, since the guess would imply that Q(ξ) = 0 for
ξ ≥
√

6.

1.3 Outline of the proof

The first step of the proof of Theorem 1.1, which is carried out in Section 2, is to show that with
probability tending to 1 as u → ∞, uniformly in n, there is a path P in the annulus An which
disconnects the inner and outer boundaries of An such that hn ≥ −u on P (Proposition 2.1).
To prove this, we use an isomorphism theorem to reduce the problem to showing the existence
of a certain Brownian excursion which disconnects the inner and outer boundaries of An. The
isomorphism theorem we use is the version of the generalized second Ray-Knight theorem for the
metric graph GFF from [Lup16,ALS20].

The rest of the proof is given in Section 3. Here, we give a brief idea of the main ideas and refer
to Section 3.1 for a detailed outline. Let K ∈ N be a large integer to be chosen later, depending on
ξ. We first show that if P is a path around An as above, with u equal to a large enough universal
constant, then with high probability the following is true for every z ∈ P . Most of the annuli
z + An−k for k ∈ [K/2,K − 1] ∩ Z are “good” in the following sense. If we define the harmonic
extension of the values of hn on the boundary of z + Bn−k to be the unique discrete harmonic
function on z + Bn−k which agrees with hn on the boundary of z + Bn−k, then this harmonic
extension is bounded below by a negative universal constant −C on z +An−k. See Lemma 3.1 for a
precise statement and Figure 1 for an illustration.

By the Markov property of the discrete GFF, hn|z+Bn−k
minus the harmonic extension of its

values on the boundary of z+Bn−k is a zero-boundary GFF on Bn−k, which is independent from the
harmonic extension. Therefore, for each of the “good” values of k ∈ [K/2,K − 1]Z in the preceding

2LFPP with ξ = 1/
√

6 corresponds to Liouville quantum gravity with parameter γ =
√

8/3 (equivalently, matter

central charge cM = 0) and the fact that Q(1/
√

6) = 5/
√

6 is a consequence of the fact that
√

8/3-LQG has Hausdorff
dimension 4. See [DG18] for details.
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paragraph, we have

Dn(across z +An−k) ≥ e−ξC × (random variable with the law of Dn−k(across An−k)). (1.6)

Any path between the inner and outer boundaries of An must hit some z ∈ P , so must cross
between the inner and outer boundaries of z +An−k for each k ∈ [K/2,K − 1] ∩ Z. From this fact
and (1.6), we arrive at a recursive lower bound for Dn(across An) in terms of random variables
with the law of Dn−k(across An−k) for k ∈ [K/2,K − 1]∩Z (see Lemma 3.7). Applying this bound
inductively leads to Theorem 1.1.

An

P

Figure 1: Graphical idea of the proof. The blue curve represents a contour P where the GFF
is bigger than −u. The red square annuli surrounding points in P are the “good” annuli (such
annuli exist for every z ∈ P ). Any path between the inner and outer boundaries of An has to cross
logarithmically many of the red annuli.

1.4 Notational conventions

We write N = {1, 2, 3, . . . } and N0 = N ∪ {0}.

For a < b, we define the discrete interval [a, b]Z := [a, b] ∩ Z.

If f : (0,∞)→ R and g : (0,∞)→ (0,∞), we say that f(ε) = Oε(g(ε)) (resp. f(ε) = oε(g(ε))) as
ε→ 0 if f(ε)/g(ε) remains bounded (resp. tends to zero) as ε→ 0. We similarly define O(·) and
o(·) errors as a parameter goes to infinity.

If f, g : (0,∞)→ [0,∞), we say that f(ε) � g(ε) if there is a constant C > 0 (independent from ε
and possibly from other parameters of interest) such that f(ε) ≤ Cg(ε). We write f(ε) � g(ε) if
f(ε) � g(ε) and g(ε) � f(ε).

We will often specify any requirements on the dependencies on rates of convergence in O(·) and o(·)
errors, implicit constants in �, etc., in the statements of lemmas/propositions/theorems, in which
case we implicitly require that errors, implicit constants, etc., appearing in the proof satisfy the
same dependencies.

2 Level set percolation for the GFF

Let An be as in Section 1.1. We define a path around An to be a nearest-neighbor path in Z2 which
disconnects the inner and outer boundaries of An. We similarly define a path across An to be a
nearest-neighbor path in Z2 between the inner and outer boundaries of An.
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In this section, we give the first lower bound for the LFPP distance between the two boundaries
of a (topological) annulus. In particular, we will show that uniformly in n the probability that any
path across An hits at least one point where hn > −u goes to 1 as u → ∞. To do this, we will
study the probability that there is a path around An where hn > −u.

Proposition 2.1. Let hn be a 0-boundary GFF on Bn as in (1.1). There is a universal constant
c > 0 such that for each n ∈ N and each u > 0,

P[there is a path P around An such that hn ≥ −u on P ] ≥ 1− e−cu2 .

Proposition 2.1 is one of several results in the literature concerning percolation for level sets of
the GFF, see, e.g., [AS18,DL18,DW18,DWW20,LW21].

To prove Proposition 2.1, we are going to use a version of the so-called second generalized
Ray-Knight theorem from [ALS20]. As the result is not so easy to state, we will simplify it so that
we only have to introduce the objects that are strictly necessary for our proof. The exposition of this
result is based on Section 2.2 and 2.3 of [ALS20]. For further discussion of the second generalized
Ray-Knight theorem, see [Szn12, Chapter 2].

Remark 2.2. We expect that one can also give an alternative proof of Proposition 2.1 using [DL18,
Proposition 4] (which gives an analog of Proposition 2.1 for paths across An instead of paths around
An) together with an RSW argument in a similar spirit to the one of [Tas16]. However, we think
that the proof we provide here is much shorter and more direct than what this alternative proof
would be.

For x, y ∈ Bn, we define ΓBn,x,y to be the set of nearest-neighbor paths going from x to y such
that all the steps (except maybe the first and the last) remain in the interior of Bn. For each k ∈ N,
we define the non-probability measure µx,yk as the measure that assigns mass 4−k to each path in
ΓBn,x,y with length equal to k. We also define

νexc =
1

2

∞∑
k=0

∑
x,y∈∂Bn

µx,yk ,

that is to say the measure that gives mass 4−n to each path P of length n that connects points in
∂Bn.

Let Ξu be a Poisson point process of intensity u2νexc. We state now a simplified version
of [ALS20, Proposition 2.4]. This proposition is an improvement of the second generalized Ray-
Knight theorem and is proven using the techniques of [Lup16].

Theorem 2.3. There exists a coupling between Ξu and hn such that hn ≥ −u on the union of the
paths in Ξu.

Proof. This theorem follows by applying Proposition 2.4 of [ALS20] (which concerns a coupling of a
GFF on the so-called metric graph associated with Bn) and using the fact that the restriction of
the metric graph GFF to the vertices of Bn is a discrete GFF and that the restriction of a PPP of
metric graph excursions is a PPP with intensity νexc. The fact that the hn ≥ −u on each path in
Ξu follows from the third bullet point of that proposition.

We can now prove Proposition 2.1.
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Proof of Proposition 2.1. Thanks to Theorem 2.3, we only need to show that the measure νexc gives
positive mass (uniformly in n) to paths P that have a subpath P̂ ⊆ P which is a path around An.

To prove this, we first note that for each δ > 0, the measure νexc restricted to loops of length
longer than δ22n converges weakly, under appropriate scaling, as n → ∞ to a non-zero measure
supported on paths in [−1, 1]2 that only intersect the boundary of [−1, 1]2 only at their starting and
ending points; see [ALS20, Lemma 4.6] for a precise statement. The fact that this limiting measure
is supported on paths inside [−1, 1]2 follows from the explicit definition of the limiting measure
given in [ALS20] just before Proposition 3.7.

Because of the nature of the limiting measure, there exists ε > 0 such that for every n ∈ N, νexc
gives (uniformly in n) positive mass to paths that get to distance at least ε2n from ∂Bn.

Consider now the restriction of νexc to paths which get to distance ε2n from ∂Bn, normalized to
be a probability measure. If P is sampled from this probability measure, then by the definition
of νexc, the law of P is that of a simple random walk on Bn started from a random point of ∂Bn,
stopped at the first positive time when it hits ∂Bn, and conditioned to get to distance at least ε2n

from ∂Bn before this time. Let τ be the first time at which P gets to distance ε2n from ∂Bn. If we
condition on P |[0,τ ]Z , then the conditional law of the rest of P is that of a simple random walk on
Bn started from P (τ) and stopped upon hitting ∂Bn. By the convergence of simple random walk to
Brownian motion, it follows that P has uniformly positive probability to make a loop in An which
disconnects the inner and outer boundaries of An.

Combining the two preceding paragraphs shows that νexc assigns positive mass to paths which
make a loop in An which disconnects the inner and outer boundaries of An, as required.

Remark 2.4. The limit of the measure νexc is called excursion measure, and it is the Brownian
analogue of νexc. For the details of the topology of the convergence, see Section 4.1 of [ALS20].

3 Proof of Theorem 1.1

3.1 Setup and outline

For z ∈ Z2 and n > 0, we write

Bn(z) := z + [−2n, 2n]2Z and B◦n(z) := z + [−2n − 1, 2n − 1]2Z (3.1)

for the discrete squares of side length 2n+1 and 2n+1− 2, respectively, centered at z. In the notation
of Section 1.1, we have Bn = Bn(0).

As in Theorem 1.1, let hn be a discrete GFF on the square Bn. For k ∈ [0, n− 1]Z, z ∈ Bn such
that Bn−k(z) ⊂ Bn, and u ∈ Bn−k(z), we define

hzn,k(u) := E
[
hn(u) |hn|Bn\B◦n−k(z)

]
(3.2)

and
h̊zn,k(u) := hn(u)− hzn,k(u). (3.3)

Then hzn,k is discrete harmonic on B◦n−k(z), h̊zn,k is a zero-boundary discrete GFF on Bn−k(z), hzn,k
is determined by hn|Bn\B◦n−k(z)

, and h̊zn,k is independent from hn|Bn\B◦n−k(z)
.

We define D̊z
n,k to be the LFPP metric associated with h̊zn,k, i.e., the metric on Bn−k(z) which is

defined as in (1.2) with h̊zn,k in place of hn.
We also define the discrete square annulus

An,k(z) := Bn−k−1/2(z) \ Bn−k−1(z). (3.4)
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In the notation of Theorem 1.1, we have An = An,0(0) and z + An−k = An,k(z). As in the
discussion just above Theorem 1.1, we define Dn(across An,k(z)) to be the minimum Dn-length of a
nearest-neighbor path in Z2 between the inner and outer boundaries of An,k(z). We similarly define

D̊z
n,k(around An,k(z)).

The strategy of the proof of Theorem 1.1 is to use Proposition 2.1 to show that any path across
An has to cross many sets at different scales on which the values of hn are bounded below. More
precisely, let C > 1 be a large universal constant and let K ∈ N be a large constant, to be chosen
later in a manner depending only on ξ. Say that a point z ∈ Bn is good if there are at least 3K/8
values of k ∈ [K/2,K − 1]Z for which minu∈An,k(z) h

z
n,k(u) ≥ −C. In other words, z is good if the

harmonic part of the field is bounded below at “most” scales.
The goal of Section 3.2 is to show that with high probability, every path across An hits a square

of the form Bn−K(z) for some good z (Lemma 3.1). To do this, we first observe that if z is not good,
then there are at least K/4 “bad” scales where minu∈An,k(z) h

z
n,k(u) ≤ −C. Using Proposition 2.1

and a comparison between the maximum and minimum values of hzn,k on An,k(z) (Lemma 3.2) we
will show that there is a constant C ′ > C such that the following is true. For each of these bad
scales, there is a positive chance that there is a path Pk around An,k(z) such that hn < −C ′ on Pk.
Using the independence between the field at different scales (Corollary 3.5), we can show that for a
bad z it holds with very high probability (high enough to take a union bound over all z ∈ 2n−k−1Z2)
that such a path Pk exists for at least one of the K/4 bad scales.

By Proposition 2.1, with high probability there is a path P around An on which hn ≥ −C ′. The
path P cannot hit Bn−K(z) for any bad point z, since otherwise it would have to cross one of the
paths Pk on which hn < −C ′ (Lemma 3.6). This implies that P has to be covered by squares of the
form Bn−K(z) for good points z. Since any path across An has to cross P , this shows that any path
across An has to hit Bn−K(z) for some good point z, as required.

In Section 3.3, we will conclude the proof of Theorem 1.1 by applying the result of Section 3.2
at multiple scales via an inductive argument. Suppose that n ∈ N, R > 0, and we have shown that
for all k ∈ [K/2,K − 1]Z, it holds with high probability that Dn−k(across An) ≥ R. Since h̊zn,k has
the same law as hn−k up to a spatial translation, this show that for each z ∈ An, it holds with high
probability that (in the notation defined just above) we have D̊z

n,k(across An,k(z)) ≥ R. By using
independence across scales (Corollary 3.5 again), we get that for each z ∈ An, it holds with high
probability (high enough for a union bound) that there are at least 3K/8 scales k ∈ [K/2,K − 1]Z
for which D̊z

n,k(across An,k(z)) ≥ R.
If z is good in the sense described above, then by the preceding paragraph there are at least

K/2 − K/8 − K/8 = K/4 scales k ∈ [K/2,K − 1]Z which are “very good” in the sense that
D̊z
n,k(across An,k(z)) ≥ R and minu∈An,k(z) h

z
n,k(u) ≥ −C. For each very good scale k, the Dn-

distance across An,k(z) is at least e−ξCR. Since any path across An has to hit Bn−K(z) for some
good z, each such path has to cross at least K/4 of these very good scales. This shows that with
high probability, Dn(across An) ≥ 1

4Ke
−ξCR (Lemma 3.7). Making an appropriate choice of K and

R and iterating this estimate gives Theorem 1.1.

3.2 Existence of squares where the field is of constant order at many scales

The goal of this subsection is to prove the following lemma; see Section 3.1 for an outline of the
proof of the lemma and an explanation of its role in the proof of Theorem 1.1.

Lemma 3.1. Fix δ > 0. There exists C > 0 and K∗ ∈ N depending only on δ such that for
each n,K ∈ N with K∗ ≤ K ≤ n − 1, it holds with probability at least 1 − δ that the following
is true. Each path across An hits a square of the form Bn−K(z) for some z ∈ (2n−K−1Z2) ∩ Bn
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with the following property: there are at least (1/2 − δ)K values of k ∈ [K/2,K − 1]Z for which
minu∈An,k(z) h

z
n,k(u) ≥ −C.

It is easier to lower-bound maxu∈An,k(z) h
z
n,k(u) than it is to lower-bound minu∈An,k(z) h

z
n,k(u).

The following lemma will allow us to convert between the max and the min.

Lemma 3.2. There are universal constants c0, c1 > 0 such that for each n ∈ N, each K ∈ [2, n−1]Z,
each z ∈ Bn−1/2, and each C > 1,

P

[
K∑
k=2

max
u,v∈An,k(z)

(hzn,k(u)− hzn,k(v)) > c0K + C

]
≤ c0e−c1C . (3.5)

We note that a similar estimate to Lemma 3.2 is proven for the continuum GFF in [MQ20,
Proposition 4.3]. The proof of Lemma 3.2 is based on standard Gaussian estimates (namely, the
Borell-TIS inequality and Fernique’s criterion). We will need the following basic variance estimate
for hzn,k, which is an immediate consequence of [BDZ16, Lemma 3.10] (applied with δ equal to a
universal constant).

Lemma 3.3 ([BDZ16]). There is a universal constant c > 0 such that for each n ∈ N, each z ∈ Bn
with Bn−k(z) ⊂ Bn, and each u, v ∈ Bn−k−1/2(z),

E

[(
hzn,k(u)− hzn,k(v)

)2] ≤ c |u− v|
2n−k

. (3.6)

Proof of Lemma 3.2. Observe that

K∑
k=2

max
u,v∈An,k(z)

(hzn,k(u)− hzn,k(v))

= max

{
K∑
k=2

(
hzn,k(uk)− hzn,k(vk)

)
: u2, v2 ∈ An,2(z), . . . , uK , vK ∈ An,K(z)

}
, (3.7)

so the random variable which we are interested in is the maximum of a centered Gaussian process.
We will now estimate the quantity in (3.7) using the Borell-TIS inequality.

We first estimate the expectation of the maximum. By Lemma 3.3 and Fernique’s inequal-
ity [Fer75] (see, e.g., [BDZ16, Lemma 3.5]), for each k ∈ [2,K]Z,

E

[
max

u∈An,k(z)
|hzn,k(u)|

]
� 1,

with a universal implicit constant. Summing this estimate gives

E

[
K∑
k=2

max
u∈An,k(z)

(hzn,k(u)− hzn,k(v))

]
� K. (3.8)

We now need to estimate the pointwise variance of the Gaussian process whose maximum we
are taking in (3.7). For any fixed choice of u2, v2 ∈ An,2(z), . . . , uK , vK ∈ An,K(z),

Var

(
K∑
k=2

(hzn,k(uk)− hzn,k(vk))

)
= 2

K−1∑
j=2

K∑
k=j+1

E
[
(hzn,j(uj)− hzn,j(vj))(h

z
n,k(uk)− hzn,k(vk))

]
+

K∑
k=2

E
[
(hzn,k(uk)− hzn,k(vk))

2
]
. (3.9)
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To estimate the first sum on the right in (3.9), we note that for j < k,

E
[
(hzn,j(uj)− hzn,j(vj))(h

z
n,k(uk)− hzn,k(vk))

]
= E

[
(hzn,j(uj)− hzn,j(vj))E

[
(hzn,k(uk)− hzn,k(vk)) | hzn,j

]]
. (3.10)

Recall that hn|Bn−j(z) is the sum of hzn,j and an independent zero-boundary GFF on Bn−j(z). Hence,

E

[
(hzn,k(uk)− hzn,k(vk)) | hzn,j

]
= hzn,j(uk)− hzn,j(vk). We can therefore bound the right side of (3.10)

by applying the Cauchy-Schwarz inequality, followed by Lemma 3.3 (with j in place of k), to get

E
[
(hzn,j(uj)− hzn,j(vj))(h

z
n,k(uk)− hzn,k(vk))

]
≤ E

[(
hzn,j(uj)− hzn,j(vj)

)2]1/2
E

[(
hzn,j(uk)− hzn,j(vk)

)2]1/2
� |uj − vj |

1/2|uk − vk|1/2

2n−j

� 2−(k−j)/2 (3.11)

with a universal implicit constant. Note that in the last line, we used that |uk − vk| � 2n−k for each
k ∈ [2,K]Z.

We now use (3.11) to bound the first sum on the right side of (3.9) and Lemma 3.3 to bound
the second sum. This leads to

Var

(
K∑
k=2

(hzn,k(uk)− hzn,k(vk))

)
�

K−1∑
j=2

K∑
k=j+1

2−(k−j)/2 +

K∑
k=2

|uk − vk|
2n−k

≤
K−1∑
j=2

O(1) +

K∑
k=2

O(1)

� K. (3.12)

By (3.8) and (3.12), we can apply the Borell-TIS inequality [Bor75, SCs74] (see, e.g., [AT07,
Theorem 2.1.1]) to bound the maximum on the right side of (3.7). This gives (3.5).

Since the zero-boundary GFF h̊zn,k from (3.3) is independent from hn|Bn\B◦n−k(z)
, we can get

independence for certain events defined in terms of h̊zn,k, as the following lemma demonstrates.

Lemma 3.4. Let n ∈ N, let z ∈ Bn−1/2, and let {Ek}k∈[2,n−1]Z be events such that each Ek is

measurable w.r.t. σ
(̊
hzn,k|An,k(z)

)
. Then the events {Ek}k∈[2,n−1]Z are independent.

Proof. For each k ∈ [2, n− 1]Z,

Ek ∈ σ
(̊
hzn,k|An,k(z)

)
⊂ σ

(
hn|Bn\B◦n−k−1(z)

)
.

On the other hand, h̊zn,k, hence also Ek, is independent from hn|Bn\B◦n−k(z)
. This implies the lemma

statement.

The lemma above is useful to estimate the number of values of k for which Ek occurs. The
particular estimate we need is the following corollary.

Corollary 3.5. For each a ∈ (0, 1) and b > 1, there exists p = p(a, b) ∈ (0, 1) such that the following
is true. Let K1,K2, n ∈ N with 2 ≤ K1 < K2 ≤ n − 1 and let z ∈ Bn−1/2. For k ∈ [K1,K2]Z, let

Ek be an event which is measurable w.r.t. σ
(̊
hzn,k|An,k(z)

)
and satisfies P[Ek] ≥ p. Then

P[#{k ∈ [K1,K2]Z : Ek occurs} ≥ a(K2 −K1)] ≥ 1− 2−b(K2−K1). (3.13)

9



Proof. The corollary follows from Lemma 3.4 together with a basic tail estimate for the binomial
distribution.

The following lemma is the key input in the proof of Lemma 3.1.

Lemma 3.6. Let δ > 0 and A > 1. There are constants C, c > 1 depending only on δ and A such
that for each n,K ∈ N with 2/δ ≤ K ≤ n− 1 and each z ∈ An, the probability that the following
two conditions both hold simultaneously is at most c2−3K :

1. There are at least δK values of k ∈ [K/2,K − 1]Z for which minu∈An,k(z) h
z
n,k(u) ≤ −C.

2. There is a path P around An such that hn ≥ −A on P and P ∩ Bn−K(z) 6= ∅.

We note that a path P as in Lemma 3.6 exists with high probability when A is large by
Proposition 2.1.

Proof of Lemma 3.6. Fix a constant C1 > 1 to be chosen later, in a manner depending only on
δ and A. For k ∈ N, let Ek = En,k(z, C1) be the event that there is a path Pk around An,k(z)
such that h̊zn,k ≤ C1 −A− 1 on Pk. Since h̊zn,k is a zero-boundary GFF on Bn−k(z), we can apply

Proposition 2.1 with n − k in place of n and −h̊zn,k in place of hn. This shows that for each
p ∈ (0, 1) there exists C1 = C1(p,A) > 1 such that for this choice of C1, we have P[Ek] ≥ p for
every k ∈ [2,K]Z and every z ∈ An. By Corollary 3.5, if we choose p to be sufficiently close to 1
(depending on δ and A) then

P[#{k ∈ [K/2,K − 1]Z : Ek occurs} ≥ (1/2− δ/4)K] ≥ 1− 2−3K . (3.14)

By Lemma 3.2 (applied with a large multiple of K in place of C), there exists C2 = C2(δ) > 1
and c0 > 0 such that

P

[
K−1∑
k=2

max
u,v∈An,k(z)

(hzn,k(u)− hzn,k(v)) ≤ C2δ

4
K

]
≥ 1− c02−3K . (3.15)

If the event in (3.15) occurs then there are at most δK/4 values of k ∈ [2,K]Z for which
maxu,v∈An,k(z)(h

z
n,k(u)− hzn,k(v)) > C2. Therefore,

P

[
#

{
k ∈ [K/2,K − 1]Z : max

u,v∈An,k(z)
(hzn,k(u)− hzn,k(v)) ≤ C2

}
≥ (1/2− δ/4)K

]
≥ 1− c02−3K .

(3.16)
Henceforth assume that the events in (3.14) and (3.16) occur, which happens with probability

at least 1− c2−3K for a constant c > 1 depending only on δ, A. Let C := C1 + C2. To prove the
lemma, it suffices to show that if condition 1 in the lemma statement holds with this choice of C,
then condition 2 does not hold.

If there δK values of k ∈ [K/2,K − 1]Z for which minu∈An,k(z) h
z
n,k(u) ≤ −C, then the events

in (3.14) and (3.16) imply that there must be at least bδK/2c values of k ∈ [K/2,K − 1]Z for which
Ek occurs, maxu,v∈An,k(z)(h

z
n,k(u)− hzn,k(v)) ≤ C2, and minu∈An,k(z) h

z
n,k(u) ≤ −C.

Since K ≥ 2/δ, we have bδK/2c ≥ 1. Hence we can choose one value of k as in the preceding
paragraph. Let Pk be the path around An,k(z) as in the definition of Ek, so that h̊zn,k ≤ C1 −A− 1
on Pk. Since k ∈ [K/2,K− 1]Z, the path Pk disconnects Bn−K(z) from∞ and intersects An. Hence
every path around An which intersects Bn−K(z) must also intersect Pk. To prove the lemma, it

10



therefore suffices to show that maxz∈Pk
hn(u) < −A (so that there can be no path around An which

intersects Bn−K(z) on which hn ≥ −A). Indeed, we have

max
u∈Pk

hn(u) ≤ max
u∈Pk

h̊zn,k(u) + max
u∈An,k(z)

hzn,k(u)

≤ max
u∈Pk

h̊zn,k(u) + min
u∈An,k(z)

hzn,k(u) + max
u,v∈An,k(z)

(hzn,k(u)− hzn,k(v))

≤ (C1 −A− 1)− C + C2 (by our choice of k)

= −A− 1 (by the definition of C).

Proof of Lemma 3.1. By Proposition 2.1, we can find A = A(δ) > 1 such that with probability at
least 1− δ/2, there is a path P around An such that hn ≥ −A on P . Let C = C(δ/2, A) > 1 be as
in Lemma 3.6 for this choice of A, with δ/2 in place of δ. By Lemma 3.6 (with δ/2 in place of δ)
and a union bound over OK(22K) possible points z ∈ (2−n−K−1Z2) ∩ An, there is a constant c > 0
depending only on δ such that with probability at least 1− c2−K , the following is true. For each
z ∈ 2n−K−1Z2 such that P hits Bn−K(z), there are at most (δ/2)K values of k ∈ [K/2,K − 1]Z for
which minu∈An,k(z) h

z
n,k(u) ≤ −C. Hence for each such z, there are at least (1/2 − δ)K values of

k ∈ [K/3,K − 1]Z for which minu∈An,k(z) h
z
n,k(u) ≥ −C.

We now choose K∗ to be large enough so that c2−K∗ ≤ δ/2. Then if K ≥ K∗, it holds
with probability at least 1 − δ that the path P as above exists and for each z ∈ 2n−K−1Z2

such that P hits Bn−K(z), there are at least (1/2 − δ)K values of k ∈ [K/2,K − 1]Z for which
minu∈An,k(z) h

z
n,k(u) ≥ −C. Any path in Z2 from ∂Bn−1 to ∂Bn−1/2 must cross P , so must hit

a square of the form Bn−K(z) for some z ∈ 2n−K−1Z2 such that P also hits Bn−K(z). But, we
know that each z for which P hits Bn−K(z) satisfies the condition in the lemma statement, so this
concludes the proof.

3.3 Inductive argument

Theorem 1.1 will be a consequence of the following lemma applied inductively.

Lemma 3.7. Let q0 ∈ (0, 1) be chosen so that the conclusion of Corollary 3.5 holds with a = 3/4
and b = 6. For each q ∈ [q0, 1), there are constants C > 0 and K∗ ∈ N depending only on q such
that if n,K ∈ N with K∗ ≤ K ≤ n− 1, then the following is true. If R > 0 is such that

P[Dm(across Am) ≥ R] ≥ q, ∀m ∈ [n−K + 1, n−K/2]Z, (3.17)

then

P

[
Dn(across An) ≥ 1

4
Ke−ξCR

]
≥ q. (3.18)

Proof. Throughout the proof we assume that n,K ∈ N with K ≤ n − 1 and R > 0 are such
that (3.17) holds.

Each of the fields h̊zn,k for z ∈ An is a zero-boundary GFF on a translated copy of An−k.
Therefore, (3.17) implies that for each z ∈ An and each k ∈ [K/2,K − 1]Z,

P

[
D̊z
n,k(across An,k(z)) ≥ R

]
≥ q; (3.19)

11



recall that D̊z
n,k is the LFPP metric associated with h̊zn,k, as in Section 3.1. By (3.19), our choice of

q0, and Corollary 3.5 applied with

Ek =
{
D̊z
n,k(across An,k(z)) ≥ R

}
,

there is a universal constant c > 0 such that for each z ∈ An it holds with probability at least
1−c2−3K that there are at least 3K/8 values of k ∈ [K/2,K−1]Z for which D̊z

n,k(across An,k(z)) ≥ R.

By a union bound over OK(22K) points z ∈ (2−n−K−1Z2) ∩ An, after possibly increasing c we
can arrange that with probability at least 1− c2−K , it holds for every z ∈ (2−n−K−1Z2) ∩ An that
there are at least 3K/8 values of k ∈ [K/2,K − 1]Z for which D̊z

n,k(across An,k(z)) ≥ R.
By Lemma 3.1 (applied with δ = min{1/8, (1− q)/2}), there are constants C > 0 and K0 ∈ N

depending only on q such that if K ≥ K0, then with probability at least 1− (1− q)/2, each path
across An hits a square of the form Bn−K(z) for some z ∈ 2n−K−1Z2 with the following property:
there are at least 3K/8 values of k ∈ [K/2,K − 1]Z for which minu∈An,k(z) h

z
n,k(u) ≥ −C.

Now let K∗ = K∗(q) ≥ K0 be chosen so that c2−K0 ≤ (1− q)/2. If K ≥ K∗, the combination of
the preceding two paragraphs shows that with probability at least q, each path across An hits a
square of the form Bn−K(z) for some z ∈ 2n−K−1Z2 with the following property: there are at least
K/4 values of k ∈ [K/2,K−1]Z for which minu∈An,k(z) h

z
n,k(u) ≥ −C and D̊z

n,k(across An,k(z)) ≥ R.
For each such k,

Dn(across An,k(z)) ≥ exp

(
ξ min
u∈An,k(z)

hzn,k(u)

)
D̊z
n,k(across An−k(z)) ≥ e−ξCR. (3.20)

If a path across An hits Bn−K(z), then it must cross each of the annuli An,k(z) for k ∈
[K/2,K − 1]Z at least once (it must cross each of these annuli twice if z is at distance at least
2n−K/2 from the boundary of An). By (3.20), the Dn-length of each path across An is at least
1
4Ke

−ξCR. Thus (3.18) holds.

Proof of Theorem 1.1. Let q ∈ [q0, 1), C > 0, and K∗ ∈ N be as in Lemma 3.7. We will prove the
theorem by an inductive argument based on Lemma 3.7. For the base case, we need an a priori
lower bound for Dn(across An), which will come from Proposition 2.1.

Step 1: a priori lower bound for annulus crossing distance. By Proposition 2.1, there exists a
constant C ′ > 0 depending only on q such that for each n ∈ N, it holds with probability at least q
that there is a path P around An such that hn ≥ −C ′ on P . Each path across An must cross P , so

P

[
Dn(across An) ≥ e−ξC′

]
≥ q, ∀n ∈ N. (3.21)

Let K ≥ K∗ (to be chosen later in a manner depending only on ξ). By (3.21) applied for
n ∈ [1,K]Z, the condition (3.17) holds with R = e−ξC

′
for each n ∈ [K, 2K]Z. By Lemma 3.7,

P

[
Dn(across An) ≥ 1

4
Ke−ξ(C+C′)

]
≥ q, ∀n ∈ [K, 2K]Z. (3.22)

This is our desired a priori lower bound.

Step 2: inductive argument. We now let

K = K(ξ) := max
{
K∗, 16eξ(C+C′) + 1

}
. (3.23)
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We will prove by induction on n that for each n ≥ K,

P

[
Dn(across An) ≥ 2n/K

]
≥ q. (3.24)

Indeed, it follows from (3.22) and our choice of K that (3.24) holds for all n ∈ [K, 2K]Z. This gives
the base case.

For the inductive step, assume that n ≥ 2K and (3.24) has been proven with n replaced by any
m ∈ [K,n− 1]Z. Then (3.17) of Lemma 3.7 holds for our given value of n and with R = 2(n−K)/K .
Therefore, Lemma 3.7 implies that

P

[
Dn(across An) ≥ 1

4
Ke−ξC2(n−K)/K

]
≥ q.

By our choice of K, we have 1
4Ke

−ξC ≥ 4, so 1
4Ke

−ξC2(n−K)/K ≥ 2n/K . Thus (3.24) holds for n.
This completes the induction, so we get that (3.24) holds for all n ≥ K.

By (3.24),

lim inf
n→∞

P

[
Dn(across An) ≥ 2n/K

]
≥ q.

By (3.23), (log 2)/K ≥ c0e−c1ξ for constants c0, c1 > 0 depending only on q. This gives (1.4).
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Lecture Notes in Math., Vol. 480, 1975. MR0413238

[GHPR20] E. Gwynne, N. Holden, J. Pfeffer, and G. Remy. Liouville quantum gravity with matter
central charge in (1, 25): a probabilistic approach. Comm. Math. Phys., 376(2):1573–1625,
2020, 1903.09111. MR4103975

[GM21] E. Gwynne and J. Miller. Existence and uniqueness of the Liouville quantum gravity
metric for γ ∈ (0, 2). Invent. Math., 223(1):213–333, 2021, 1905.00383. MR4199443

[GP19] E. Gwynne and J. Pfeffer. Bounds for distances and geodesic dimension in Liouville
first passage percolation. Electronic Communications in Probability, 24:no. 56, 12, 2019,
1903.09561.

[Gwy20] E. Gwynne. Random surfaces and Liouville quantum gravity. Notices Amer. Math. Soc.,
67(4):484–491, 2020, 1908.05573. MR4186266

[Lup16] T. Lupu. From loop clusters and random interlacements to the free field. Ann. Probab.,
44(3):2117–2146, 2016, 1402.0298. MR3502602

14

http://arxiv.org/abs/1904.08021
http://www.ams.org/mathscinet-getitem?mr=4179836
http://arxiv.org/abs/1807.01072
http://arxiv.org/abs/2005.13576
http://arxiv.org/abs/2104.06502
http://arxiv.org/abs/2110.00177
http://arxiv.org/abs/1410.7318
http://www.ams.org/mathscinet-getitem?mr=3465434
http://arxiv.org/abs/1605.04449
http://www.ams.org/mathscinet-getitem?mr=3800790
http://arxiv.org/abs/1206.0212
http://www.ams.org/mathscinet-getitem?mr=2819163
http://arxiv.org/abs/1807.11117
http://arxiv.org/abs/2001.06447
http://www.ams.org/mathscinet-getitem?mr=0413238
http://arxiv.org/abs/1903.09111
http://www.ams.org/mathscinet-getitem?mr=4103975
http://arxiv.org/abs/1905.00383
http://www.ams.org/mathscinet-getitem?mr=4199443
http://arxiv.org/abs/1903.09561
http://arxiv.org/abs/1908.05573
http://www.ams.org/mathscinet-getitem?mr=4186266
http://arxiv.org/abs/1402.0298
http://www.ams.org/mathscinet-getitem?mr=3502602


[LW21] M. Liu and H. Wu. Scaling limits of crossing probabilities in metric graph GFF. Electron.
J. Probab., 26:Paper No. 37, 46, 2021, 2004.09104. MR4235488

[MQ20] J. Miller and W. Qian. The geodesics in Liouville quantum gravity are not Schramm-
Loewner evolutions. Probab. Theory Related Fields, 177(3-4):677–709, 2020, 1812.03913.

[Pfe21] J. Pfeffer. Weak Liouville quantum gravity metrics with matter central charge c ∈
(−∞, 25). ArXiv e-prints, April 2021, 2104.04020.

[SCs74] V. N. Sudakov and B. S. Cirel′ son. Extremal properties of half-spaces for spherically
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