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A B S T R A C T   

Demand forecasting and capacity management are complicated tasks for emergency healthcare services due to 
the uncertainty, complex relationships, and high public exposure involved. Published research does not show 
integrated solutions to these tasks. Thus, the objective of this paper is to present results from three hospitals that 
show the feasibility of routinely applying integrated forecasting and capacity management with advanced op
erations research tools. 

After testing several forecasting methods, neural networks and support vector regression provided the best 
results in terms of variance and accuracy. Based on this forecasting, a logic for managing hospital capacity was 
designed and implemented. This logic includes the comparison between the forecasted demand and the available 
medical resources and a stochastic simulation model to assess the performance of different configurations of 
facilities and resources. The logic also provides hospital managers with a decision tool for determining the 
number and distribution of medical resources on emergency services based on a cost/benefit analysis of resources 
and service improvement. Such results support the task of assigning doctors to different kinds of boxes, defining 
their work schedules, and considering additional doctors. The contribution of this paper consists of an integrated 
solution designed to implement the abovementioned logic. This solution combines forecasting, simulation for 
capacity management, process design, and IT support, facilitating the practical routine use of complex models. 
The integration explicitly considers a solution that also has adaptation capabilities to facilitate use under 
changing conditions. 

The solution is also general and admits adaptation and extension to other services. Thus, we have already 
performed similar work for ambulatory and surgical services.   

1. Introduction 

Capacity management is a challenging task for emergency healthcare 
services due to demand uncertainty, necessary and complex health in
terventions, and patient risk [2]. A strategic issue for such management 
is to generate the best possible service, with the right capacity and 
determination of resources to assure a requisite service level. The value 
required for patients is to provide improved service in terms of waiting 
time and to provide the appropriate service, according to the risk 
involved. For such purposes, there is a need for predictive and resource 
analysis tools to ensure the proper level of service at the least cost [3]. 
These tools should be part of an integrated and redesigned process 
configuration, supported by Information Technologies, for emergency 
services, which reduces waiting time and improves medical service 
quality. Thus, this paper presents the development and implementation 

of integrated predictive and capacity analysis models and processes for 
emergency departments (EDs) in three hospitals in Chile. Given the 
support from hospital authorities and administration in one of these 
institutions, we could even implement our proposed solution. 

In general, public hospitals in Chile have a capacity that is not 
enough to process demand for health services and assure patients a 
reasonable length of wait (LOW), especially for EDs. Thus, overcrowding 
is frequent, waiting time before attention usually exceeds an hour, and 
rejection of service also occurs. Hence, hospitals need to forecast de
mand with precision to adjust their capacity or take alternative courses 
of action, e.g., transferring patients to other facilities. To manage ca
pacity, demand forecasts should predict not only on an aggregated level 
but also for different medical services, which renders the task techni
cally more demanding. The forecasted demand for each service allows 
the determination of the required resources, such as doctors of different 
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specialties, reception areas, emergency room cubicle capacity, and 
operating room capacity. Comparing the resources needed to satisfy 
demand with available capacity allows decisions to adjust such capacity 
or prevent or transfer demand. Public hospitals in Chile, which process 
75% of the country’s demand for health, did not use any formal method 
to forecast demand and manage capacity when this work began. The 
procedures utilized were informal and based on the experience of the 
participants in the process; furthermore, such procedures were mainly 
oriented to solving the problem of excess demand. 

Given the situation outlined, which motivated this paper, an agree
ment was reached with the Chilean Health Authority to perform an 
applied research program that would use state-of-the-art analytical 
tools, process design methodologies, and IT support to develop a general 
solution for demand forecasting, capacity management, and associated 
processes that could eventually be implemented in all Chilean public 
hospitals. Objectives were a smaller LOW and significantly improved 
service, including better use of resources for hospitals using forecasted 
demand to support their planning. The research started with three 
hospitals, for which an evaluation of the current situation of demand 
analysis and capacity management was made to determine the feasi
bility of introducing analytical tools and formal practices to improve the 
respective processes. The results presented in this paper comprise the 
product of collaborative work with the hospital staff. The hospitals’ 
professionals reviewed each of the steps described here, which led to 
working processes for forecasting and managing demand by capacity 
adjustments. 

Section 2 of this paper reviews the literature on the use of analytical 
methods in forecasting and hospital capacity management. Section 3 
presents the methods proposed to perform demand forecasting and to 
convert the forecasts to the resources needed to satisfy demand, allow
ing capacity management. Section 4 gives the results from the applica
tion of the proposed methods, and Section 5 presents the conclusions 
and a discussion of the results. 

2. Literature review 

2.1. Demand forecasting 

Demand forecasting is a well-studied subject, as presented in [4], 
that has generated important results in different areas, such as the retail 
industry [5] and inventory control at several enterprises, such as Dell 
[6]. Forecasts provide relevant information for making decisions about 
the resources needed to provide an adequate service to meet the po
tential demand and to avoid stock breakdowns or overstocking. A good 
example of this use is Walmart, which forecasts the demand for each of 
its sales points to feed models that determine the best actions over the 
supply chain to assure product availability at minimum cost [7]. 

In the case of hospital ED services, the capacity depends on available 
physical facilities, such as medical cubicles, operating rooms, and beds; 
also important are human resources, such as doctors, who perform 
diagnostic procedures and treatments on patients. The capacity should 
be planned to guarantee a given service level and improve the use of 
resources; for this planning, an accurate forecast of the number and type 
of patients who will arrive is necessary. 

Publications about the formal demand forecasting of health services 
are reviewed subsequently. Many different proposals for forecasting 
exist, e.g., [4,5,8], and several studies compare such methods in terms of 
the accuracy of the results. One of these studies compares neural net
works with traditional econometric methods and concludes that the 
former generally yields better results [9]. A good summary of cases using 
traditional methods is provided in [10], where the reported methods, 
such as autoregression, moving averages, and exponential smoothing, 
are simple. Other cases, which use more sophisticated methods, have 
focused on the prediction of the number of beds required to meet 
emergency demand [11–13]. A case that uses time series analysis for 
forecasting arrivals and occupancy levels in an ED is the case presented 

in [14]. A recent paper [15] presents a complete review of forecasting in 
an ED. The paper considers 102 articles and provides a good summary of 
the forecasted issues and the applied methods. The paper concludes that 
ED patient demand is the most popular issue with 43 papers, that the 
most employed method is times series and that hybrid approaches, 
including data mining, are the least employed methods, with just two 
papers for patient demand forecasting. 

A similar result is reported in a literature review on the use of big 
data analytics in healthcare [16]. The authors reviewed a total of 804 
articles that have been published between 2000 and 2016 and found 
that most papers use machine learning techniques to analyze clinical 
data, for health monitoring and prediction purposes. 

One recent paper [17] on demand forecasting for an ED in a private 
hospital in Turkey uses linear regression, ARIMA, artificial neural net
works, exponential smoothing, and hybrid methods such as ARIMA
–ANN and ARIMA-LR. The forecasting performance of the methods was 
measured using the mean absolute percentage error, and the ARIMA
–ANN hybrid model was shown to outperform the other methods in 
terms of forecasting accuracy. 

Another important issue identified in the previously mentioned re
view [15] is Length of Stay (LOS) forecasting with 10 papers, which uses 
data mining in seven cases. This approach is an alternative to the 
simulation approach proposed in this paper for service level prediction. 
Of the papers reviewed, no paper used SVM in demand forecasting. 
However, a support vector regression (SVR) model was applied recently 
to the radiology department of a hospital in China [18] with low abso
lute percentage errors for the demand of emergency department 
patients. 

Thus, the work reported in this paper intends to show that newer 
forecasting methods, such as SVR, have the potential to produce better 
results than traditional methods and neural networks and that it is 
possible to integrate forecasting and capacity analysis to determine ways 
that ED management can improve service. Such integration has not been 
explicitly considered in the forecasting literature, and only the possi
bility of using forecasts for capacity planning and staffing is suggested. 

2.2. Capacity management 

For capacity management, the usual practice has been to simulate 
the flow of patients through emergency facilities. In [10], this type of 
work is reviewed, and the cases evaluated mostly use discrete event 
simulation. The literature review in [19] confirms this result. Certain 
cases [10] include problems of capacity configuration and design, such 
as those considered in this work, e.g., using a fast track, resource 
modification, and staffing levels. Other simulation papers explicitly 
consider capacity design, perform capacity planning for an outpatient 
physical therapy service [20] and evaluate designs for outpatient 
ophthalmic services, defined using the technique of experimental design 
[21]. Some works that use the common approach of a static arrival 
probability distribution in ED simulations are those discussed in 
[22–25]. There are different simulation techniques, such as agent-based 
simulation (ABS), discrete event simulation (DES), system dynamics 
(SD), and Monte Carlo simulation. Discrete event simulation (DES) is 
selected in this work. 

There is another line of a joint analysis of demand forecasts and 
capacity. One approach is to predict the number of clients who will 
demand a service to manage the capacity needed to provide a given level 
of service. For example, in [26], the proposal is a joint demand and 
capacity management for services in a restaurant, where the focus was 
optimizing revenue for a given dynamic demand. A similar study 
examined scheduling elective surgery under uncertainty [27] but did 
not consider a forecasted stochastic demand, which is the approach 
utilized in this paper. 

A case study [1] presents a hybrid system combining forecasting and 
DES for endoscopy services. Official population projections are used 
together with historical demand data to forecast demand for the 
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respective diagnostic service. A more recent paper [28] integrates de
mand and capacity analysis in a case of “a hybrid application of 
discrete-event simulation and time-series forecasting across multiple 
centers in an urgent care network”. This case is oriented to an operative, 
real-time solution to support patient flow decisions for several service 
units, in contrast to the structural modification to adapt capacity to 
demand, which is the focus of this paper. 

A generalization of these ideas is “Hybrid Systems Modeling” [29], 
which considers the use of different OR/MS methods, such as fore
casting, systems dynamics, agent-based systems, and game theory, with 
simulation [30]. In this modeling, the use of forecasting in simulation is 
defined as Case D, Hybrid System Model, of Hybrid Simulation, which is 
the focus of this paper. 

While we are concerned about short-term forecasting and capacity 
management, alternative approaches use DES to study the effects of 
changes in the demographic structure which will significantly alter 
health needs for hospital treatment [31,32]. This is a long-range 
approach to plan future capacity, a problem different from the one 
this paper deals with. 

Notice the tendency to use formal forecasting models, especially 
newer models and capacity management models, and the disintegration 
of such models. Additionally, no paper considers the processes necessary 
to routinely implement these models. Thus, an objective of this work is 
to show the need to integrate forecasting, capacity analysis, and process 
design to assure an adequate practical solution to support the capacity 
management of an ED. 

A complementary approach is “to help patients in need of urgent care 
to make more informed decisions about available healthcare choices, 
thereby … reducing the wait time being experienced by the patients” 
[33]. 

3. Methods 

This section evaluates forecast methods to predict demand and dis
cusses capacity management using such predictions. 

3.1. Demand forecasting 

Four forecasting methods are evaluated: linear regression, weighted 
moving averages, neural networks, as suggested in [34,9], and support 
vector regression (SVR). The first two methods are well-known 

techniques used for forecasting that are described in the literature [4]. 
Neural networks and SVR are more recently employed techniques for 
forecasting that are summarized subsequently. 

The particular type of network employed is the multilayer percep
tron (MLP) [9]. Its basic units are neurons grouped into layers and 
connected using weighted links between two layers. Each neuron re
ceives inputs from other neurons and generates a result that depends 
only on locally available information, which serves as an input to other 
neurons. The architecture of the network is shown in Fig. 1. 

Each neuron operates according to the structure in Fig. 2, where the 
output y is determined as a function of the weighted inputs. 

Function f in Fig. 2 is the activation function, which may take 
different forms; the most commonly employed function for continuous 
outputs is the logistic function, as shown in Eq. (1). 

f(x) =
1

1 + e− x (1)  

The network is trained with historical data, as described in Section 4.1. 
The basic idea is that previous data predict a given future month. In 
particular, the assumption is that the pattern is seasonal; therefore, 
values from previous years of the month to be predicted are inputs to the 
model. The structure of the network includes an output layer with one 
neuron that generates the desired forecast. The input layer contains the 
variables selected to explain the demand. In the hidden layer, the se
lection of neurons between input neurons and output neurons is such 
that it balances the following factors: a high number will tend to copy 
the data (overfitting), and a small number will not capture the pattern 
present in the data (underfitting). 

The other method tested is support vector regression (SVR), as pre
sented in [35–37], which is a variation of support vector machines [38] 
and based on the subsequent idea. SVR performs a linear regression in a 
high-dimensional feature space generated by a kernel function, as 
developed here, using the ε-insensitive loss function proposed in [39]. 
This function allows a tolerance degree to errors that are less than or 
equal to ε, as shown in Fig. 3. The subsequent presentation follows the 
applied structure and terminology [37]. 

SVR starts with a set of training data {(x1, y1), …, (xl, yl)}, where 
each xi ∈ Rn denotes the input space of the sample and has a corre
sponding target value yi ∈ R for i = 1, …, l; where l is the number of 
available data points to build the model. The SVR algorithm applies a 

Fig. 1. Architecture of the Neural Network.  
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function Φ that transforms the original data points from the initial input 
space (Rn) to a generally higher dimensional feature space (F⊂ Rm). In 
this new space, a linear model f, which represents a nonlinear model in 
the original space, is constructed: 

Φ : Rn→F (2)  

f(x) = 〈ω, Φ(x)〉 + b (3)

with ω ∈ Rm andb ∈ RIn Eq. (3), 〈⋅, ⋅〉 denotes the dot product in Rm. 
When the identity function is employed, i.e., Φ(x)→x, no transformation 
is carried out, and linear SVR models are obtained. 

When using the convex 
∑

-insensitive loss function, the goal is to 
obtain a function f that fits given training data with a deviation less than 
or equal to ε and is as flat as possible to reduce model complexity. 
Obtaining a flat function f means that a small weight vector ω is sought. 
One way to ensure this approach while maintaining a deviation less than 
or equal to ε  is by minimizing the norm ‖ ω ‖2 given a set of constraints 
[40], leading to the following convex optimization problem: 

min
1
2
‖ ω‖2 (4)  

s.t.
yi − 〈ω, Φ(x)〉 − b ≤ ε
〈ω, Φ(x)〉 − yi + b ≤ ε  

This problem could be infeasible. Therefore, slack variables ξI, ξ*
i and i 

= 1, ..., l, are introduced to allow error levels greater than ε (refer to 

Fig. 3), arriving at the following convex formulation: 

min
1
2
‖ ϖ ‖2 + C

∑L

i=1

(
ξi + ξ*

i

)
(5)  

s.t. 

yi − 〈ω, Φ(x)〉 − b ≤ ε + ξ*
i

〈ω, Φ(x)〉 − yi + b ≤ ε + ξ*
i

ξ*
i , ξi ≥ 0  

This problem is the primal problem of the SVR algorithm. The objective 
function considers two goals—the generalization ability and accuracy in 
the training set—and embodies the structural risk minimization princi
ple [37]. Parameter C > 0 determines the trade-off between the gener
alization ability and the accuracy in the training data and the maximum 
value for which deviations larger than ε are tolerated. The ε-intensive 
loss function |ξ|ε is expressed in Eq. (6). 

|ξ|ε= {
0, |ξ| < ε

|ξ| − ε, |ξ| ≥ ε (6)  

It is more convenient to represent the optimization problem (5) in its 
dual form [39]. For this purpose, a Lagrange function is constructed, and 
once applying saddle point conditions, the dual problem is converted to 
a quadratic optimization problem that is easier to solve [40] and that 
provides the estimation of f(x). The accuracy of the estimation depends 
on an appropriate set of parameters C and ε, among others [41]. Thus, 
the use of a grid search to obtain suitable parameters for SVR is 

Fig. 2. Neuron Details.  

Fig. 3. SVR and ε-insensitive loss function to fit a tube with radius ε to the data and positive slack variables ξi [37].  
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appropriate to test combinations of such parameters. 

3.2. Capacity analysis and management 

As stated in [12], having a demand forecast is not, by itself, a useful 
contribution to hospital management. Managers also need to know 
whether there is enough capacity to attend to forecasted demand with 
defined quality standards and how to rearrange or modify hospital re
sources to achieve this goal. The linkage between forecasting and re
sources provides managers with a quantitative basis for hospital 
capacity management, for which the proposal of this paper is subse
quently presented. 

With the demand and its behavior characterized, the next step is to 
determine whether the existing resources are sufficient to meet the 
forecasted demand. The measure selected to perform this comparison is 
medical hours per month. On the supply side, the total available medical 
hours per month is obtained by the simple multiplication of the number 
of doctors available by the number and length of shifts per doctor in that 
period. On the demand side, a simple method for calculating the medical 
hours required to meet the forecasted demand is considering a deter
ministic monthly prediction obtained from the model, divided uniformly 
within each month and distributed within each day according to the 
patients’ arrival patterns. 

In performing capacity management, two types of problems are 
considered. First, configuration management for determining how 
different designs of the hospital facilities may affect the quality of ser
vice, measured by the length of wait from the moment the patient arrives 
until service begins. This metric is justified because it depends on the 
design, since the time dedicated to medical services does not change 
because their methods are the same. The second problem is resource 
management, which decides how currently available resources should 
be assigned to increase the service level and which and where new re
sources are required to further improve the quality of service. 

In the literature, several proposals for the configuration of emer
gency services exist [42]; they are summarized in Fig. 4. In the figure, 
option (b), which considers triage for patient pre-evaluation and a 
fast-track line for noncritical patients (C4), appears to be appropriate for 
the hospitals under consideration. The justification is that a line 
providing quick solutions with less qualified medical resources, e.g., 

medical students, is possible, which is good for hospitals that lack 
resources. 

After deciding which configuration performs better on the emer
gency service, the next task is to determine the impact that a redistri
bution, reduction, or addition of medical resources would generate on 
the performance of the selected configuration. Based on the previous 
calculations, an estimate of the performance of the current distribution 
of resources, is static and deterministic. Thus, a simulation model that 
incorporates the stochastic behavior of the demand is necessary to 
provide a more dynamic and accurate evaluation of the emergency 
service performance with new resource distributions. The capacity 
analysis just outlined will be applied in Section 4.2. 

4. Calculations and results 

4.1. Forecasting 

In forecasting, the first need is to obtain good historical data to 
develop the required models. Based on these data, demand forecasting 
proceeds as subsequently explained. 

This work focuses on two public pediatric hospitals, HLCM and 
HEGC, and a general-purpose hospital, HSBA. On arrival at the emer
gency facilities of these hospitals, each patient registers, which gener
ates a record of personal data, time of arrival, diagnosis, and a triage 
classification according to illness severity. The historical monthly data 
for the three hospitals obtained for this work are listed as follows: HLCM, 
nine years; HEGC, eight and a half years; and HSBA, ten years. Since 
these hospitals provided high-quality data regarding their emergency 
operation, historical demand is a good input to forecasting models. 
Monthly aggregated demand was the basis for constructing such pre
dictive models. However, for data to be useful input information for 
forecasting models, further analyses and a series of transformations were 
necessary. In the analysis of the demand that arrives at the ED, outliers 
occur, as shown in Fig. 5. Visual inspection of aggregated demand, as 
shown in this figure for one of the hospitals, reveals a strong seasonal 
pattern. Low demand during the summer months (December, January, 
and February in the Southern Hemisphere) and a high influx of patients 
during the winter season (May, June, and July) occur. In general, a 
downward trend persists over the years. 

Fig. 4. Alternative configurations for emergency services.  
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With data disaggregated by medical service type, there were 
important differences, as shown for medical and surgical demand in 
Figs. 6 and 7. The first difference is much more volatile over the years 
since it depends on factors such as temperature and flu-like illness rate, 
while the second difference is more stable over the years. Data also show 
that medical demand comprises 70% of emergency cases and that sur
gical demand corresponds to 30% of these cases. 

Demands at HEGC and HSBA show behaviors that are very similar to 
the demand at HLCM. 

In the development of the neural network forecasting models using 
the data just presented, the previous months’ demand is the input. 
However, certain months are more relevant than others. A method for 
selecting relevant attributes is a genetic algorithm, as suggested in [43], 
but the results were not encouraging. In this work, a common pitfall of 
separating the dataset into just two groups, one group for training and 
one group for testing, was avoided, as discussed in [44], since this 
approach tries to minimize the error over the testing data, leading to 
overfitting of the resulting model. Thus, in this case, the applied method 
divides the data into three sets: 70% for training; 20% for testing, where 
the network is trained to minimize the test error; and the third set, in 
which 10% of the data is independently applied to validate the results. 

The use of an independent set provides a better evaluation of future 
results. 

Regarding the determination of the architecture for the neural 
network model, several parameters were tested using the data, such as 
the number of epochs to use, the learning rate, and the number of hidden 
neurons. The best results obtained are for 10,000 training epochs, 
maintaining the model with minimum error in the training set and a 
learning rate of 0.2 with a momentum of 0.3. In addition, decaying was 
introduced, but this only helps to reach the solution faster with no sig
nificant changes in the results. 

Based on the results given here, a neural network with 18 input 
neurons is employed. If N is the index of the forecasted month, the 
following neurons are obtained:  

a) Three neurons that correspond to the values of the same month in 
previous years: N-12, N-24, and N-36.  

b) Three neurons representing the tendency between two months given 
by the differences between N-12 and N-13, between N-24 and N-25, 
and between N-36 and N-37,  

c) A set of 12 binary variables to represent the months of the year. 

Fig. 5. Actual vs. adjusted demand per month in HLCM.  

Fig. 6. Medical demand for HLCM.  
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This process provided a model that can forecast up to a year in 
advance and considers the tendencies. Thus, the network has 18 input 
neurons plus an additional bias neuron that helps to separate cases and 
allows smaller neural networks than would be allowed without this bias. 

The output layer simply contains one neuron that generates the 
forecasted demand in month N. The hidden layer contains 10 neurons, 
which provides the model an adequate degree of freedom, usually 
calculated by (Number of input neurons + Number of output neurons)/ 
2. The resulting network is shown in Fig. 8. 

The neural network model developed here and the other forecasting 
methods previously presented were run using RapidMiner 4.6.0, the 
Neural Network library from WEKA, and SVR from LIBSVM Library 
[45], but using RapidMiner as a graphic user interface. To determine the 
models’ forecasting accuracy, the mean average percentage error 
(MAPE) and mean square error (MSE) are employed. The same data 
described at the beginning of this section feed all the models as previ
ously described for the neural network method. The results obtained 
using these four methods for the validation sets of all hospitals are 
shown in Table 1. 

As shown in Table 1, in five of the seven cases, the best results 
correspond to SVR when using MSE as a criterion to compare the per
formance of the different models. When using MAPE as a criterion for 
comparison, SVR appears to be the best option for demand forecasting in 
all cases. 

Figs. 9 and 10 graphically display the results and show forecasts with 
SVR and actual demand for HLCM, with a 90% confidence interval for 
the forecast. The interval rests on the hypothesis that the forecast error 
has a normal distribution with a mean zero, confirmed using a Kolmo
gorov–Smirnov test. 

Similar results obtained for other hospitals are shown in Figs. 11, 12, 
and 13 for HEGC and in Figs. 14 and 15 for HSBA. 

Based on the previously presented results, the conclusion is that 
support vector regression is an appropriate method for predicting de
mand in hospitals but without disregarding the possibility of using 
simpler methods that may provide acceptable results under certain 
conditions. However, SVR will be employed for the simulations pre
sented subsequently. All the aforementioned models generate forecasts 
in less than one minute on a standard PC. 

4.2. Demand characterization and service times 

Fig. 16 shows the patients’ illness severity distribution for HLCM, 
which is the hospital selected as the case to present the capacity analysis, 
based on a triage with categories C1-C4 for patients, which varies over 
the different months of a year. Nevertheless, the severity of distribution 
per month remains relatively stable over the years. Therefore, in the 
following calculations, each month will have a deterministic distribu
tion of patients for each category. 

Given the emergency patients’ forecast and the illness severity dis
tribution, the expected number of patients per category is calculated. To 
determine the number of doctors required to attend such demand, the 
next step is to characterize the distribution of the attention time for each 
category. For this purpose, a representative sample of C1, C2, C3, and C4 
patients was utilized. Each C1 patient who arrives at the emergency 
service proceeds to the reanimation room for resuscitation. When this 
situation occurs and depending on the complexity of the surgery or 
diagnosis, between one and three of the doctors are currently working in 
the attention cubicles to attend to the extreme-risk patients. After 
medical attention, nurses register the time required to stabilize and treat 
the C1 patient in a logbook, with the names of the doctors who per
formed the medical procedure. Using this information, a K-S test was 
performed to determine the distribution of C1 patients’ attention times. 
The conclusion was that the attention times exhibit a lognormal distri
bution with a mean of 108 min and a standard deviation of 121 min. Of 
the number of doctors required to attend these patients, two doctors had 
a highly concentrated distribution; therefore, this value is used for the 
following calculations. 

To characterize the attention time of C2 patients, the data applied 
did not provide enough information to determine the distribution of 
such time. However, the doctors reached a consensus that the average 
time to attend C2 patients was 60 min, with a standard deviation of 20 
min. A normal distribution represents the behavior of this attention 
time. With a high level of confidence, the distribution of the attention 
time for C3 and C4 patients was lognormal, with means of 10 min and 7 
min and standard deviations of 7 min and 3 min, respectively. With the 
exception of C1 patients, all patients receive attention from only one 
doctor. 

The time distributions presented here provide a basis for estimating 
the time that doctors will spend attending to patients from each category 
who arrive at the emergency room. An analysis of patient arrivals at 

Fig. 7. Surgical demand for HLCM.  
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different times of the day is shown in Fig. 17; the conclusion is that 59% 
of the patients arrive at the emergency service between 12 AM and 8 PM. 
A representative sample allowed us to determine that this distribution 
does not vary significantly among different days of the week or among 
the same days of different weeks. Therefore, this distribution used every 
day of the year. 

4.3. Capacity management 

Next, the use of the forecasted demand and its characterization on 
the management of ED capacity is presented for HLCM, using a repre
sentative case to show the methods valid for all hospitals. 

Fig. 8. Resulting Neural Network architecture.  
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Table 1 
Forecast errors on validation sets (best results in bold).   

Linear Regression Weighted Moving Average Neural Network SVR 

MAPE MSE MAPE MSE MAPE MSE MAPE MSE 

HLCM Medical Demand 12.67% 150,686 7.53% 144,729 7.45% 161,689 5.61% 154,861 
HLCM Surgery Demand 6.54% 27,097 7.36% 20,137 8.99% 22,947 5.09% 25,199 
HEGC Medical Demand 15.91% 3114,376 16.5% 1978,332 7.7% 1043,753 6.86% 606,324 
HEGC Surgery Demand 8.55% 14,302 8.96% 11,730 8.3% 12,155 5.88% 8,120 
HEGC Orthopedic Surgery Demand  

8.41%  35,940  8.60%  28,247  5.12%  29,851 
4.44% 25,460 

HSBA Medical Demand 8.27% 3125,071 11.83% 850,342 7.9% 1226,165 6.97% 643,984 
HSBA Maternity Demand 10.54% 23,738 6.98% 12,408 10.6% 38,629 3.24% 7,867  

Fig. 9. Medical Demand in HLCM.  

Fig. 10. Surgical Demand in HLCM.  
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4.3.1. Resource balance 
On the demand side, as outlined in Section 3.2, the calculation of the 

medical hours required to meet the forecasted demand considers a 
deterministic monthly behavior obtained from the model, divided uni
formly within each month and distributed within each day, as presented 
in Fig. 17. As explained previously, the assumption is that the severity 
distribution of these patients is deterministic for each month. With these 
considerations regarding the expected demand, the calculation of the 
forecasted number of patients per category is obtained by multiplying 
the total number of forecasted patients by the proportion of patients per 
category. 

The final step is to convert the demand per category to medical hours 
required, distributed among each period of the day. To obtain a quick 
idea of the medical hours required to meet such demand, the forecasted 
number of patients per category, obtained with SVR, multiplied by the 
mean of the corresponding attention time distributions presented 

previously provides an initial approximation. Table 2 illustrates the 
expected behavior of demand during the day for the HLCM and the 
availability and rate of use of medical resources. 

With these simple calculations, several key observations arise 
regarding the use of medical resources. For example, the period from 
0:00 to 8:00 shows a high rate of idle resources, while between 10:00 
and 21:00, there is high utilization of medical resources. Thus, some 
doctors from the night shift could be reassigned to work during peak 
hours but always remain prepared to meet a potential emergency by 
having one doctor on duty at home during the night. This finding gives 
ideas for alternatives to consider in the simulations of the following 
section. 

4.3.2. Simulation model and capacity management 
The simulation model that incorporates the stochastic behavior of 

the demand is for medical patients only since their waiting times and 

Fig. 11. Medical Demand in HEGC.  

Fig. 12. Surgical Demand in HEGC.  
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length of lines are significantly higher than those of other patients. We 
applied discrete event simulation (DES) using the software tool Arena™ 
version 10.0. 

The SVR forecast detailed in Section 4.1 has an error with a normal 
distribution. Thus, several forecasts with times sampled from such a 
distribution of the error are the input for simulating the different de
mand scenarios for each month. Due to the stability of its daily behavior, 
the demand for each scenario has a uniform distribution across every 
day of the month. The daily demand disaggregates into hourly demand 
by using the distribution shown in Fig. 17. Consequently, several sce
narios of monthly demand disaggregated per hour are available. Using 
the hourly forecasted demand from each of the scenarios generated, as 
previously described, allows generation of the average forecasted de
mand for each hour of the day. The assumption was that the hourly 

demand arrives according to a Poisson process; then, this average cor
responds to the mean of the Poisson distribution per hour. 

Patients categorized upon their arrival at the ED receive service ac
cording to the time distributions presented in Section 3.2. Because the 
stochastic behavior of the demand and medical attention is known, the 
simulation model construction and its role in the management of hos
pital capacity are presented as follows: 

4.3.3. Configuration management 
In the current configuration or base case for HLCM, only very ill 

patients (C1) receive priority service when arriving at the ED. They 
moved to the resuscitation service for stabilization and then referred to 
the operating room or the intensive care unit service. Patients who are 
not critically ill must provide their data upon their arrival and 

Fig. 13. Orthopedic Demand in HEGC.  

Fig. 14. Medical Demand in HSBA.  
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subsequently wait for medical attention. The admission time had a 
uniform distribution between 5 min and 10 min. After medical attention, 
the patients can proceed to hospitalization for diagnostic testing or to 
immediate discharge. Hospitalization services do not belong to emer
gency services and hence do not use their medical resources. The time in 
diagnostic test services has a uniform distribution between 2 h and 4 h. 

The fast track with triage configuration in Fig. 4 is an alternative to 
the current situation. The reason behind fast-track selection lies in the 
importance of liberating resources for the medical attention of patients 
with the most urgent needs (C2 and C3). Faster attention is attributed to 
the notion that half of the patients categorized as C4 in triage move to 
fast-track attention and do not use the medical resources of the emer
gency line. 

The doctors’ shift structure consists of two 12-hour shifts (day and 

night) with three doctors attending each shift. For the current situation 
of base case and fast track configurations, simulation models that 
include the previously presented demand and emergency service char
acterizations are employed. An example of the models is shown in 
Fig. 18. 

The simulation model’s role in the management of hospital capacity 
is subsequently given. To perform capacity configuration management, 
an estimation of the length of wait (LOW) for given configurations, 
which allows comparison of the performance of alternative designs, is 
necessary. This metric weights the demand per category by its respective 
average LOW. The results for this metric in the base case and fast track 
simulated configurations are shown in Table 3. 

Based on the scenarios run in the simulation, a 95% confidence in
terval is obtained for the LOW of each configuration. The intervals 

Fig. 15. Maternity Demand in HSBA.  

Fig. 16. Monthly categorization distribution.  
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obtained for the base case and fast track with triage were (61.8, 66.6) 
and (55.5, 59.1), respectively. The procedure proposed to test whether 
the LOW differs significantly between these two configurations is the 
procedure detailed in [46]. This comparison, based on the difference 
between their respective statistical distributions, is shown in Table 4. 
Since the confidence interval does not contain the value zero, there is 
confirmation that the difference shown in Table 3 is statistically 
significant. 

Based on the results presented in Tables 3 and 4, we observe that the 
simulation model is a good representation of the current behavior of the 
system, since the average LOW, calculated with current statistics, is 
within the confidence interval of the simulated base case. The main 
result is that with current resources, the Fast Track with Triage config
uration reduces the average LOW compared to the Base Case in 6.9 min, 
which corresponds to a 10.8% reduction in the current average waiting 
time. 

Thus, HLCM management decided to implement the fast track with 
triage configuration; it is currently in use. 

4.3.4. Resource management 
The first resource management issue is that the current shift struc

ture, including the number of doctors per shift, was not constructed 
based on the daily behavior of the demand, as shown in Table 2. To 
correct this situation, the simulation model considered several assign
ments and the number of doctors per shift with the fast track with triage 
configuration and assumed stochastic demand. If the HLCM current 
structure of two 12-hour shifts persists, an initial scenario would 
consider only redistributing the six doctors available in a different 
manner. Given the greater arrival of patients during the day, as observed 
in Fig. 17, a possible redistribution could include the reassignment of a 
doctor from the night shift to the day shift. Therefore, four doctors 
attended during the day shift, and only two doctors attended the night 
shift. The average LOW of this scenario is 45.1 min. Further resource 
management considerations may determine the addition or reduction of 
medical hours for attending to patients. Since these resources are 
expensive, the different scenarios simulated changed the existing ca
pacity in half doctor intervals. The extra half doctor was included 
through the creation of a new shift of six hours, from 12:00 to 18:00, 
which is the period during which most patients arrive at the service. 
Thus, the number of 6.5 doctors available means that four doctors attend 
the day shift (8:00–20:00), one doctor attends the half shift 
(12:00–18:00), and two doctors attend the night shift (20:00–8:00). The 
average LOW obtained with this configuration is 40.5 min. 

The simulation uses five to seven doctors within 24 h and distributed 
as previously explained. The idea behind analyzing the reduction in the 
current number of doctors is to assess whether the performance of the 
system substantially changes when these resources are lacking, either by 
management decisions or by absenteeism. The average LOW for 
different scenarios of numbers and assignments of doctors is shown in 
Fig. 19, including the 95% confidence interval for each of the points. 

As expected, the addition of medical resources improves the service 
quality, measured as the average LOW. The interesting result is that the 
average LOW decreases dramatically when the number of doctors in
creases from 5 to 5.5 and decreases more gradually more resources are 
available. To show that they are statistically significant, the same pro
cedure proposed in [46] is applied to analyze the differences in the LOW 
among all the scenarios in Fig. 19. Table 5 shows the confidence in
tervals when comparing the LOW of these scenarios. As observed, 
increasing doctors from 5 to 5.5 provides a significant improvement in 
the performance of the system, while the change between 5.5 and 6 

Fig. 17. Patient arrival distribution per hour.  

Table 2 
Forecasted medical resources occupation rate.  

Hours Available Forecasted need Excess use Excess% 

3:00 - 3:59 90 11 79 12% 
4:00 - 4:59 90 6 84 7% 
5:00 - 5:59 90 5 85 6% 
6:00 - 6:59 90 10 80 11% 
7:00 - 7:59 90 15 75 17% 
8:00 - 8:59 90 42 48 47% 
9:00 - 9:59 90 87 3 97% 
10:00 - 10:59 90 114 − 24 127% 
11:00 - 11:59 90 136 − 46 151% 
12:00 - 12:59 90 138 − 48 153% 
13:00 - 13:59 90 129 − 39 143% 
14:00 - 14:59 90 117 − 27 130% 
15:00 - 15:59 90 123 − 33 137% 
16:00 - 16:59 90 125 − 35 139% 
17:00 - 17:59 90 122 − 32 136% 
18:00 - 18:59 90 110 − 20 122% 
19:00 - 19:59 90 102 − 12 113% 
20:00 - 20:59 90 101 − 11 112% 
21:00 - 21:59 90 95 − 5 106% 
22:00 - 22:59 90 81 9 90% 
23:00 - 23:59 90 58 32 64%  
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doctors is not significant. Nevertheless, increasing the number of doctors 
from 5.5 to 6.5 shows statistical significance. As shown in Fig. 19 by 
simple visual inspection, increasing the number of doctors from 5.5 to 6 
and from 6.5 to 7 does not seem to provide important improvements. 
This finding is supported by statistical analyses, as shown in Table 5, 
where the respective confidence intervals do not show statistical 
significance. 

4.4. Processes design 

To use forecasting and simulation models to routinely manage ca
pacity, there is the need for formally designed processes. Such processes 
define the routines that would be periodically executed to run models, 
determine the necessary actions based on their results, and act on the 
decision variables that the models consider, such as ED medical doctors’ 
staff and schedules. There must also be a process that evaluates the re
sults of the models’ use and that detects the needs to adapt them to new 
situations, e.g., a change in the demand structure. Thus, for each pro
cess, IT support requirements, including required software packages, 
newly collected information, its integration with current databases, and 
required reports, should be defined. 

Fig. 18. The simulation model for the Base Case capacity analysis.  

Table 3 
Simulated LOW for HLCM emergency service configurations.  

Configuration Avg. (min) Std. Dev. (min) 

Base Case 64.2 1.2 
Fast-Track with Triage 57.3 0.9  

Table 4 
Base Case and Fast Track with Triage configurations comparison.  

Comparing 
Configurations 

Avg. 

(min) 
Std. Dev. 
(min) 

Lower Bound 
95% (min) 

Upper Bound 
95% (min) 

Base Case / Fast Track 
with Triage 

6.9 1.5 3.9 9.9  

Fig. 19. Average LOW and confidence intervals for different numbers of doctors.  

Table 5 
Confidence intervals for compared scenarios.  

Comparing 
Scenarios 

5.5 6 6.5 7 

5 [30.4; 42.6] [31.6; 43.9] [36.3; 48.3] [36.5; 48.7] 
5.5 – [− 0.4; 3] [4.5; 7.2] [4.4; 7.8] 
6  – [3.3; 5.9] [3.1; 6.5] 
6.5   – [− 1.1; 1.6]  
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The required design definition performed in this case followed a 
general process architecture pattern for hospital management as a guide, 
as detailed in [47]. The designed processes were formalized using BPMN 
[47] notation, which explicitly establishes the process flow and its 
interaction with software packages and databases that contain infor
mation for model operation explicitly. 

5. Conclusion and discussion 

According to the results presented in this paper for three hospitals, it 
is possible to perform demand forecasting with great confidence for 
hospital emergency services. After testing several forecasting methods, 
SVR provided the best results in terms of variance and accuracy. Based 
on this forecasting, a logic for managing capacity was developed for one 
hospital. Such logic uses the comparison between the forecasted demand 
and the available medical resources and a simulation model to assess the 
performance of different configurations of facilities and resources. These 
analyses provide hospital managers with a decision tool for determining 
the number and distribution of medical resources on emergency services 
based on a cost/benefit analysis of resources and service improvement. 
The abovementioned results support the task of assigning doctors to 
different kinds of boxes, defining their work schedules, and considering 
additional doctors. 

The forecasting method and capacity management logic proposed in 
this paper have been validated and accepted by hospital managers and 
staff and are currently in use in the Hospital Luis Calvo Mackenna 
(HLCM), which is a major pediatric hospital in Santiago, Chile. For this 
use, there was a need for formal processes that embed the forecasting 
model and resource management logic, including a support computing 
system. The results of the implemented processes have been encour
aging, and the National Health Authorities are considering extending the 
whole design concept to other public hospitals in Chile. 

Note that the design of the processes, with embedded analytics and 
IT support, is not a one-time effort. Its design includes the periodical 
execution and adaptation of the processes under changing conditions, 
such as unexpected demand, for example, epidemic episodes and new 
campaigns, which require adapting capacity. 

An interesting feature of the work reported in this paper is the 
integration of several methods that are presented independently in 
different publications. Such methods are forecasting, simulation, pro
cess design, and IT support. The methods’ integration facilitates the 
practical use of quantitative models, since they may produce interesting 
results when their use is independent and on a one-time basis, but 
practical impact is not guaranteed. Integration explicitly addresses the 
design of a solution for routine use, which also has adaptation capabil
ities to facilitate use under changing conditions. 

The solution is also general and admits adaptation and extension to 
other services. Thus, similar works on an ambulance service operation 
and surgical services is ongoing. Possible future research directions are 
related to updating the proposed forecasting models as new data are 
gathered. A methodology for dynamic feature selection and support 
vector regression was presented in [35]. 
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