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Resumen 
MODELAMIENTO DE FLUJO GRAVITACIONAL Y FRAGMENTACIÓN EN MINERÍA 

DE BLOCK CAVING 

En minería de Block Caving es fundamental comprender el comportamiento del flujo del material 

quebrado por su impacto en el diseño, operación y planificación minera. Sin embargo, debido a la 

gran cantidad de variables involucradas y la escala del problema, es difícil estudiar este fenómeno 

directamente en la mina. Existen variables, por ejemplo, que dependen del tipo de roca, el campo de 

esfuerzos y la dinámica de la operación en relación a la propagación del hundimiento y las políticas 

de extracción que definen el comportamiento del método. Este gran número de factores han sido 

estudiados con diferentes grados de detalle, en algunos casos con falta de entendimiento de impacto 

real. Por esto, en este trabajo son desarrollados diversos estudios de fragmentación secundaria, 

migración de material fino y esfuerzos en la columna de extracción, en el contexto de minería de 

Block Caving, con el objetivo de contribuir al estado del arte y proponer un modelo de flujo que 

integre la mayor cantidad de parámetros relevantes. 

 

La estructura de esta tesis se dividió en 5 etapas. Primero se analizó el efecto de los diferentes tipos 

de roca a través de un modelo de fragmentación secundaria, para posteriormente comparar sus 

resultados a escala mina. Segundo, se complementó el estudio de fragmentación en material granular 

analizando el efecto que tiene la distancia recorrida por los fragmentos en la generación de material 

fino por abrasión. Tercero, se llevó a cabo un estudio experimental para analizar los esfuerzos 

inducidos generados en el material quebrado durante el flujo de material granular. Cuarto, se propone 

un modelo de esfuerzos verticales desarrollado en un simulador de flujo gravitacional basado en 

autómatas celulares. Finalmente, es incorporado un modelo de fragmentación y migración 

preferencial en el simulador de flujo gravitacional.  

 

El modelo de fragmentación es calibrado en función del tipo de roca y esfuerzos. Adicionalmente, la 

generación de material fino es incluido en el modelo de fragmentación secundaria producto de la 

distancia recorrida por los fragmentos. Los estudios de fragmentación llevados a cabo en esta tesis 

consideran al esfuerzo vertical y la resistencia de la roca como variables claves. Por otro lado, el 

modelo de esfuerzos propuesto permite estimar los esfuerzos verticales presentes en el material 

quebrado, modelo que fue calibrado y validado con datos experimentales. Finalmente, los modelos 

de esfuerzo y fragmentación son incluidos en el simulador de flujo gravitacional, en el cual se utiliza 

el tamaño medio para incorporar la fragmentación y flujo de mineral, a través de la disminución del 

tamaño medio durante la extracción, tamaño que influye inversamente en la probabilidad de fluir del 

material.  

 

El presente trabajo permite integrar diferentes aspectos claves que ocurren en la columna de material 

quebrado durante su extracción, a través de simulaciones de flujo gravitacional. Adicionalmente, una 

de las ventajas de incorporar los fenómenos estudiados en un simulador de flujo gravitacional basado 

en autómatas celulares es que permite representar diferentes aspectos de manera precisa y en tiempo 

cortos de simulación para la escala del problema.  
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Abstract 
In block caving, the behavior of gravity flow is fundamental in mine design and planning. However, 

the great number of variables that influence this large-scale phenomenon are difficult to study directly 

in the field. There are variables that depend on the rock type, stress field and the dynamics of the 

operation itself through the caving progress and draw policies, which will define the performance of 

the method. This large number of factors have been studied to different degrees in some cases with 

lack of knowledge of their real influence. Thus, this work has developed various studies in block 

caving related to the secondary fragmentation, the migration of fine material and the stress in the 

draw column, in order to update the state of the art and propose a flow model that integrates a greater 

number of key parameters. 

 

The structure of this thesis was divided into 5 stages. First, the effect of different rock types was 

analyzed in a secondary fragmentation model, and this model was compared with the what was found 

at the mine. Second, the study of fragmentation in the granular material was complemented by 

analyzing the effect of the travel distance in fragmentation by abrasion. Third, an experimental work 

was carried out to analyze the induced stress by draw in a broken column. Fourth, a stress model was 

developed using a flow simulator based on cellular automata. Finally, a fragmentation model and a 

fine migration model were incorporated in the previous flow simulator. These models included the 

rock size in the flow function. 

 

In rock fragmentation, the described stages allowed a secondary fragmentation model to be calibrated 

based on different rock types. Additionally, a correction to the secondary fragmentation model is 

proposed, including a greater amount of fine material generated as a function of the travel distance. 

These fragmentation studies incorporate the rock strength and induced vertical stress. The proposed 

vertical stress models the stress generated in the extraction zones, which was calibrated and validated 

on an experimental scale. Finally, the stress and fragmentation models are included in the flow 

simulator which used the mean rock size as a key variable. The mean rock size is fragmented during 

draw and influences the flow probability inversely.  

 

The present work allows different key aspects present in the broken column in block caving to be 

linked, simulating the gravity flow with greater precision and proximity to the real phenomenon. 

Furthermore, the advantage of incorporating the studies carried out in a gravity flow simulator based 

on cellular automata is that different aspects and parameters can be assimilated with good precision 

and in a reasonably short simulation for the problem scale.  
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1. Introduction  

 

In block caving, the behavior of gravity flow is fundamental in mine design and planning. However, 

the great number of variables that influence this large-scale phenomenon are difficult to study directly 

in the field. This large number of factors have been studied to different degrees in some cases with 

lack of knowledge of their real influence. Thus, this work has developed various studies in block 

caving related to the secondary fragmentation, the migration of fine material and the stress in the 

draw column, in order to update the state of the art and propose a flow model that integrates a greater 

number of key parameters. 

 

Granular material can behave between solid and fluid at the macroscopic level [1], especially during 

flow. At the microscopic level, the particles can be described by stochastic interactions [2] mainly 

due to their random shapes, sizes, contact points and contact forces [3]. However, this randomness 

follows a degree of regularity, which has allowed the development of stochastic models to model the 

flow of granular material [2], [4]–[6].  

 

In mining, the stochastic rules used for gravity flow have been applied through Cellular Automata 

(CA) [7]–[16]. Gravity flow modelling with CA is based on the void diffusion mechanism [4], [17]. 

This mechanism has been identified in Block and Sublevel caving mines [18]–[23], including in fine 

material fragmentation (< 0.4 mm [24]). CA have also been used for a wide variety of complex matter 

in models such as rough annular shear cells, lattice-gas, lattice-grain, hybrid models and movable CA 

[25]–[30]. 

 

In block cave mining discrete modelling should be used to properly represent the gravity flow over 

extraction level in the broken column where there are high rock columns of large rock fragments. 

Unfortunately, we lack methods that use discrete modeling in the broken column at block caving 

scale. Discrete Element Methods (DEM) are not preferable yet for full block cave scales because of 

the time required for simulation. In this work, we propose a gravity flow model that include a 

migration, fragmentation and stress models. The models are developed within a gravity flow 

simulator based on CA to simulate the scale of the problem and flow conditions. The CA is able to 

quickly simulate gravity flow in high draw columns under different draw scenarios. 

 

1.1 Hypothesis and objectives 

 
“In block caving, the gravity flow in the broken column is rule by the granular material flow, inter-

particle percolation and rock fragmentation” 

 

Main objective 

 

Develop new knowledge of gravity flow considering the migration and fragmentation on block cave 

mining, through the interaction of gravity flow and fragmentation models.  
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Secondary objectives:  

 

 Improve the current Block Caving Comminution Model [31], including rock type 

variability though the UCS. 

 Study the effect of the fragment travel distance on fragmentation. 

 Propose a fine migration model using CA. 

 Propose a stress model using CA. 

 Integrate fine migration and fragmentation models using CA. 

 Calibrate and validate the integrated models. 

 

1.2 Thesis structure 

 

In Chapters 2 and 3 are presented the background and literature review of this thesis divided in gravity 

flow (Chapter 2) and fragmentation (Chapter 3). In Chapter 2, gravity flow in block caving is 

introduced including the flow zones, mechanisms, fine material migration, stress and modelling using 

CA. In Chapter 3, granular material fragmentation is introduced including the fragmentation stages 

in block caving, secondary fragmentation, prediction tools and hang-ups. Finally, a brief summary of 

the literature review is presented in Chapter 4. 

 

In Chapter 5, the main researches of this thesis are presented in five papers. The first paper updates a 

secondary fragmentation model [31] including different rock type and analyzed the use of the 

normalized breakage model. The second paper studies the granular material fragmentation due to 

travel distance, incorporating this finding in the secondary fragmentation model of paper 1. The third 

paper study the stress in granular material under different draw scenarios. The results of the third 

paper, more other works, are used to proposed a stress model presented in paper 4. Finally, in paper 

5 is presented a percolation model based on CA including previous findings that is validate at mine 

scale.  
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2. Gravity flow in cave mining 

 

In block caving, the rock mass is fragmented due to ore draw forming a caved column. The rock 

fragment in the caved column commonly are studied as granular materials. Granular material can 

behave between solid and fluid at the macroscopic level [1], especially during flow. At the 

microscopic level, the particles can be described by stochastic interactions [2] mainly due to their 

random shapes, sizes, contact points and contact forces [3]. However, this randomness follows a 

degree of regularity, which has allowed the development of stochastic models to model the flow of 

granular material [2], [4]–[6]. 

 

The flow of granular material by gravity is known as gravity flow. In caving mines, the main 

parameters of interest associated with the gravity flow are: the geometries of flow zones, fine material 

migration, rock fragmentation, stress distribution, inrush of mud or fine materials, among others [17], 

[32]. These parameters influence mine design and planning. Initial studies of some of these 

parameters have been carried out through physical models (e.g. [33]–[39] [33], [34], [36], [39]–[42]), 

back analysis of mine data (e.g.: [18], [38], [43]–[48]) and numerical modeling mainly by Discrete 

Elements Method (DEM) and Cellular Automata (AC) (e.g.: [10], [12], [49]–[55]) 

 

Several variables will influence the parameters of interest described, such as the material properties 

(e.g.: strength, friction, density, elastic moduli, cohesion), particle size distribution (PSD), cave 

geometry, column heights, depth, presence of moisture. These variables have been studied with 

different levels of detail in some cases, as presented below. 

 

2.1 Flow zones 

During ore draw from one or more drawpoints, different zones are generated by the movement of 

particles. Kvapil [36] identified the extraction zone, the movement zone and the stagnant zones. The 

extraction zones are defined by the initial position of the particles that were extracted. The movement 

zone is defined by the particles that have undergone a change in position with respect to their initial 

position. Finally, the stagnant zones are defined by particles which remain in their initial position 

during extraction. 

 

In mining, identifying these zones (particularly the extraction and movement zones) allows us to 

know the ore to be recovered by drawpoints. In multiple draw, the geometry of the movement zones 

is defined if there is interaction between drawpoints, generating interactive flow [56]. On the other 

hand, if there is no interaction, a series of problems could be generated such as ore losses, stagnant 

pillars and dilution. The stagnant pillars can transmit stress to the extraction level [57]–[59]. The 

irregular extraction is related to migration of fine material; consequently, there is a potential risk of 

inrush of mud and/or fine material [60], [61]. 

 

First characterizations of the flow zones in granular material were carried out in physical models 

constructed for studies of silo design (e.g.: [35], [39], [42], [62], [63]). In these studies, the ellipsoid 

of movement was identified during gravity flow [36], among other parameters of interest. Figure 2.1 

presents the ellipsoid of movement in the center generated during draw. Additionally, a zone of less 
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displacement is also observed when contacting the surface (2) and a stagnant zone (4) that delimits 

the movement zone (3). The geometry of the ellipsoid of movement depends on various parameters 

of the granular material and the system. 

 

 
Figure 2.1 Flow zone observed in physical models [36] 

 

There are analytical approaches that defined the geometry of this ellipsoid [6], [64], [65]. Nedderman 

& Tüzün [66] develop a kinematic model initially) which applied a profile distribution of velocities 

in which the upper particles move towards the lower particles that have the greatest velocity gradient 

(∂v / ∂x) and a constant kinetic (B) which is correlated with the diameter of the particles. Bergmark-

Roos model [67] which is developed from a force balance between the gravity and the friction of 

particles, causing the width to continually increase with the extraction height. Mullin [68] 

subsequently proposed that the distribution speed at these models converges. 

 

Nedderman [64], through considerations made on the kinematic model, expresses a geometric 

relationship for the movement zone of a drawpoint. This relation, presented in Figure 2.2, has been 

used in caving to study the movement of fragmented ore. Here, the movement zone width increased 

continuously with its height. 
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Figure 2.2 Width and Height of the movement zone relation at different studies (after [54]) 

 

The formula presented in Figure 2.2 has usually shown a good correlation with physical and numerical 

models [33], [52], [54], [69], [70]. This relationship gives a good approach to estimate the geometry 

of the ellipsoid during gravity flow. However, there are different parameters that influence the 

geometry of the ellipsoid, such as [32], [37], [40], [55]: 

 

▪ Particle size distribution  

▪ Drawpoint width 

▪ Internal friction angle 

▪ Rock quality 

▪ Fragment’s shape 

▪ Moisture 

 

2.1.1 Particle size distribution 

The smaller the fragments, the narrower the ellipsoids. Kvapil [36] quantified the influence of 

fragment size, as seen in Figure 2.3. In mines, a diameter of 11.9 m has been reported for d50 of 25 

cm (estimated [18]) and diameters between 6 to 15.1 m for d50 between 20 and 50 cm [71]. 
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Figure 2.3 Ellipsoid of movement for different fragment size [36] 

 

The PSD effect has been studied by different authors. An experimental study indicated that there is 

no significant influence on the movement zone width [72], in which two similar PSD were tested 

(Cu=d60/d10 of 1.2 and 2.3). Castro et al. [73]also obtained similar results in a large-scale physical 

model using three Cu of 1.21, 1.53 and 2.33. On the hand, Hancock [52] reported a narrow ellipsoid 

when dense initial packing was used in a DEM study. However, Reyes [74] could not observe 

differences for a range of cohesive particles between 3.5, 4 and 4.5 cm, also using DEM.  

 

At mine scale, Laubscher [40] introduced a graph to estimate the diameter of the ellipsoid considering 

ranges of rock sizes (or rock mass quality or ff/m) and the drawpoint width (Figure 2.4). In this graph, 

the minimum and maximum drawpoint spacing is also determined, maintaining the connection 

between adjacent flow zones. 

 
Figure 2.4 Empirical graph used to estimate IMZ diameter [40] 

 

In Figure 2.5, the diameter of the isolate extraction zone (IEZ) has been estimated as function of d80, 

based on a numerical tool calibrated with mine data [11], [75], [76]. The diameter grows with ore 

extraction, for a constant fragmentation, which has also been observed in physical models [33], [77]–
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[79] and numerical models [80]. In block caving, the secondary fragmentation could stabilize this 

diameter. 

 

 
Figure 2.5 IMZ diameter evolution during ore draw [81]. 

 

2.1.2 Drawpoint width 

The opening of the drawpoint influences the geometry of the ellipsoid. Kvapil [36] introduced 

equation 2.1, in the case of a square opening with side a, to generate continuous flow. 

𝑎 = ඥ1.4ሺ5𝑑50ሻ
2 (2.1) 

 

In Eq. 1.1, d50 is the mean fragment size [m]. Circular openings favor continuous flow. A circular 

area 15% smaller achieves the same efficiency as a square area [36]. Melo et al. [67] reported a direct 

correlation between the opening width and the diameter of the flow zone, through the kinematic 

model. In Sub-level Caving (SLC), Yu et al. [82] reported that the drawpoint width influences the 

IEZ diameter. However, some authors suggest that the drawpoint width does not have a significant 

impact [32], [33], [52], [74], [80]. Hancock [52], through observations in DEM, observed that the 

effect of the geometry of the opening only affects the near field. Then the IMZ diameter depends 

mainly on material properties.  

 

In drawpoint design, one of the main criteria is to minimize the interruptions of the material flow. 

This can be controlled by defining a large ratio between the drawpoint width and the fragment size. 

Studies in ore pass and drawbells quantified the hang-up frequency at different ratios [83], [84], which 

are more deeply described in Section 2.3 Hang-up. 

 

 

2.1.3 Interlocking friction angle 

Susaeta [85] indicates that the friction angle is indirectly related to the diameter of the ellipsoid 

through Eq. 2.2, in which the diameter of the ellipsoid increases at lower friction angle. Laubscher 

[40] suggests that this inverse relationship is because the low friction allows fragments to travel 
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greater horizontal distances, which has been observed through numerical models (PFC3D [55]; 

FLAC3D [86]). 

𝐷 = 5𝑑80𝑡𝑔ሺ𝜙ሻ
−7 (2.2) 

 

D is the diameter of the ellipsoid, d80 fragment size such that 80 % of the particles are smaller [m] 

and 𝜙 is the internal friction angle [º]. Susaeta [85] also proposes a formula between the internal 

friction angle and the particle distribution through the Cu (Eq. 2.3). 

𝜙 =
100𝐶𝑢

ሺ1 + 2.332𝐶𝑢ሻ
 (2.3) 

 

The interlocking friction angle is directly influenced by the fragment shapes, in which the lower 

sphericity, the greater the friction [55], [87]. Therefore, high friction angles can be expected in block 

caving due to the irregular fragment shapes, especially in early extraction stages. There are widely 

accepted and known methods for determining the angle of internal friction in a granular material, at 

laboratory scale. Nevertheless, Dorador [88] proposes a methodology to be able to scale the internal 

friction angle of fragments in block caving, making a similarity between the shear bands (around the 

IMZ) and a direct shear test. 

 

2.1.4 Rock quality 

The rock-mass quality is directly related to the geometry of the flow ellipsoid, as shown in Figure 

2.4. A high rock mass index generates a wider ellipsoid diameter [40], mainly because high rock-

mass quality implies coarse fragmentation. Additionally, poor rock quality can suffer more 

fragmentation during flow. 

 

2.1.5 Fragment shape 

The effect of the fragment shape in the ellipsoid of movement has been studied mainly using DEM. 

Pierce et al. [55] using PFC3D and later Hancock [52] using EsysParticle, analyzed and noted that 

the geometry of the flow zone of the granular material is influenced by the shape of the fragments. 

The more spherical particles generate larger diameters compared to angular particles. 
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Figure 2.6 IMZ profiles with different clump shapes, using PFC3D [55] 

 

2.1.5 Moisture 

Moisture affects the flow-ability of the granular material [84], [89] as well as the geometries of the 

flow zones [78]. Sánchez et al. [78] observed through experiments in a physical model that the 

ellipsoid width increases with increasing humidity in the range of 0 to 6%, which was also observed 

by Antilao [90] in a range between 0 and 4%. Figure 2.7 shows the effect of the moisture in the 

extraction and movement zones. 

 

 
Figure 2.7 Moisture effect on extraction (left) and movement (right) zones [78]. 

 

The moisture percentage used in Figure 2.7 could decrease the friction between particles when there 

is no presence of fine material. There are studies that indicate that the friction and shear strength 

decrease due to moisture content in clays [91]–[93], in gravel [90] and in different materials [94]. 

However, studies in sand using triaxial tests have not shown an effect of moisture content on the 

friction angle [95], between a range of 3 to 22% moisture. Moreover, Ayers [96] showed that the 

friction angle increased with humidity between 2 and 8% and then decreased, in tests on different 

granular materials through torsional shear tests. Apparently, there are a limit humidity percent in 
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which the friction angle start to decrease. This limit is small in coarse material. Then, it is expected 

in cave mining that the presence of water decreases the friction between fragments. 

 

 

2.2 Mechanisms of gravity flow 

Laubscher [97] proposed the main mechanisms used to study gravitational flow in block caving, 

presented in Figure 2.8. These mechanisms are indicated as follows:  

 

▪ Mass flow, this mechanism occurs over the interaction zone where the material descends 

uniformly. The mass flow has little or zero blending, unlike the interaction zone where the 

highest blending can occur. In the interaction zone (see Figure 2.8) close to the drawpoints, the 

mechanisms of gravitational flow or void diffusion can occur. 

 

▪ Gravity flow, was the first mechanism known as the classical gravitational flow mechanism 

[41], [98]. Here, the material flow is generated by the internal stress, towards the zones of lower 

stress, forming the so-called extraction ellipsoid (described in section 2.1). 

 

▪ Void diffusion, is associated coarser granularity where the temporary generation of voids and 

rock arching occurs. The material flows due to the arch collapse, while the voids generated allow 

fine material to flow preferentially. This mechanism has been observed in fine rocks [71]. In 

particular, in SLC, such as Ridegay [18] and Perseverance Nickel mine, with fragmentation 

lower than 0.4 m, and an IEZ diameter of 11.5 m [24]. 

 

 
Figure 2.8 Gravity flow mechanisms in Block Caving [97]. Left: Gravity Flow during isolate draw. Right: Mass 

Flow and interactive zone during multiple draw.  

 

The void diffusion mechanism is analogous to palm-and-finger [43] or disturbed flow [99], [100]. 

Brunton et al. [100] propose that this mechanism is associated with wide PSD and occurs because 

large particles or a group of coarse particles interrupt the movement of fine particles. On the other 
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hand, the void diffusion mechanism is associated with large rock fragments that fall and generate a 

flow of material of smaller granularity behind it. This flow mechanism has been observed through 

markers in sub-level caving and block caving mines [19]–[22], [43], [44], [100]. 

 

In the interactive zone, the presence of gravity flow or void diffusion mechanisms depend on the type 

of material [97]. Heslop [101] states that the mechanisms proposed by Laubscher are not mutually 

exclusive. Gravity flow is expected in rounded and good fragment distribution, while void diffusion 

is expected in material with a spaced or very wide PSD, and preferentially angular rocks. 

Additionally, Encina et al. [102] propose that the material between ellipsoids flow by the horizontal 

movement of fragment under compression. Different mechanisms have been proposed depending on 

the interaction or lack thereof between the movement zones of drawpoints. As example, Susaeta [32] 

defines 3 gravity flow mechanisms: 

 

▪ Isolate draw occurs by the isolated extraction from a drawpoint forming a “vertical 

chimney”. The characteristic parameters are the diameter and the uniform draw.  

 

▪ Interactive draw occurs when there is interaction between drawpoints generating a flow 

zone that moves uniformly. 

 

▪ Isolate-interactive draw, occurs by overlapping during the opening and closing of 

drawpoints. Here, the opening of drawpoints implies material flow towards the surface during 

the generation and collapse of mechanical arches. This implies horizontal movement between 

flow zones if there is interaction between points. Then, the closure of drawpoints generates 

material flow from an area of higher to lower density. This type of mechanism occurs over 

the crown pillar [103]. 

 

2.2.1 Interactive draw 

The interactive draw between drawpoints is generated when the flow zones of drawpoints (2 or more) 

intersect at a certain height (Height of the interaction zone, Hiz), generating a common flow zone. 

The drawpoints spacing is the key parameter to induce the interaction of flow zones. Different authors 

propose different ratios between the drawpoints spacing and the IMZ diameter, which must be less 

than 1.2 or 1.5 [32], [40], [56], [102], [104]. 

 

A poor interaction can cause quick connection with the surface or with an upper level, resulting in 

dilution entry, which induces stress transmission to the extraction level [105], and causes poor 

recovery. On the other hand, a poor interaction due to large drawpoints spacing also generates less 

investment and more stability. Castro et al. [106] proposed a methodology that allows the drawpoints 

spacing to be defined.  

 

In block caving, it is key to determine the spacing between drawpoints to ensure interactive draw. 

Ideally, the greater spacing must be selected to ensure this interaction because it provides a robust 

extraction level, large extraction drift for LHD maneuvers, and it minimizes the increase of costs [56]. 

In drawbells, the diameter of interaction (𝐷𝐼) can be determined using the following formula [85], 
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𝐷𝐼 = 𝐷𝑝𝑠 + 𝐷𝐼𝑀𝑍 (2.4) 

 

where, 𝐷𝑝𝑠 is the drawpoint spacing in a drawbell [m] and 𝐷𝐼𝑀𝑍 is the IMZ diameter [m]. Figure 2.9 

indicates a different interaction between flow zone of drawpoints and drawbells. During ore 

extraction, an angle of draw is developed in the movement zone, which depends on various factors, 

such as the stress field, the material properties, the caving mechanisms, the extraction methods and 

the draw rate [107].  

 

 
Figure 2.9 Drawpoints and drawbells interaction, plan view (after Lausbcher [56]) 

 

2.2.1 Far field and near field  

Some authors propose classifying the flow zones according to the distance between the broken ore 

and the drawpoints, calling near field the zone close to the drawpoints and far field the furthest zone 

[52], [54], [88], [100]. In particular, this allows the gravity flow mechanisms that occur in high 

extraction columns to be better classified [54]. 

 

In the near field, shear bands are generated around the movement zones and a piston flow in the 

center, as shown in Figure 2.10. In the far field, a mass flow occurs similar to a plug flow. Dorador 

[88] proposed a secondary fragmentation model based on these fields. Pierce [54] stated that a 

reasonable shear band thickness could be 10 times the mean fragment size. The thickness of the shear 

bands was determined using DEM. However, the thicknesses of these bands have not been reported 

in physical modeling but has been empirically demonstrated. 
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Figure 2.10 Far-field and Near-field in broken column [88] 

 

A near field study was conducted by Brunton et al. [100] through markers placed at Ridgeway mine. 

In this study, a conceptual model is proposed in Figure 2.11. In this model, the blasted rock of the 

drawbell and undercutting are initially identified. Then, the ore flow is mainly fine material flow that 

drags coarse fragments, and finally, a slow movement of the coarse fragmentation flowing as a 

disturbed flow (void diffusion). 
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Figure 2.11 Conceptual flow model of near field [100] 

 

2.3 Fine material migration 

The particle percolation is a phenomenon that occurs in granular material as consequence of 

differences between the fragment sizes, the fragment densities or by shear strain [108], [109]. In block 

caving, the percolation of fine material occurs mainly through the preferential migration of waste 

rock of smaller granularity through the coarse ore, generating dilution. Dilution is the uneconomic 

material extracted from drawpoints that mixes with the ore, reducing ore grade, in some cases 

implying losses of reserves due to early closure of drawpoints.  

 

Normally, fine material can be present within the ore column related to a previous exploitation level 

and may be found over or on the side of the ore column. Also, weaker rock and secondary rock 

fragmentation can generate fine material. Fine material can flow faster than coarse material during 

flow due to percolation [108], [110], and when it appears within the drawbell, it can generate cohesive 

hang-ups [78], mud-rush events [111], or inrush of fine events [61]. Furthermore, this fine material 

can cause the entry of dilution if it is waste material [112].  

 

Differences in the following parameters can influence the dilution of fine material in block caving 

[103], [112]: fragmentation between coarse and fine material, mineral-diluent fragmentation, 

tonnages extracted between active points, drawpoint geometry and drawpoint layout.  Laubscher[112] 
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mentions other variables such as the ratio of mineral/diluent volume, mineral-diluent disposal and 

form, flow interaction, extraction rate, and in-situ heights, which can affect dilution of fine material.  

Additionally, Laubscher [40] proposed the following formula to estimate the dilution entry: 

𝐷𝐸 = 100
𝐻𝑑𝑐𝑠𝑓 − 𝐻𝑖𝑧
𝐻𝑑𝑐𝑠𝑓

𝐷𝐶𝐹 (2.5) 

 

 

where DE is the percentage of the draw column extracted when dilution is reported in drawpoint for 

the first time. 𝐻𝑑𝑐is the height of the draw column (m), and sf is the swell factor (1.16 for finer 

fragmentation, 1.12 for medium fragmentation and 1.08 for coarse fragmentation). 𝐻𝑖𝑧is the height 

of interaction, and DCF is the “Draw Control Factor” that can be determined as follows: 

𝐷𝐶𝐹 = 1 −
0.055𝑑𝑒
100

 (2.6) 

 

where 𝑑𝑒  is the monthly standard deviation of drawpoint extraction (t). Additionally, many 

researchers have studied the fine particle migration phenomenon using shear and annular cells (i.e., 

[109], [113], [114]), physical flow experiments[33], [61], [77], [79], [115] and numerical modeling 

[54], [74], [114].  

 

Bridgwater et al. [113] were among the first authors to quantify fine particle migration through 

physical experimentation, relating the ratio between particle size and the amount of percolation using 

shear cells with spherical particles. Hashim & Sharrock [109] conducted experiments similar to those 

of Bridgwater et al. but varying the shape of the particles, where it turns out that a more angular 

particle shape generates greater percolation, thus requiring the adjustment of the percolation equation. 

Pierce[54] conducted fine particle migration experiments through numerical simulations in PFC3D, 

concluding that fine particles have less lateral movement than coarse particles, and that migration 

occurs mainly vertically. Additionally, Pierce[54] used the Bridgwater model of percolation induced 

by shearing (Eq. 2.7) to estimate fine migration in block caving conditions. 

𝐿ത = 4.5𝛤𝑑ҧ𝑒𝑥𝑝 ቆ−𝑘2
𝑑𝑝

𝑑ҧ
ቇ (2.7) 

 

Here, 𝐿ത is the mean percolation distance, and 𝛤 is the shear strain while 𝑘2 is a model constant that 

depends on the shear strain rate. The percolating particle diameter is 𝑑𝑝, and 𝑑ҧ is the mean particle 

diameter. 

 

2.3.1 Dilution entry mechanisms  

In block caving, the dilution entry is estimated primarily by vertical migration. However, Castro & 

Paredes[116] propose the existence of 3 main dilution entry mechanisms based on data collected from 

Block Caving mines in Chile: 
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▪ Vertical dilution is the gravitational migration of fine material through the ore column (Figure 

2.12A). 

▪ Lateral dilution is the mechanism generated by the presence of a large air gap and an angle 

of draw that can favor the fine material migration (Figure 2.12B). 

▪ Caving dilution is generated by a bad propagation of the caving, which can imply a large air 

gap (Figure 2.12C). 

 

 
Figure 2.12 Dilution entry mechanisms[116]. A: Vertical dilution, B: Lateral dilution, C: Caving dilution. 

 

The fine material movement can also be influenced by the presence of shear zones associated with 

geological structures [112]. Lateral dilution can be enhanced by high angles of draw in Panel Caving 

method, as has been observed in physical modeling [117]. 

 

On the other hand, Sougarret[118] proposes that the dilution entry can be delayed by the 

preconditioning due to the reduction in fragmentation. This lower fragmentation minimizes 

percolation, reduces hang-up events favoring uniform draw, and it improves the caving propagation 

by minimizing the air gap. The preconditioning has reduced connection times [119]. 

 

Susaeta [85] proposes the inclusion of the uniform draw using the Uniformity Index (UI) to determine 

the dilution entry. The UI indicates the uniformity that exists in the extraction of a drawpoint (p) with 

respect to its neighbors (i), defined by Eq 2.8. 

𝐼𝑈 = ∆ + 𝛤
𝑡𝑝 − 𝑡𝑚𝑖𝑛

𝑡𝑚𝑎𝑥
2 ∙ 𝑛

∙ሺ𝑡𝑚𝑎𝑥 − 𝑡𝑖ሻ

𝑛

𝑖=1

 (2.8) 

 

Here, ∆ is the amount of inactive drawpoints around the reference drawpoint p, Ґ is a factor equal to 

99/89, tp is the tonnage extracted from the drawpoint p in a given period of time t, tmin is the minimum 

tonnage extracted in a drawpoint neighbor of p in period t, tmax is the maximum tonnage extracted in 

a drawpoint neighbor of p in period t, ti is the tonnage extracted from a drawpoint i in period t neighbor 

of p, and n is the number of the total drawpoints including p. The second part of the equation is also 
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called the Specific Uniformity Index (SUI) and varies from 0 to 1. Here, 0 means absolutely uniform 

draw and 1 means isolated draw. Table 1 shows the correlation that has been found between UI and 

the DE using mine data. 

 

Table 1 Relation between UI and DE [85] 

Mine Sector 
Uniformity Index Dilution entry 

%t = isolation % t = uniform + semi. % 

El Salvador Inca Norte 34 66 57 

El Salvador Inca Central 57 43 41 

El Teniente Quebrada Teniente 19 81 62 

El Teniente Teniente 4 34 66 54 

 

There are numerical tools used to estimate dilution such as PCBC, also applied in SLC[120]; Flow 

simulators such as REBOP[54] and FlowSim[75] have also been used to simulate dilution entry, 

which have been compared in Figure 2.13. Moreover, Leonardi et al. [121], [122] models fine material 

migration using coupled models, applying a continuum model to represent the fine material (Lattice 

Boltzmann Method; LBM) and DEM for bulk material. One tool may be preferred over another 

depending on the level of detail and time required.  

 

 
Figure 2.13 Dilution entry simulated using FlowSim and REBOP[75]. 

 

2.3.3 Inrushes 

In caving mines, fine material is associated with two major hazards: inrush of fine material and mud-

rushes [123], [124]. The sudden entry of mud or fine material usually causes several problems such 

as injured workers, loss of life, damage to mining infrastructure and/or equipment, excess dilution, 

productions delays, permanent or partial closure of work sectors implying ore losses [125]. Examples 

of these inrush events are shown in Figure 2.14.  
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Figure 2.14 Inrush events in caving mines [124]. Left: Inrush of fine event. Right: Mud-rush event. 

 

Inrush of fine material events (or dry rush) can be described as the suddenly inrush of wet and fine 

granular material at drawpoints [61]. On the other hand, mud-rush or mud-burst events occur when 

the mud entry is violent and quick, formed by a mixture of fine material, water, a disturbance and a 

discharge point [111]. These events can occur at any moment during mining as a result of ore 

extraction, seismicity, secondary breakage in drawpoint or ore passes [124]. Nevertheless, the risk of 

this hazard can be indicated and evaluated in previous mining through geology and geotechnical 

studies [126]. 

 

Several studies have reported inflow mainly from mud in block caving operations. For example, in 

El Teniente, a mixture of water from thawing and the fine materials generated during caving 

associated with overflow, caused a mud rush [127]. Another case was reported in Kimberley and De 

Beers diamond mines in South Africa. Here, mud events occurred because of the mixture of 

Kimberlite, which contains clays and shales, and water from rains. This water entered through an 

open pit operation located on the surface [128]. P.T. Freeport underground operations in Indonesia 

have also experienced mud-rush problems, which have caused fatalities [125]. Early wet muck entry 

was registered in IOZ mine [129] and DOZ mine [130], [131]. 

 

Various measures have been developed in order to prevent mud-rush events or to mitigate their 

damage.  For example, in the Kimberley-Wesselton mine, South Africa, additional drifts were 

developed to increase mine drainage. These drifts helped decrease the amount of water; however, 

they weren’t enough to prevent rainwater from dumps from entering the drawpoints, and 

consequently, the mud re-entry [111]. Another example of a mitigation measure was done in Even at 

the Dutoitspan Mine. Here, the surface clays and the kimberlite rock were mixed during the draw 

process. Additionally, the presence of groundwater generated wet muck [111] when mixed with 

kimberlite during draw. In the P.T. Freeport underground mine, the mitigation and control tools for 

mud problems are as follows: active water extraction through drainage pits, tele-operated LHD 

equipment in mud areas to reduce the exposure of mining personnel to the occurrence of a dangerous 

events, inspections of mud made by geotechnical engineers, hydrologists and operation engineers 

[132] and operational classification of the drawpoints with a table of criticality of the qualitative 

moisture of the mud [129], [131], which is a preventive method for closing drawpoints, and 

controlling extraction by using autonomous or semi-autonomous equipment to avoid the risk of 

personal accidents. 



2 Gravity flow in cave mining 

19 

 

 

Planning tools have been developed to control or minimize mud-flow events. Hekmat et al. [133] 

developed a decision tool using an analytic hierarchy process to prevent mud-rush; the inputs were 

operational parameters, design parameters and geological parameters, where the extraction rate (an 

operational parameter) was the main controllable variable. Castro et al. [134] identified extraction 

rate and environmental conditions as the main variables in a predictive model they developed using 

logistic regression. Also, fuzzy logic was used as a tool to prevent mud-rush by determining the status 

of drawpoints through the estimation of the spatial-temporal distribution of wet muck [135]. 

 

2.4 Stress in granular material 

Studies of stresses in granular material have been carried out for many years due to its importance in 

many industries (i.e. Food[136], Pharmacy[137], Mining[138]). In block caving mining, where the 

granular material are large rock fragments within a broken column of hundreds of meters, this 

approach has been used in soil mechanics to estimate stresses in the caved column [54], [59], [70] 

using the corrected classical Janssen approach[39] as an initial stress estimation,  

  

𝜎𝑣തതത =
𝑅ℎ𝜌𝑏𝑔

𝜇𝑘
ቆ1 − 𝑒

−
𝜇𝑘𝑧
𝑅ℎ ቇ+ 𝑄0 ቆ𝑒

−
𝜇𝑘𝑧
𝑅ℎ ቇ (2.9) 

 

Where 𝜎𝑣തതത is the mean vertical stress, 𝑅ℎ is the hydraulic radius (area/perimeter; m), 𝜌𝑏 is the bulk 

density (kg/m3), 𝑔 is the gravity constant (m/s2),𝑘 is a friction parameter that represents the horizontal 

and vertical stress ratio, 𝜎ℎ/𝜎𝑣, z is the depth (m), Q0 is the initial vertical overload (Pa) and 𝜇 is the 

friction between particles and walls. Eq. (2.9) has shown good approximation in gravity flow 

experiments simulating a Block Caving environment [70]. The friction parameter 𝜇 is commonly 

defined with the Coulomb coefficient as follows [139]–[141]:  

𝜏 = 𝜇𝜎ℎ (2.10) 

 

Here, 𝜏 is the shear stress placed between the model wall and granular material (Pa), and 𝜎ℎ is the 

horizontal stress (normal to wall, Pa). Also, 𝜇 can be separated into a static, 𝜇𝑠, and a dynamic, 𝜇𝑑,  

resulting in a parameter where 𝜇𝑠 > 𝜇𝑑 [136]. If there is adhesion between the granular material and 

the wall, Eq. 2.12 at the wall must be modified as follows[142]:  

𝜏 = 𝜇𝜎ℎ + 𝑐𝑤 (2.11) 

 

Here, 𝑐𝑤 is the adhesion parameter. Additionally, 𝜇 is defined as follows [143], [144]:  

𝜇 = 𝑡𝑎𝑛ሺ𝜙𝑤ሻ (2.12) 

 

where 𝜙
𝑤

 is the friction angle between the wall and the granular material. Some authors indicate that 

for fully rough wall this angle can be assumed to be close to the inter-particle frictional angle 𝜙𝑖 
[139], [145]. Moreover, if the friction wall angle is greater than the internal friction angle, Nedderman 

[142] indicates that the internal friction angle must be used in the Equation instead of the friction wall 
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angle because in a fully rough wall the material does not slip along the wall, but rather the slip occurs 

along an internal slip plane.  

 

Thus, considering the existence of a static (𝜙𝑤,𝑠) and a dynamic (𝜙𝑤,𝑑) wall friction angle, the 

following condition holds: 𝜙𝑤,𝑑 < 𝜙𝑤,𝑠 ≤ 𝜙𝑖. In cave mining, because the wall is formed by the same 

un-caved rock, it can be expected that 𝜙𝑤,𝑠 ≤ 𝜙𝑖. Due to the interlocking between rock fragments, 

there should be greater friction.  

 

It is well known that a drawback of the Janssen approach is the determination of friction parameters, 

k and 𝜇 [146](Zhao et al. 2018A). The parameter k only depends on the material properties and is 

independent of 𝜇 [147], [148], and in several cases is considered constant, but it varies with depth 

[139], [148], [149]. Zhao et al. [150] observed that k decreased asymptotically to a constant value. 

Moreover, k also could vary in the horizontal direction depending on the distance with the walls. 

Additionally, 𝜇 is not necessarily a constant parameter. Peng et al. [151] in an experiment with glass 

beads, showed that 𝜇 has a dependence on the depth. Moreover, Vivanco et al. [152], through DEM 

simulation, also reported the same behavior of 𝜇.  

 

It is common to assume that 𝜎ℎ and 𝜎𝑣 are the principal stresses; however, this is not true in the 

boundary due to the existence of vertical shear stress related to the wall friction. Walker [143] 

proposed the incorporation of a distribution factor, Df, to represent the ratio of the vertical stress at 

the wall, 𝜎𝑣,𝑤, and the mean vertical stress, 𝜎𝑣തതത,as follows: 

𝐷𝑓 =
𝜎𝑣,𝑤
𝜎𝑣തതത

=
1 + 𝑠𝑖𝑛2ሺ𝜙ሻ + 2𝑠𝑖𝑛ሺ𝜙ሻξ1 − 𝑐

1 + 𝑠𝑖𝑛2ሺ𝜙ሻ + ሺ
4𝑐
3
ሻ𝑠𝑖𝑛ሺ𝜙ሻሺ1 − ሺ1 − 𝑐ሻ1.5ሻ

 
(2.13) 

 

Here, 𝜎𝑣,𝑤is the vertical stress at the wall (Pa), and c is defined as 𝑡𝑎𝑛ሺ𝜙𝑤ሻ /𝑡𝑎𝑛ሺ𝜙ሻ or it equals 1 

for fully rough walls. Then, Eq. 2.10 is updated to Eq. 2.15. 

𝜎𝑣തതത =
𝑅ℎ𝜌𝑏𝑔

𝜇𝑘𝐷𝑓
ቆ1 − 𝑒

−
𝜇𝑘𝑧
𝑅ℎ
𝐷𝑓ቇ + 𝑄0 ቆ𝑒

−
𝜇𝑘𝑧
𝑅ℎ
𝐷𝑓ቇ (2.14) 

 

Additionally, Walker [143] estimates k for a fully rough wall, based on the stress distribution 

correction, as follows:  

𝑘 =
1 − 𝑠𝑒𝑛2ሺ𝜙ሻ

1 + 𝑠𝑒𝑛2ሺ𝜙ሻ
 (2.15) 

 

In the literature, there are a lot of reported experiments of stress measurements in granular material, 

but usually how the wall friction angle was determined has not been reported. In addition, the 

Coulomb friction coefficient, 𝜇 is directly assumed (e.g.: [33], [42], [62], [139], [143]). Moreover, 

the method proposed by some authors [136], [142] to determine the wall friction angle cannot be 

directly applied to Block cave mining because of the scale of the problem.  
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2.4.1 Stress in Block Caving 

Current challenges in the mining environment include factors such as deeper deposits, harder rock, 

higher in-situ stresses, greater production demand and increased costs [153], [154]. One issue which 

can have consequences at greater depths is that the rock mass already subjected to high stresses suffers 

even higher induced stresses during mining activities. In particular, induced stress occurs during the 

caving propagation stage in the advancing undercut front [40], [155], [156], where damage has been 

observed and reported in several block caving mines [157]–[162]. This is mainly related to drift 

convergence and pillar failure. Measurements of stresses, strain, crack extension and seismicity have 

been carried out at this stage [163]–[165]. However, in caving mines with greater depths, the column 

height of caved rock also increases, and consequently, there is an overload on the production level.  

 

Usually in block or panel caving mines, when the caving propagation connects to surface, vertical 

stress over the production drifts is not closely monitored because of the low frequency and magnitude 

of seismic events. Nevertheless, experience indicates that production drift stability can also be 

affected during ore extraction in productive areas [57]–[59], [166]–[168] causing drift convergence, 

concrete slabbing at the walls, collapse, and closure. 

 

Stress has also been measured in the extraction level of block cave mines [163], [169], [170] with 

different techniques for field stress measurement such as stress cells, over-coring, the Flat Jack test, 

and hydraulic fracturing [171]. Rojas et al. [163] used stress cells in the Esmeralda mine (within the 

El Teniente mine) and identified the need for production pillar rehabilitation after abutment stress to 

provide support stress during ore extraction. Xia et al. [170] also studied the stability of the extraction 

level before and after undercutting in the Tongkaungyu mine using over-coring. In this mine, the 

stability problems mainly occurred during the undercutting but stability problems were also reported 

during ore extraction. Additionally, indirect techniques have been applied. Martin et al. [172] 

proposed stress model calibration based on the drift damage and the depth of failure, while Gonzales 

et al. [173] used the damage observed in borehole cameras to model stress. In the Deep Ore Zone 

mine, they measured production drift convergence [174], where stress concentration during ore 

extraction was observed. Another indirect technique was proposed by Xia et al. [175] to estimate 

stress in the extraction level through the thin plate theory.  

 

In the broken column of a block caving mines, there are irregular boundary geometries of caves, 

variable column heights, different cave wall dips and zones under draw or with non-draw (known as 

movement and stagnant zones respectively[33]) that make this process more involved than bin 

extraction. Pierce[54] proposed to assume the Janssen[39] approach as an initial stress estimation and 

then used the area tributary theory to estimate the stresses in the stagnant and movement zones of the 

broken columns. The vertical stress in the stagnant zone, 𝜎𝑣
𝑆
, could be determined as follows:  

𝜎𝑣
𝑆
=
𝜎𝑣,0𝐴− σ 𝜎𝑣,𝑖

𝑀
𝐴𝑖

𝑛
𝑖=1

𝐴𝑠
 (2.16) 

 

Where 𝜎𝑣,0 is the mean vertical stress before draw (initial condition, Pa), A is the total area of the 

cave in a planar view (m2), and 𝜎𝑣,𝑖
𝑀

 is the mean vertical stress of the movement zone i (Pa). Ai is the 
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area of the movement zone i (m2), and As is the area of the stagnant zone (m2). The estimation of 

the 𝜎𝑣,0 and 𝜎𝑣,𝑖
𝑀

, can be determine considering the Janssen[39] approach (Eq. 2.9). 

 

2.5 Gravity flow modeling using cellular automata  

The most commonly used methods to model gravitational flow in caving mines have been: physical 

modeling, DEM and CA. However, continuous methods such as FEM using FLAC3D [86] have also 

been used, as well as a combination of different methods [13], [176]–[179]. A common tool used to 

study complex granular media problems is the distinct element method (DEM; [180]), frequently used 

in mining studies [50], [52], [55], [74], [83]. However, in cave mining studies [52], [55], the problems 

have been limited to a drawbell, a short column height and simplified shape fragments because of the 

problem of scale. As an example in [50], a draw simulation of a cylindrical model of 0.7 m height 

and 0.34 m diameter takes between a week and a month to complete. Thus, this section is focused on 

cellular automata, which provide the advantage in block caving of being able to simulate high broken 

columns with multiple drawpoints in short simulation times (<1 h). The main disadvantage is that this 

method doesn’t simulate the physical interaction between the fragments. 

 

Granular media can be described by stochastic interactions [2] mainly due to their random shapes, 

sizes, contact points and contact forces [3]. These stochastic rules have prompted the development of 

stochastic models of granular material flow [2], [4]–[6], [181]. In mining, the stochastic rules used 

for gravity flow have been applied using CA [7]–[16], [43].  

 

The gravity flow modeling with CA is based on the void diffusion mechanism[97], which has been 

identified in Block and Sub-level caving mines[18]–[22], [44], and in fine material fragmentation (< 

0.4 mm[24]).  

 

2.5.1 FlowSim 

FlowSim is an AC-based gravity flow simulator, initially developed in Matlab in a 2D and 3D 

environment [10], [33]. In its first version, FlowSim represents the gravity flow observed in a large-

scale physical model, quickly and efficiently. Then, it was validated with mine data [11], simulating 

sectors of the El Salvador and El Teniente mines, Codelco. In this validation, the flow simulator 

simulated the ore dilution, mixing and ore recovery. 

 

The flow simulator used a 3D cubic cell arrangement to represent granular material, while the material 

flow is generated as void cells moving upwards starting from drawpoints. The void cells are 

exchanged with upper granular cells. Each upper granular cell has a probability, Pi, of being selected 

to exchange (see Figure 2.15) based on its distance as follows [10]:  

𝑃𝑖 =
𝑑𝑖
−𝑛

σ 𝑑𝑘
−𝑛9

𝑘=1

 (2.17) 

 

Where di is the distance between the void cell (k level, Figure 2.15) and one of the nine cells i (k+1 

level, Figure 2.15B), and n is a function parameter that depends on rock properties such as 

fragmentation. Studies have shown that for the cell size 2x2x2 (m3), the parameter n calibrates 

between 3 and 10 depending on rock properties, and n = 3 or n = 4 are most frequently used for coarse 
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fragmentation; for smaller rock fragments, n is increased, linked to the width of the flow zone [11], 

[44], [75], [76]. Additionally, a minimum number of adjacent voids are required to interchange cells. 

Therefore, when a cell void is evaluated to move up, the amount of void cells, Cv, around it are 

calculated (Eq. 2.18). 

 

 
Figure 2.15 Representation of the descent of a superior block into a void available from a k + 1 level to a k level 

[76]. 

 

𝐶𝑣 =   (𝑐𝑖𝑗𝑘), ∀𝑐𝑖𝑗𝑘 > 0

1

𝑖=−1

1

𝑗=−1

1

𝑘=0

 (2.18) 

 

Where, 𝑐𝑖𝑗𝑘 = 1 if there is a cell void and 0 if not. Then, the void cells flow up if  

𝐶𝑣 ≥ 𝐶𝑣
𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 (2.19) 

 

where 𝐶𝑣
𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑

is the minimum void cells to propagate the flow using Eq. 2.17 Miranda [182] 

implements the algorithm in the C++ language, in order to reduce simulation times. Then, some 

authors [75], [183], [184] incorporated a rilling logic and preferential flow. The cave-back is also 

applied in the flow simulator [75], [184], using DXF files to discretize whether a block was caved or 

not.  

 

Fuentes [185]calibrates the model with data from Esmeralda mine (Sector 2), El Teniente, collected 

through Smart-marker in 5 drawbells (135 markers recovered at the date of the study, 43% of the 

total). Figure 2.16 shows a simulation using FlowSim of the Emeralda mines (Sector 1 and 4; 370 

drawpoints) after calibration with sector 2. Vergara [117] simulated the ore entry from a previous 

mine level calibrated using physical modeling with an error under 10% of mine data.  
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Figure 2.16 FlowSim simulation of Esmeralda mine, El Teniente [185] 

 

In parallel with the development of the flow simulator, this model has been calibrated, validated 

and/or applied in various mines, a such as El Salvador, Esmeralda in El Teniente, and PC1 and PC2 

in Cadia. East [11], [75], [184], [186]. Recently, Vega [187] used to study mud-rush events through 

the uniformity and drawpoint interaction of different extraction level designs.  
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3. Granular material fragmentation in Block Caving  

 

Rock sizes are fundamental in the mining process, mainly in design stages, ore extraction, ore 

transportation and mineral processing [40], [106], [188], [189]. In block caving, the prediction of rock 

sizes in the draw column influences the geometry of the flow zones, which defines drawpoint spacing, 

draw control, drawpoint productivity and secondary breakage [40]. Rock fragmentation is directly 

related to various operational problems during ore extraction such as hang-ups, oversize rocks, fine 

material migration, mud-rush and the inrush of fine material. Thus, rock fragmentation is key to 

understanding the rock fragmentation mechanisms and to predicting rock size distribution, which, 

together with the caving propagation, define the performance of the method [105]. 

 

In block caving, there are different stages and mechanisms that influence the resulting rock 

fragmentation observed in drawpoints. In mining methods that use blasting to fragment ore, it is 

possible to have a certain degree of control over the resulting fragment sizes. However, in block/panel 

caving, blasting is applied in the initial undercutting, and it may eventually also be applied in confined 

preconditioned spaces. Nevertheless, the greater ore column is naturally fragmented during caving 

and ore draw.  

 

In block caving, the rock fragmentation increases during extraction [32], [190] due to primary and 

secondary fragmentation. Moreover, in a sublevel caving mine, rock fragmentation during draw has 

also been quantified [191]. Hence, it is important to understand the different stages of in-situ, primary 

and secondary fragmentation, which are described below. 

 

3.1.Fragmentation stages in block caving 

The fragmentation of a rock block is a complex process in which several variables are involved, such 

as rock characteristics (e.g.: strength, hardness, joints, friction, density, mineralogy) as external 

phenomena. Thus, the rock heterogeneity, mechanical properties associated with each rock type and 

environment must be known. Additionally, the ratio between the rock strength and induced stress 

generate high variability in rock mass fragmentation during caving [54].  

 

During rock mass fragmentation, three fragmentation mechanisms have been defined: in-situ 

fragmentation, primary fragmentation, and secondary fragmentation [40], [192]. The in-situ 

fragmentation corresponds to what is naturally presented in the rock mass formed by blocks defined 

by joints. Currently, in this fragmentation fractures due to preconditioning have also been 

incorporated. Then, the primary fragmentation is observed during the caving process, caused by 

breakage and subsequent disjoining of blocks from the cave-back. Finally, the secondary 

fragmentation occurs in the broken column because of the rock movement in the column to the 

drawpoints [192]. Additionally, impact fragmentation can be considered depending on the size of the 

air gap, which can greatly affect the primary fragmentation [88]. 

 

There are two key stages that also influence the fragmentation observed at drawpoints from an 

operational point of view; the propagation stage of the broken column before breakthrough to surface 

(or previous level) and the extraction stage, when caving has connected to surface. These stages may 

influence the final fragmentation depending on the stages in which the fragmentation occurs. For 
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example, at the beginning of the caving, in the cave-back, there is mainly tensile stress and a short 

distance between the broken ore and the drawpoints. On the other hand, at higher caving heights of 

the caving, due to the geometry adopted by the cave-back, compression forces are generated which 

can overcome the compressive strength of the rock, leaving the rock in the breaking column with a 

post-peak resistance (lower). Additionally, the distance between the broken minerals and the 

extraction points increases. All of these influence the resulting primary and secondary fragmentation. 

 

The initial block size distribution is the starting point from which the following fragmentation process 

can be determined. The main methodologies to represent in-situ fragmentation rely on joints 

quantification. Some of these are listed below: 

 

▪ Q de Barton [193]: RQD/Jn 

▪ ISRM [194] 

▪ Volumetric Rock Quality Designation [195] 

▪ Hardy et al. [196] 

▪ Block Cave Fragmentation [197] 

▪ JKFrag[188]  

▪ Fracman[198] 

 

The Discrete Fracture Networks (DFN) is one of the methods most used to determine in-situ 

fragmentation. In DFN, joints are three-dimensionally tessellated to represent the rock blocks, thus 

allowing their geometric properties (length and volume) to be determined. Then the size distribution 

curves are constructed. This method was originally developed to analyze groundwater flows through 

natural fracture systems. Nowadays, it is possible to find it in a wide range of areas. The main 

variables used to construct a DFN model are [199], [200]: joint frequency, joint orientation, joint 

length and fracture ends. Core-drilling campaigns or drift mapping can provide the information 

required to create the fracture network.  

 

In block caving, the in-situ fragmentation and the preconditioning are key input parameters for the 

following fragmentation stages. There are studies in which the use of preconditioning, by hydraulic 

fractures, has been modeled in the initial fracture network [201], [202]. Hydraulic fracturing creates 

new fractures and extends/connects pre-existing joints (30-50m). The hydraulic fracture networks can 

be simulated based on the stress orientation and the estimated/measured fracture diameter, as 

presented in Figure 3.1. The pressure applied by hydraulic fractures could decrease the intact rock 

strength [203]. However, changes in fragmentation have mainly observed when confined blasting has 

been used [118], [119]. 
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Figure 3.1 Hydraulic fracture modelling (disc) during fragmentation prediction [201] 

 

In situ fragmentation influences primary fragmentation. The main variables that influence primary 

fragmentation are the stress distribution in the cave-back and the geo-mechanical properties of the 

rock mass [192], [204]. In primary fragmentation, the main mechanisms that are identified are the 

opening and/or sliding of joints under low compressive stress or tensile stress [192]. Thus, the in-situ 

joint networks govern the block formation during primary fragmentation [171]. Nevertheless, intact 

rock fracture can also occur under high compressive stress. The main parameters that influence 

primary fragmentation are [40], [188], [192], [205]: 

▪ Joint frequency and joint spacing  

▪ Main geological structures 

▪ Induced stress 

▪ Cave-back orientation and geometry  

▪ Rock mass quality 

 

3.1.1 Secondary fragmentation 

Secondary fragmentation is the last fragmentation stage that the ore undergoes in the broken column 

before being extracted from the drawpoints. Here, the rock is mainly fragmented by compression and 

abrasion [188], [192]. Some authors [88], [192], [206], [207] also include fragmentation by impact, 

when a rock block falls from the cave-back. The fragmentation mechanics proposed during secondary 

fragmentation are [192]: extension of pre-existing discontinuities, opening of filled or healed 

discontinuities, opening along bedding or schistocity planes, crushing under superimposed  weight, 

compressive failure of block by induced tension produced by point line or line loading at inter-block 

contacts within the caved mass, bending failure of elongated blocks and abrasion of block corners 

and edges to reduce block sizes and produces fines. 

 

Abrasion occurs when insufficient energy is applied to fracture a fragment, generating localized stress 

in a small area. This can generate fine material, which is also known as peripheral fragmentation 
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[208]; compression fracture occurs when the energy applied is sufficient to load a small area to the 

breaking point. In soil mechanics, the granular material fragmentation by compression is usually 

divided into splitting [209] and total fracture [208]. On the other hand, the fracture by impact occurs 

when energy is applied in excess, generally resulting in a large number of fragments. In practice, 

these events do not occur in isolation; the presence of abrasion can be observed in points of load 

compression [188]. 

 

Variables that influence secondary fragmentation can be classified into those that depend on the rock 

and those that depend on the design parameters, such as [40], [206], [210], [211]: Broken rock: intact 

rock strength, size, shape and distribution of fragments, void index, friction between fragments, 

roughness, humidity, rock fractures and veins; Design parameters: column height, extraction rate, 

stress, draw strategies. Some of these parameters and variables are described below. 

 

3.1.1.1.Rock strength 

The strength is directly related to the capacity of support stress. A block strength is related to the 

intact rock strength, the joints and the deformation capacity. Low rock strength implies early breakage 

under stress [206], whereas increasing the rock strength decreases the amount of breakage [212]. The 

strength of a block is indirectly related to its size; an individual block decreases its strength when it 

increases in size [171]. Dorador [88] indicated that the block strength is the most relevant variable in 

fragmentation events in comparison with other parameters such as shape and size distribution of 

fragments. 

 

3.1.1.2.Fragment size distribution 

Breakage is greater in a uniform soil than it is in well-graded soils because there is a better stress 

distribution due to the contact number [213]. Furthermore, the strength ratio between the largest rock 

and the smallest particles plays an important role in the cushioning potential [209], [214]. Dorador 

[88] identified that the dense packing exhibits three key stages that represent different breakage steps: 

i) splitting initiation, ii) matrix collapse and fragment reorganization, and iii) matrix support 

strengthening. Collapse and reorganization have also been reported by Müller & Tomas [93]. 

Confinement also damages the particles as observed in Point Load Test (PLT) measurements before 

and after tests [88](Figure 3.2A); DE = PLT before / PLT after. 

 
Figure 3.2 A: Initial packing effect. B: Fragmentation of dense and loose packing [88] 
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On the other hand, the fine material increases the number of contacts and reduces the probability of 

large rock breakage by avoiding a high concentration of load in a reduced area [215], [216]. The fine 

material generates a cushioning effect on the larger rock, reducing the degree of breakage. In caving 

mines, the fine material travels through the draw column filling the voids generated between the large 

rocks, and then the concentration of fine material is increased at the base of the draw column [110], 

[217]. 

 

3.1.1.3.Fragment shape 

The geometry of the rock fragments has an impact on their breakage. An angular fragment tends to 

be reduced more easily than a cubic or a spherical fragment because of its singularities. In Figure 3.3, 

the angular particles suffer greater breakage than rounded ones for the same size and under similar 

stress conditions [213]. In angular fragments, the stress is concentrated at the edges of the particles, 

while in the rounded particles the stress is mainly concentrated at the center [212]. Additionally, the 

angular fragments are usually broken through abrasion (edges breaking) while the rounded fragments 

are mainly broken by crushing [218]. In cuboids with irregular shapes (elongated and platy), more 

fragmentation compared with regular cubes is observed [88] when comparing cubes and cuboids with 

similar strengths (PLT = 3.10 MPa). 

 
Figure 3.3 Effect of fragment shape on fragmentation [213] 

During ore extraction, the rock corners are rounded, producing fine material. The amount of fine 

material depends on the rock angularity[219]. The rounding effect is associated with the grinding 

mechanism generated by the formation and collapse of coarse arches (mechanical arches) in the 

extraction column. Lower stress in weak rock corners can generate rounding. However, a high stress 

concentration generates more breakage during draw [34]. 

 

3.1.1.4.Presence of water 

Triaxial tests carried out on dry and saturated granite conclude that the saturated samples present 

greater breakage [220] because the water enters into micro cracks and generates a pressure that 

facilitates the particle breakage [213], [220], [221]. Tests carried out under extraction and 

compression, dry and with 6% humidity, showed that only the fine material suffers fragmentation at 

these humidity percentages while the coarse fragments suffered less fragmentation [222], as 

illustrated in Figure 3.4. Verma et al. [223] reported 29 UCS tests with moisture content between 0% 

to 4% finding an average of strength ratio (r = UCSsat/UCSdry) r = 88%, although this ratio is reduced 

to 71% for moisture content between 3% and 4%. 
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Figure 3.4 Humidity effect on rock fragmentation under draw and confined condition [222] 

 

3.1.1.5.Draw rate 

The draw rate influences the residence time of the rocks in the broken column. Under low draw rates, 

the rock breakage is dependent on the time in which rocks are under stress related to caving and 

arching [206]. The draw rate and draw strategy are mainly differentiated to avoid an early dilution 

entry, controlling the draw rate to maintain the waste/ore contact at a certain angle. Irregular draw 

should favor rock fragmentation. An experimental study [224] showed that the draw rate doesn’t 

impact fragmentation in a setup of fragmented rock under draw and 4 MPa of vertical stress at 

different draw rates during 1, 2 and 10 hours (Figure 3.5). 

 
Figure 3.5 Fragmentation under different draw rate [224] 

 

3.1.1.6.Column height 

The column height influences stress due to the overload of broken material, as well as the residence 

time due to the distance traveled. The travel distance of fragments from their initial position can 

influence the degree of fragmentation. The rock fragmentation during large travel distances has been 

quantified in ore passes, where the mean rock size decreased by 78% after traveling 257 m [225]. In 

Brunswick and Kidd Creek mines, the maximum particle size was reduced by 50% after traveling 

300 m of vertical distance [226]. Laubscher [40] indicates that the draw height influences on 

secondary fragmentation. Nevertheless, there are lack of fragmentation studies that quantified the 

effect of the column height on fragmentation in block caving. 

 

The stress generated by the column height can be estimated in broken material through Janssen 

approach [39], [70], described in section 2.4. In particular, Pierce [59] proposed a nomogram to 
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estimate the vertical stress based on the extraction level depth (Figure 3.6). This nomogram was 

originally developed to estimate the potential damage in the extraction level.  

 

 
Figure 3.6 Pierce nomogram developed to estimate extraction level responded due to cave load [59]. 

 

 

3.1.1.7.Presence of veins 

Dorador [88] studied the effect of veins on fragmentation, testing veins with different lengths and 

orientations in 1D compression tests. Embedded veins promote higher fragmentation, and the length 

does not imply noticeable differences in fragmentation. In contrast, vertical veins, aligned parallel 

with the 1-D loading direction, resulted in less fragmentation than veins aligned horizontally [88], 

[227]. In Figure 3.7, the results of veins in terms of the relative breakage are illustrated (Br [210]). 

Brzovic & Villaescusa [228] reported that vein thicknesses greater than 2 mm tends to significantly 

increase the rock fragmentation. 

 
Figure 3.7 Veins effect on fragmentation [88] 
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3.2 Fragmentation prediction in block caving 
One of the most used methods to estimate in-situ, primary and secondary fragmentation in Block 

caving operations is the Block Caving Fragmentation software (BCF [197]). BCF estimates the 

particle size distribution curves, using as inputs: the cavity orientation (dip and dip-dir), stress, rock 

mass quality (MRMR), joint orientation and joint spacing discontinuity spacing. In block caving, 

empirical models used to predict rock fragmentation lack a theoretical framework to explain the 

influence of stress compression (by overload) and shear strain, which have an evident influence on 

fragmentation [207]. In particular, the gravity flow model REBOP, has an empirical basis for 

estimated rock fragmentation based on Bridgwater et al.[108] applying the shear strain during 

extraction [54], [229]. On the other hand, some authors have used fragmentation mechanisms based 

on comminution processes to describe secondary fragmentation [205], [230]. For example, the Matrix 

Model is a method used to study the comminution process, which has its origin in milling processes 

[231]–[233]. This last model was extended to block caving, and it was calibrated through experiments 

during draw and stress [31]. Dorador [88] also proposes a secondary fragmentation model considering 

different fragmentation zones within the column and the effect of the far field and near field. Table 2 

summarizes the main models used to estimate fragmentation in block caving. 

 

Table 2 Summarized of main fragmentation models in block caving 

Model Fragmentation Main characteristics 

Size[205] In-situ,  primary and 

secondary. 
It doesn’t apply the stress field neither joints [46], [205] 

El Teniente [234] In-situ. Three dimensional model that used 3 joint orthogonal sets [46] 

BCF [197] In-situ, primary and 

secondary. 
It is based on empirical rules and doesn’t consider stress in secondary fragmentation 

[197]  

Chart 

Laubscher[40] 
Primary and 

secondary. 
It is quick and simple to use, but does not specify the data source or subsequent 

validations [40], [46]. 

JKFrag [188] In-situ, primary. Rock blocks are built by joint triangulation [188] 

Core2Frag [204] In-situ, primary and 

secondary. 
It is based on information collected from drillholes (spacing and orientation) assumes 

fractal breakage and considers an additional generation of fine material [171], [204] 

Rebop [54] 

 

Secondary It considers fragmentation by shear strain at MZ boundaries and by compression in 

stagnant zones [54]. It has also been applied in a hybrid methodology [207]. 

FracMan [235] In-situ, primary and 

secondary. 
It uses DFN, with the P32 as the key variable in early fragmentation stages. The 

secondary fragmentation model is based on the generation and fragmentation of veins 

[198], [235]  

Dorador [88] Secondary It is based on the subdivision of zones of near field and far field in the extraction column, 

proposed by Pierce [54] 

BCCM [31] Secondary It is based on experimental tests, considering compression and abrasion during draw 

under overload[31]. It has shown good correlation compared with data from El Teniente. 

Castillo [236] In-situ,  primary and 

secondary. 

This methodology applied the Laubscher methodology for in-situ and primary 

fragmentation[38] also including the preconditioning and blasting during undercutting.  
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Additionally, there are examples of the combination of these models. In DOZ mine, Core2frag was 

used to estimate primary fragmentation while BCF was used to estimate secondary fragmentation 

[204]. This estimation obtained good results in medium and large rock sizes (d50 and d80), but it 

underestimated fine material. 

 

3.3 Hang-ups: Coarse arches 

In the extraction level, hang-ups and oversize rocks are critical operational problems in block caving. 

The largest number of hang-ups and oversize rocks at drawpoints come from block caving mines in 

competent ore bodies, during the caving breakthrough. Both phenomena interfere with the production 

by disabling the drawpoint and closing mining areas to hang-up removal and/or secondary breakage. 

The hang-ups at drawpoints generate irregular ore extraction, which can lead to fine material 

migration [112]. Additionally, this irregular extraction could also cause mud-rush, inrush of fine 

material and stress transmission. In Figure 3.8, the effect of the uniformity index on the hang-up index 

is shown.  

 

 
Figure 3.8 Hang-ups based on uniformity of draw [237] 

 

Several studies have been carried out to quantify the effect of different variables on hang-ups, mainly 

through physical models [34], [84], [89], [238]–[240]. In these studies, the effect of PSD, stress, fine 

material, humidity and drawbell geometry have been analyzed. Also, other studies have used the back 

analysis of field data [45], [48], [83], [241]–[244]. Moreover, Brzovic et al. [243] proposes a 

predictive model to estimate oversize rocks based on the P32, the extracted height and the height of 

primary material. 

 

Two types of hang-ups can be distinguished [41], [83], [245]: those formed by mechanical arches and 

those formed by the presence of cohesive material. The mechanical arches are generated by the 

rotation of the main stresses on rough walls [210], producing triangular stress distributions in the wall 

which make a stable structure. The main variables involved in the generation of hang-up events are 

[38], [41], [84], [240], [246]: 

▪ Ratio between the drawbell volume and fragment volume 
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▪ Stress magnitude and distribution 

▪ Fragment size distribution 

▪ Geometry of drawbell and drawpoint 

▪ Friction, Cohesion, roughness and shape factor of fragments  

▪ Rock strength 

▪ Fine material and presence of humidity 

▪ Draw rate and draw strategies 

 

The ratio between the drawpoint width and the fragment size is a key variable that influences hang-

ups. In hang-ups of coarse arches, the ratio between the maximum particle diameter (d) and the 

opening width (D) is used to determine the flow condition. Various authors have defined a ratio D/d 

as is shown in Figure 3.9. These ratios determined from tests on silos and ore passes, define the 

importance between the ratio D/d, which could be extrapolated to drawpoints in block caving. 

 

 
Figure 3.9 Granular material flowability based on ore passes studies [83] 

 

Additionally, the ratio between the drawbell length or volume and the fragment size influence on 

hang-up events [240], as is indicated in Figure 3.10. The geometrical parameter between the drawbell 

and the fragments are relevant in gravity flow, but it has also been observed that the confinement 

strongly influences hang-ups [34], [84]. 

 

 
Figure 3.10 Hang-up frequency based on the volume ratio, between the drawbell and the rock fragments [240] 
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Tests carried out in physical models [41] and the empirical evidence [247], indicate that hang-ups can 

occur at any height above the extraction level in the flow zone. The sudden failure of large coarse 

arches on drawpoints can imply an air blast, causing serious damage to the mine sector. The 

quantification of hang-ups is an indirect way to observe fragmentation during the extraction. 

 

3.3.1 Mine operational problems 

Hang-ups involve various operation issues due to the ore flow interference. Consequently, hang-ups 

generate stagnant zones in the draw column, implying non-uniform draw as well as interventions in 

the drifts or areas in the extraction level to remove the hang-up. These interventions and the required 

secondary breakage have a great impact on draw rates [248]. In Premier mine South Africa, it was 

reported that hang-ups caused 66% of the drawpoints to be unavailable [249]. Additionally, Lopez & 

Castro [237] reported a significant impact of hang-ups on drawpoint availability in Esmeralda, El 

Teniente mine, Chile. Carrasco et al. [250] indicate that hang-ups should be included in planning 

stages. However, Ovalle [251] indicates that when caving breaks through to the surface, the hang-ups 

aren’t the main constraint on productivity. 

 

Hang-ups and oversize rocks are frequent at the beginning of ore extraction due to coarse 

fragmentation [45], [48], [247], [252], [253]. This suggests the use of high undercutting to improve 

productivity at the beginning stages [254]. Nevertheless, the rock mass fracture during caving 

depends basically on the open area and the rock mass strength [40]. Later, the hang-up events decrease 

as the extraction progresses due to the decrease in rock sizes. In more advanced caving stages, the 

hang-ups increased their height [247], which implies more complex removal tasks. 

 

3.2.3 Hang-up detection  

Hang-ups are commonly detected by visual observation; however, other hang-up-detection methods 

exist such as laser detection, radar, microwave reflection and ultrasound [245], [255]. Hang-up 

removal mechanisms can be classified as breakage or mechanical release [83], [247], [256]. For 

removal by breakage, explosives are often manually positioned using an adhesive patch in some rock 

fragment of the hang-up (using a bamboo or a bamboo-column [256]). A mechanized arm can also 

be utilized to place explosives and avoid worker risk [255], [257]. Other hang-up removal 

methodologies include firing a projectile and using a water cannon, all developed mainly to avoid 

worker exposure to hang-up risks [245], [247], [258], [259]. 

 

Before removing a hang-up, it is recommended to wait a certain period of time to stabilize the arch 

[260]. Some properties of the rock may facilitate natural hang-up removal. For example, a low friction 

angle facilitates material flow that can imply arch collapse [38]. Natural hang-up removal can also 

occur by extraction from the neighboring drawpoint of the same drawbell, as has been observed in 

physical models [84], [240]. 

 

The technique most used to remove hang-ups at drawpoints is the secondary breakage by blasting, 

which has proven to be an efficient and effective technique [247]. Although for high hang-ups, 

specialized equipment is required. In this cases, an explosive package is adhered to the hang-up 

without drilling. The explosive methods used to remove hang-ups are not recommended for cohesive 
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hang-ups, because blasting can cause greater adhesion and compaction of the material to be removed. 

Moreover, the cohesive arches can also be a potential hazard of mud runoff [254]. 
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4 Summary of the literature review  

 

Nowadays, there are physical and numerical models that simulate the gravity flow of fragmented 

material, as well as various fragmentation models applied to block caving. However, the interaction 

between the gravity flow and the rock fragmentation during ore draw haven’t been modeled quickly 

and precisely. 

 

During caving, rock fragmentation continually varies. Therefore, the rock size estimation depends on 

the caving stage, so the period in which the analysis is being considered must be defined. Hence, it is 

logical to ask the following questions due to the rock size evolution over time: What size distribution 

should be used to define the optimal extraction level design and equipment? Can an isolated draw be 

generated if the rock size decreases considerably over time? How does the fine material migration 

influence the flow zone geometries? How does the stress in the broken column affect the gravity flow 

and rock fragmentation? In order to address these and other questions, the present study in Block 

Caving is being carried out.  

 

In this work, different studies are proposed in rock fragmentation and gravity flow to complement the 

understanding of block caving. Here, a secondary fragmentation model is analyzed under various 

rock types and travel distance to study the fragmentation in the broken column during draw. 

Additionally, the stress in the broken column influences during gravity flow and rock fragmentation. 

However, it is difficult to estimates the stresses in the broken column at mines scale during draw. 

Here, draw strategies are studied and its influence on induced stresses in the broken column. Then, 

this results are used to develop a numerical stress model for block caving environment. Finally, the 

fragmentation model, as well as the stress model are applied in a gravity flow simulator in which the 

rock size is a variable that influences gravity flow modeling. Thus, in a gravity flow simulator based 

on cellular automata, the effects of rock fragmentation, stress and rock type that take placed during 

ore draw in block caving are integrated. 
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5 Papers 

 

The following articles were elaborated during this thesis: 

 

5.1 Paper 1: Comparison of normalized and non-normalized Block Caving 

Comminution Models. 

 http://dx.doi.org/10.17159/2411-9717/1150/2021 

Published in The Southern African Institute of Mining and Metallurgy. 

 
This paper study the rock strength effect in a secondary fragmentation model. Additionally, defined 

the used of the normalized comminution model to block caving application.   

 

 

5.2 Paper 2: Experimental quantification of granular material fragmentation due to 

travel distance.  

https://doi.org/10.1007/s42461-022-00545-9 

Published in Mining, Metallurgy & Exploration journal.  

 

This paper analyzed the granular material fragmentation at different travel distances and the results 

are included in the previous secondary fragmentation model at mine scale.  

 

 

5.3 Paper 3: Experimental quantification of vertical pressures during gravity flow in 

block caving.  

https://doi.org/10.1016/j.ijrmms.2020.104237 

Published in International Journal of Rock Mechanics and Mining Sciences. 

 

This paper study the vertical stress induced in granular material due to ore draw, at laboratory scale. 

Here, different draw strategies are analyzed in terms of vertical stress distribution.  

 

5.4 Paper 4: Stress modelling using cellular automata for block caving application.  

https://doi.org/10.1016/j.ijrmms.2022.105124 

Published in The International Journal of Rock Mechanics and Mining Sciences. 

 

In this paper is presented a vertical stress model of granular material in cellular automata. The vertical 

stress model is calibrated using experimental data from paper 3. 

 

5.5 Paper 5: Fine material migration modelled by cellular automata.  

https://doi.org/10.1007/s10035-021-01173-8 

Published in Granular Matter. 

 

This paper summarized previous works and introduced a fine material migration model based on 

cellular automata.  The migration model used the d50 as a key variable.  This variable is modified due 
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to secondary fragmentation, based on papers 1 and 2. This size reduction also included the  vertical 

stress estimated based on paper 3 and 4.
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Paper 1: Comparison of normalized and non-normalized Block Caving 

Comminution Models 

Gómez R, Castro R, Betancourt F, Moncada M.  

 

Abstract 

In block cave mining, rock fragmentation is a key parameter that influences the production level design and 

mine planning. Fragmentation is produced mainly by natural breakage during the caving process and in the 

draw column. In particular, the breakage that occurs within broken columns is known as secondary 

fragmentation. Secondary fragmentation has been successfully described using the Block Caving Comminution 

Model, which replicates the fragmentation mechanics between particles under drawn and vertical loads in a 

draw column. This model is based on a kinetic and population balance approach, in which non-normalized and 

normalized assumptions can be used depending on material and comminution system behavior. In this paper, 

the non-normalized and normalized approaches are applied and compared to laboratory data to determine which 

assumption should be used for a secondary breakage process in block caving. Approaches are compared 

graphically, with the mean square error and the Fisher Test with a false-rejection probability of 0.05. Based on 

a statistical analysis, results show that the normalized model can be applied to all the rock types tested. 

 

Keywords: Block caving, breakage, comminution, population mass balance, rock, secondary fragmentation. 

 

1 Introduction  

The Block Caving method has been widely used in the mining industry for over 30 years. In this process, 3 

stages can be identified: in-situ fragmentation, primary and secondary fragmentation. The rock size obtained 

after the secondary fragmentation has a strong influence on design stages, ore extraction and haulage, and 

mineral processing [40], [188], [192], [206]. Particularly, in cave mining, the process is also influenced by the 

geometry of draw zones that defines the drawpoint spacing, draw control, rate of draw and secondary breakage 

[40], [252]. During ore draw, the rock fragment size can generate operational problems such as hang-ups, 

oversized material, fine material migration, inrush of fines and mud-rush events. These are some of the main 

reasons to study and estimate the rock fragmentation in block caving mines. 

 

During block caving, fragmentation of the ore column is produced mainly by natural breakage induced by 

mining or by blasting applied in the base of the ore column from the undercut level or production level [261]. 

Additionally, preconditioning can be used to create new fractures or expand existing ones by hydraulic 

fracturing, confined blasting, or both. However, the major rock fragmentation of the rock ore occurs during 

caving and ore draw. Of the three well-accepted fragmentation stages, in-situ fragmentation is the natural 

fragmentation in the rock mass previous to mining activity that can be modified using preconditioning [243]. 

Primary fragmentation occurs during caving where the rock around the cave back is fragmented and then falls. 

Secondary fragmentation occurs in the broken column during draw and is the last stage of fragmentation before 

drawpoint extraction. Here the rock is mainly fragmented due to compression and abrasion (splitting and 

attrition). Some authors also include impact fragmentation, which is highly influenced by the air gap height, as 

a mechanism of secondary fragmentation [88], [192], [206], [207]. 

 

The breakage of the granular material under stress depends on various factors such as particle size distribution 

(PSD), particle shape, state and trajectory of effective stresses, void ratio, material strength, presence of water, 

and extraction rate, among others [192], [262], [263]. Among these factors, strength is one of the most relevant. 

Low rock strength implies early breakage of the rock block under a stress arch [38]. Conversely, increasing 

strength decreases the amount of fragment breakage during a given stress [212]. Similarly, for an individual 

block, it is well known that strength decreases as size increases [171], [264], and particularly in block caving, 

where the presence of large volumes of rock is common, rock strength is a consequence of the intact rock 
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strength, the presence of discontinuities, and the deformation capacity [171]. In 2016, Dorador [88] observed 

that rock strength has more influence on fragmentation than parameters such as shape and size distribution. On 

the other hand, it has been reported that the strength ratio between large and small blocks plays an important 

role in crushing [214], [215]. Furthermore, strength has been shown to decrease in the presence of moisture as 

seen during crushing tests on individual particles [265]. An explanation for this phenomenon is that the 

infiltration of water in microcracks increases the pressure on the rock facilitating its rupture [213], [220], [221]. 

 

In terms of material shape, angular particles suffer greater breakage than rounded or cubic ones of equal size 

and under similar levels of stress [88], [213]. This behavior is explained by the load concentration in small areas 

of the particles, increasing the stress and facilitating its fracture [212]. Another possible explanation is that this 

occurs because angular particles fracture preferentially by the abrasion mechanism (breaking of the edges) while 

the rounded ones by compression, presenting a greater apparent resistance [218]. 

 

Breakage is also affected by fine material transported through the extraction column using the voids generated 

between the larger blocks with fines more concentrated towards the base of the mineral column [110], [211]. 

This fine material generates a cushioning effect on the coarse material, thus reducing the degree of breakage 

[192]. Such phenomenon occurs because the presence of fine material prevents direct contact between coarse 

blocks, increasing the number of contacts and reducing their probability of breakage by avoiding a high 

concentration of stresses in a reduced area of the block [216]. 

 

The extraction rate determines the residence time of the block in the column of broken material. Increasing the 

extraction rate decreases the magnitude of the shear stresses, thus reducing fragmentation [266]. At low 

extraction rates, the fracture of the material depends on the effective time in which it is under stresses associated 

with caving and/or under arc conditions [206]. Another relevant aspect in fragmentation is the material transport 

through the ore pass. The impact of the distance traveled has been quantified during transfer through the ore 

pass, where the average size d50 has decreased by 78% after traveling 257 m [225]. A similar result was obtained 

in Brunswick and Kidd Creek mines where the maximum particle size was reduced by 50% after traveling 300 

m of vertical distance [226]. 

 

There are various models that estimate the fragmentation in block caving in particular the secondary 

fragmentation reported as the final fragmentation at drawpoint (e.g: [31], [54], [88], [197], [198], [204], [205]). 

The Block Cave Fragmentation (BCF [197]) is probably the most used in the industry. This approach estimates 

primary and secondary fragmentation based on empirical rules. The REBOP (Rapid Emulation based on PFC) 

secondary Fragmentation model is based on Bridgewater’s attrition model [108]. Srinkant and Rachmandl [267] 

mixed CoreFrag2 to estimate primary fragmentation, and BCF for secondary fragmentation, obtaining good 

results in medium and coarse sizes (d50 and d80). Dorador [88] divided the broken column in a far field, 

characterized by a plug flow, and a near field, characterized by a mixed flow to estimate secondary 

fragmentation. In the Block Caving Comminution Model [31], the rock flow is simulated considering 

compression and abrasion, the main fragmentation mechanisms during secondary fragmentation and it is 

validated through experiments. In this work we extend the model performed by Gómez et al. [31], by studying 

a hypothesis about the model and by performing experiments with different types of rock. In the Appendix 

section, an example is shown in which the extended model is applied to real data. 

 

2 Block Caving Comminution Model 

The Block caving method is widely used in massive underground mining because of the associated high 

production rates and low operational costs. With this method, rock fragmentation occurs naturally during ore 

extraction while caving propagates to the surface. Thus, fragmentation in this method is mainly determined by 

rock mass properties, stress fields and draw policies. Here we focus our analysis on a model used to estimate 

the secondary fragmentation presented as the Block Caving Comminution Model (BCCM [31]). 
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The BCCM in its batch version is determined by the following mass conservation equation: 

1
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    [1] 

 

Where if  is the solid mass fraction of size interval i , iS  is breakage velocity of the ith interval, and 
ijb  is 

the breakage function and represents the fraction of the primary breakage product of material in the jth interval, 

which appears in the ith interval after fragmentation. The extraction process in Block Caving is a continuous 

process that is usually modeled by a plug flow. Then, incorporating this plug flow assumption in Equation [1] 

and using the Reid solution for the batch population balance [268], we get 

𝑚𝑖 =𝐴𝑖𝑗𝑒
−𝑆𝑗𝜏

𝑖

𝑗=1

 [2] 

 

where im  is the mass in the ith interval,  is the residence time and 
i jA is given by 
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where is the initial particle-size distribution.  

 

In order to compute Equation [2], it is necessary to know the values of the functions 𝐵𝑖𝑗 and 𝑆𝑗. The common 

way to determine these functions is by assuming a constitutive parametric form and performing a back 

calculation from experimental data [269]. In this work we consider for 𝑆𝑗 the parametric expression proposed 

by Herbst and Fuertenau [270] and later modified by Gómez et al. [31]: 

 

𝑆𝑗 = 𝑆1𝑒𝑥𝑝 ቊ𝑍1𝑙𝑛 ൬
𝑑𝑖
𝑑1
൰ + 𝑍2 𝑙𝑛 ൬

𝑑𝑖
𝑑1
൰൨
2

ቋ 𝜎𝑣 [4] 

 

1Z 2ZHere and  are parameters depending on the material properties, and 𝜎𝑣 is a variable that represents the 

n

ij kj

k i

B b


mean vertical load. It is common to use the cumulative fraction of breakage product  (instead of 

ijb , 1,ij i j i jb B B   ,i jB) as , the so-called Normalized expression for  is given by  

𝐵𝑖1 = 𝛼1 ൬
𝑥𝑖
𝑥2
൰
𝛼2

+ ሺ1 − 𝛼1ሻ ൬
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𝑥2
൰
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 [5] 

 

where 1 , 2  and 3  are model parameters (0 <α1<1;α2<α3) and ix is the mesh size for the ithinterval and 

x2, which corresponds to the second mesh size interval, is the normalizing parameter. We remark that in the 
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normalized expression Equation [5], it is assumed that all particles have a rupture distribution with dimensional 

similarity.  

The non-normalized model raises this hypothesis, and is given by the expression [271]: 

𝐵𝑖𝑗 = 𝛼𝑗 ቆ
𝑥𝑖
𝑥𝑗
ቇ

𝛼2

+ (1 − 𝛼𝑗) ቆ
𝑥𝑖
𝑥𝑗
ቇ

𝛼3

 [6] 

 

where 

𝛼𝑗 = 𝛼1 ൬
𝑥𝑗

𝑥1
൰
−𝛿

 [7] 

 

and 𝛿 is a new parameter to be adjusted (𝛿 > 0) for 0 < 𝛼𝑗 < 1. 

 For i>j, it must be noted that the normalized expression presented in Equation [5] is a simplified case 

of Equation [6] when δ = 0 and xj = x2. According to the constitutive expressions selected in this work, the back 

calculation method yields a nonlinear optimization problem with 6 parameters (S1
E, Z1, Z2, α1, α2, α3) in the 

normalized framework and 7 parameters (S1
E, Z1, Z2, α1, α2, α3  𝛿) in the non-normalized framework. 

 

In milling processes, normalized models are typically suitable [272], but in the Block Caving process, the 

normalization of the model has not been studied. The aim of this paper to compare the normalized and non-

normalized model using statistical analysis of a variety of rock types to identify which approach should be used 

with block caving methods. 

 

3 Methodology 

 

3.1 Laboratory Setup 

The confined-flow-model setup consisted of a steel cylinder able to retain rock fragments while vertical pressure 

was applied through a hydraulic press machine. The model geometry consisted of an inside diameter of 0.34 m, 

height of 0.70 m and steel width contour of 0.03 m. Here fragmented material was drawn from a drawbell at 

the bottom, emulating a block caving mine extraction system using a scaled LHD to draw the material. A 

constant vertical pressure was applied in each test. 

 
Figure 1 Confined flow system used In fragmentation tests (Left [31], Gómez et al. 2017) and a side 

view inside the model (right) 

Material was drawn from the bottom until its flow reached the top of the fragmented material (around 10 percent 

of the total fragmented material in over two hours). Then all material was homogenized, and the fragment size 

distribution was measured by sieving. 

 

3.2 Mineral Materials 



Paper 1: Block caving comminution model 

44 

 

Four rock types were tested in the same confined flow system. Table 1 shows the rock density, IS,50 (point 

load index) and internal friction angle obtained through standard laboratory tests. Sphericity and roundness are 

determined using the methodology proposed by Cho et al. [273]. 

 

Table 1. Rock characteristic summary 

Rock Type 
Density 

[t/m3] 

Is,50 

[Mpa] 
Sphericity Roundness 

Friction  

angle [°] 

A 2.62 5.93 0.58 0.25 39 

B 2.60 1.25 0.68 0.22 40 

C 2.71 1.64 0.68 0.20 37 

D 2.69 6.93 0.65 0.51 48 

 

A: Primary sulfide composed of biotite and amphibole granitoid ore from Antofagasta, Chile. 

B: Primary sulfide composed mainly of sericite ore from Calama, Chile. 

C: Primary sulfide composed of quartz and sericite ore from Calama, Chile. 

D: Gravel, quarry from Santiago, Chile. 

 

3.3 Tests and data fitting 

The four previously described materials with different initial size distribution curves were used with constant 

vertical pressures applied during the comminution tests: 

 

 Rock type A (MPa): 0.8, 1.5, 3, 5.  

 Rock type B (MPa): 2. 

 Rock type C (MPa): 1, 2. 

 Rock type D (MPa): 1, 1.5, 3, 6. 

 

The normalized and non-normalized model parameters were adjusted using the fragment size distribution 

curves from the comminution tests. The trust-region-reflective least squares algorithm was used to obtain the 

model parameters [274], minimizing the square difference between experimental and modeled data. 

𝑚𝑖𝑛(𝑓𝑖𝑗,𝑒𝑥𝑝 − 𝑓𝑖𝑗,𝑚𝑜𝑑)
2

𝑛

𝑖=1

𝑚

𝑗=1

 [8] 

 

where fij,exp and fij,mod  are the experimental and modeled mass fraction of size interval i at pressure j respectively. 

We note that the non-normalized case includes the δ parameter with the constraints (𝛿 > 0) for 0 < 𝛼𝑗 < 1. 

 

In order to evaluate if the addition of the parameter δ is relevant, an F test was performed. The null hypothesis 

is the normalized model with 0  is nearly equal to the non-normalized model with 0  . The F value was 

calculated using Equation [9], 

𝐹 =

𝑀𝑆𝐸𝛿=0−𝑀𝑆𝐸𝛿>0
𝑘

𝑀𝑆𝐸𝛿>0
𝑁−𝑀

 [9] 

 

where MSE is the mean square error, k is the number of conditions (here δ = 0), N is the number of data points 

and M is the number of parameters of the model i. 

 

4. Results 
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In this section we present the results of the parameter identification for the normalized and non-normalized 

approaches, the selection and breakage functions, and the Fisher test. In the Appendix section the full 

experimental data can be found. 

 

4.1 Fitted Parameters 

The non-normalized model parameters obtained for each rock type are summarized in Table 3. In all cases the 

residence time  is kept constant and equals the average residence time of the tests (~0.1 𝑑𝑎𝑦). 

 

Table 3. Normalized and non-normalized model parameters 

Model Rock type τ S1
E Z1 Z2 α1 α2 α3 δ 

Normalized 

A 0.1 0.002 -19.521 -13.637 0.810 0.968 1.780 0.000 

B 0.1 0.744 -3.139 -2.310 0.098 0.569 0.779 0.000 

C 0.1 2.518 -1.762 -3.290 0.048 0.739 0.828 0.000 

D 0.1 0.190 -10.373 -14.080 0.859 0.588 0.598 0.000 

Non-

normalized 

A 0.1 0.002 -19.517 -13.635 0.810 1.050 1.060 0.079 

B 0.1 0.744 -3.139 -2.310 0.467 0.779 0.789 0.096 

C 0.1 2.518 -1.763 -3.290 0.048 0.680 0.690 0.830 

D 0.1 0.182 -10.567 -14.265 0.683 0.588 0.598 0.102 

In general, the non-normalized and normalized model parameters do not present significant 

differences: for example, rock types A and C present the same α1. These similarities between the models are 

also observed in the selection and breakage functions as shown in Figures 2 and 3. 

 

4.2 Selection and breakage functions 

Figure 2 shows the rate of breakage (Si
E), and Figure 3 shows the breakage functions (Bij) of different rock 

types: A, B, C and D.  

 
Figure 2 Selection functions  

The influence on the rate of breakage of fragment sizes when modelling with δ = 0 is not significant. Thus, αi 

(Equation [7]) could be assumed constant depending on fragment size. This is also noticed in the breakage 

function in Figure 3 for δ> 0, where for each rock type data point, the breakage functions follow the same 

resulting fragment size distribution, independent of initial fragment size (as modeled by the normalized BCCM 

presented in Gómez et al. [31]).  
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Figure 3 Breakage functions 

4.3 Fisher test performed 

Using a false-rejection probability of 0.05, the critical values of the F-distribution are presented in Table 4. 

Here, all the F values are lower than the respective critical values; therefore, the use of the simplified normalized 

model is recommended in these cases. 

 

Table 4. Mean square error and F-test results 

Rock type MSE δ = 0 (%2) MSE δ> 0 (%2) F critical F  

A 10.62 10.35 3.97 2.01  

B 2.49 2.46 18.51  0.03  

C 1.03 0.96 6.61  0.27  

D 3.44 3.43 3.98  0.22  

 

5 Conclusions 

The literature indicates that in milling systems the normalized model (Equation [5]) can be applied in almost 

all the cases; however, this assumption cannot be considered a priori in the Block Caving method since the 

mechanism of breakage differs from the milling process. The non-normalized model implies that in the breakage 

function, Bij, the resulting fragment-size distribution depends on the original fragment size. According to the 

experiments and parameter fitting, we found that the resulting fragment-size distribution is independent of the 

initial fragment sizes. Thus, for the materials and confined flow system examined here a simplified normalized 

model should be used, independent of the material. 

It must be noted that abrasion and compression are the fragmentation mechanisms observed in the experiments, 

but compression is probably the dominant mechanism; this mechanism generates a narrow particle size 

distribution with low relative sizes of fine and large particles, which we speculate explains the results of this 

work. It is well known that the stress over the rock depends on the height at which it is located. In the present 

model, this stress is supposed to be constant throughout the column, which can lead to differences with respect 

to experimental data.  In a later work, we will extend the present model by incorporating this dependence into 

the governing equations. 

 

Appendix A: BCCM Applications 

First, it is necessary to determine the parameters of the model (S1
E, Z1, Z2, α1, α2, α3) to apply the BCCM, by 

making an adjustment from experimental laboratory tests. Subsequently, it is possible to solve the governing 

equations of the model if we know the input curve (primary fragmentation), physical characteristics of the 

column, and the operational conditions.  
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The model was evaluated for 5 reported mine cases. The first fragmentation reported is considered as the 

primary fragmentation. The laboratory calibration parameters of the rock type A (Table 4) were used, which 

has a rock strength similar to the selected mine cases. The mean vertical stress in the broken column was 

estimated through the Janssen equation [142]. 

 

Table 5. Mine cases. 

Mine-sector Intact rock strength, 

MPA 

Vertical load, 

MPa 

Draw Height 

primary frag. 

DOZ-Diorite [252] 111 3.2 Unknown 

Esmeralda-B2 [31] 100-130 2.2 0-20 m 

Reno-HW [31] 115 2.5 0-50 m 

Teniente 4 Sur [45] 125 4.4 0-50 m 

Ridgeway (Volcanic) [190] 130 3.5 0-25 m 

 

The fragmentation rate is scaled with respect to laboratory experiments so that 

𝜏𝑖𝑆𝑖ሺ𝑙𝑎𝑏ሻ = 𝜏𝑖𝑆𝑖(mine)=constant [10] 

 

The residence time for all cases was estimated using 

𝜏 =
𝐻𝐴𝜌

𝐷𝑟
 [11] 

 

The results obtained using the residence time calculated by the previous equation show that the model 

overestimates the rock fracture. This behavior had already been reported in Gómez et al. [31]. These differences 

can be explained due to 3 reasons: i) the material suffers the greatest fractures at the beginning of the process; 

ii) the vertical forces are usually low close to the movement zones iii) the draw rate and vertical force is 

dependent on the height of the column, which changes over time. Figure 4 shows the results considering a 

residence time between 1.5 and 3.7% of that calculated by Equation [11]. In this case, the data provided by the 

model fit well to the real data of the cases studied. 

 
Figure 4 Residence time based on study cases 

Figure 5 shows the fragmentation results using the model considering the real residence time (Equation [11], 

blue points in Figure) and the adjusted residence time (red squares in Figure). Importantly, we need to use a 

shorter residence time to obtain a good fitting. Also, the effect of the higher extraction height of the same mine 

can be observed in Figure 5 C and D and Figure 5 E and F. 
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Figure 5 Estimation using BCCM at mine scale. A: DOZ-Diorite. B: eSMERALDA-B2, SECONDARY 

(0-60m). C: reno-hw, secondary (0-100 m). d: reno-hw, secondary (0-200 m). E: Teniente 4sur, 

secondary (0-100 m). f: Teniente 4sur, secondary (0-200 m). g: ridgeway-volcanic, secondary (0-75 m) 
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Paper 2: Experimental quantification of granular material fragmentation 

due to travel distance 
René Gómez, Raúl Castro 

 

Abstract 

In underground mining, rock fragment size is a key variable for productivity because it impacts equipment 

selection and mining structure design, such as for drawbells and ore passes. During ore flow, those structures 

are usually affected by interferences such as hang-ups and issues associated with oversized rocks or fine 

materials. Fine materials could imply problems with mudrush and/or inrush of fines. The rock fragment sizes 

must be estimated, in particular, in block caving where fragmentation develops naturally while the broken ore 

is being drawn. Nowadays, estimation tools and models are available to estimate fragmentation, but some 

variables have yet to be studied to understand their effect on the fragmentation process. One such variable 

whose mechanisms have yet to be studied is the residence time, which in block caving directly depends on the 

distance that fragments travel from their original position in the broken ore to the drawpoint. A greater degree 

of fragmentation is expected for longer distances. In this study, granular material fragmentation was 

characterized during its flow to understand its characteristics and mechanisms. Tests were done using a 

laboratory setup built to emulate various heights where material is drawn. The fragment-size distribution was 

measured before and after tests for clay, concrete fragments, and gravel. It was found that for six meters of 

travel distance, fragmentation mainly occurs in minor sizes where d10 decreases by 4.7% for gravel, 6.2% for 

concrete and by 63.1% for clay. The breakage of fragment singularities occurred mainly within medium and 

smaller sizes, increasing fine material. Thus, the main fragmentation mechanism in experiments was identified 

as abrasion between rock fragments where fine material continuously increases as distance increases in spite of 

the high rock strength and the piston flow movement used. Then, in block caving mines, the higher the draw 

column, the more fine material is expected to be generated.  

 

Key word: Rock, Fragmentation, Granular material, Mining, abrasion.  

 

1. Introduction 

In block caving, the rock fragment size is one of the parameters that defines the mine design, the equipment 

selection, and productivity [40], [275], [276]. Mining structures and equipment must be capable of managing a 

variety of fragment sizes. The material must flow through the mining structures minimizing interferences, such 

as hang-ups, while the equipment must be able to load this material. Fragment sizes that appear at production 

level must be accurately estimated to minimize issues that can halt production. 

 

Different mechanisms influence rock fragmentation of particle aggregates. In particular, fragmentation in block 

caving that occurs in the broken ore is mainly generated by autogenous grinding between rock fragments during 

draw [192]. Abrasion and compression have been reported as the main fragmentation mechanisms due to draw 

under load [31]. Abrasion is the main breakage mechanism under low shear stress [54] and occurs when the 

energy applied on a fragment is lower than rock strength, but enough to break fragment singularities to thus 

generate fine material. The fine material cushions large fragments in a particle aggregate because stresses are 

distributed over more contact points between fragments [40], [277], decreasing fragmentation by compression.  

 

The amount of rock fragmentation is highly dependent on the rock strength and the field stress. A high rock 

strength implies poor degree of fragmentation for different field stresses [278]. It is also known that rock 

strength is related to fragment size, such that larger-sized rocks have less strength than smaller-sized fragments 

[209], [262]. Additionally, other variables also influence rock fragmentation such as the particle shape, the 

amount of particle-to-particle contact in a particle aggregation [277], the particle gradation [279], the particle 

aggregate porosity, the rate of draw and the travel distance.  
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Some studies have attempted to observe the effect of these variables on fragmentation. For example, an angular 

fragment is broken more easily than a cubic or a spherical fragment because of its singularities [213]. In 

spherical fragments, the stresses are accumulated in the center [212]. Angular fragments can be round due to 

shear stress when fragments are under flow, generating fine material as a function of the angularity [219]. In 

another study of low porosity, particle forces applied over a large number of particles decrease tension on them 

[54]. The rate of draw also influences the shear stress so that under high rates the shear stress increases [266]. 

The rate of draw and the travel distance together define the time that fragments are under loads, also known as 

residence time. The fragments increase their probability of being broken over longer residence times [40] 

because being under load for longer allows internal cracks to be extended. Miura and Yamanouchi [221] 

observed that water increases the compressibility and decreases the shear strength under high pressures on sand.  

 

In Brunswick and Kidd Creek mines, backfilling fragmentation was observed flowing through ore passes in 

which the maximum particle size was reduced by 50% after traveling 300 m vertically [225]. However, the 

literature review reveals a lack of previous studies on rock fragmentation generated during ore flow. This study 

aims to expand understanding of fragmentation behavior through a laboratory setup, which models the travel 

distance of fragments during abrasion, analyzing the rock fragmentation while the material flows through a 

vertical structure. The fragmentation was quantified and analyzed for different materials and distances. 

 

2 Breakage measurement in granular materials 

Breakage in a particle size distribution (PSD) can be difficult to quantify due to the different particle sizes 

involved. However, several authors have defined parameters to quantify the PSD breakage [88], [212], [213], 

[262], [280], [281]. Some of these studies only relate the breakage with a characteristic size [88], [212], [213] 

or the surface area (m2/m3 [221], [281]) without representing all the fragmented PSD.  

 

Marsal [280] and Hardin [262] proposed breakage factors using the PSD before and after fragmentation. Marsal 

[280] defined the particle breakage, Bg, as the percentage by weight of the particles that have undergone 

breakage, as shown in Eq. 1 

𝐵𝑔 =(𝑤𝑖,𝑏 − 𝑤𝑖,𝑎)

𝑛

𝑖=1

      𝑓𝑜𝑟    𝑤𝑖,𝑏 > 𝑤𝑖,𝑎 (1) 

 

where 𝑤𝑖,𝑏 is the percentage by weight of the ith size interval before fragmentation, and 𝑤𝑖,𝑎 is the percentage 

by weight of the ith size interval after fragmentation. On the other hand, Hardin [262] analyzed several PSD of 

soils before and after different crushing tests and defined the relative breakage, Br, to calculate the breakage in 

a PSD.  

𝐵𝑟 =
𝐵𝑡
𝐵𝑝

 (2) 

 

In Eq. 2, Bt is the total breakage defined by the area between the initial and final PSD (over 0.074 mm) and BP 

is the breakage potential of the aggregate defined by the upper area of the initial PSD (over 0.074 mm). The Br 

used all the size intervals (over 0.074mm) independently of whether the mass of the size interval increased or 

decreased as shown in Figure 1.  
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Figure 1. Hardin ¡Error! No se encuentra el origen de la referencia. breakage parameters. Here parameter β

P contains all the blue area (including βt) whereas βt is just the area between both PSD. 

 

3. Methodology  

This study analyzes rock fragmentation under different travel distances when rock fragments flow through a 

vertical section. Three granular materials were tested in four experimental setups and the fragmentation of these 

materials was characterized and analyzed.  

 

3.1 Laboratory equipment  

Three polyvinylchloride (PVC) tubes were used of one, two and three meters in length (Figure 2A). These tubes 

were placed over a structure to keep them vertical. At the bottom, an extraction system was used to draw the 

material to keep a constant rate during tests. Figure 2 shows the equipment described and the tube’s geometries.  

 
Figure 2. (A) The geometry of tubes used in tests. (B) Example of 1 m tube loaded before test. (C) 

Extraction system located at the bottom of the tubes. 

 

Gravel, fragmented concrete, and clay materials were tested using the same tubes. Before the flow tests, material 

was broken in crushers and then sieved to generate the initial PSD curves. The PSD curves and rock parameters 

are described in the following section. 
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3.2 Material characterization  

Figure 3 presents the initial PSD of gravel, concrete and clay used in tests. The material was used just once for 

each test to avoid mechanical changes due to experiments. After flow tests, the final PSD were sieved to 

measure fragmentation degree. The gravel and concrete materials consisted of the same initial PSD, while the 

clay material used a smaller PSD. 

 
Figure 3. Particle size distribution before flow test.  

 

A fragment size (d100) at least five times smaller than the tube’s diameter (D) was chosen to avoid hang-ups in 

tests; this criterion is based on ore pass studies [83], [241]. Given the width of the tube, d100 should be 2.2 cm 

to ensure gravity flow. In tests, this fragment size was in the larger size interval tested (between 2.54 cm and 

1.82 cm). Hang-ups were not observed during flow tests. 

 

Table 1 presents the characteristics of the materials used in these tests. Here, bulk density was determined 

directly in tubes based on real density. The internal friction angle was obtained using a standard shear test (10 

x 10 cm2 box area) [282]. The strength of the rocks was measured using standard point load test equipment, and 

the Uniaxial Compression Strength was calculated using the point load index [283]. The wall friction angle, 

between the material and the PVC tubes, was determined using the Nedderman [142] methodology. This 

methodology considers the sliding slope of the cohesionless samples. Sphericity and Roundness were 

determined using the methodology of Cho et al. [273].  

 

Table 1. Summary of material characteristics 

Parameter Gravel Concrete Clay 

Density [kg/m3] 2,670±22 2,445±5 2,593±25 

Bulk density [kg/m3] 1,520 1,359 1,158 

Internal friction angle [°] 39.0 52.1 44.4 

Friction wall [°] 31 27.6 25 

Coefficient of uniformity (Cu) 2.48 2.48 1.74 

Coefficient of curvature (Cc) 1.12 1.12 0.85 

Point load strength index (𝐼𝑠ሺ50ሻ) 

[MPa] 

11.24±2.85 2.34±0.27 0.26±0.04 

UCS [MPa] 269.7 56.2 6.2 

Porosity [%] 43.07 44.39 55.34 

Sphericity 0.50 0.60 0.60 

Roundness 0.70 0.32 0.21 

 

3.3 Fragmentation tests 

Four experiments were defined based on the travel distances of granular material. Materials were tested at 

heights of 1, 2, 3 and 6 m, for three rock types (gravel, concrete, and clay). For the 6 m experiment, the material 

flowed two times in the 3 m tube. The material was homogenized before filling. During tests, material was 
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drawn at a constant rate (20 cm/min) in all tests. All the material was extracted and then sieved to determine 

the PSD after tests. Each test was run twice to ensure its reproducibility. 

 

4. Experimental results 

Output PSD curves were determined with the mean of replicas for each test. The results of 3 and 6 meters of 

travel distance are presented in Figure 4. It was noted that the formation of small fragments increased when the 

travel distance of flow increased despite the low overload at laboratory scale. Also, more fragmentation was 

observed in clay, as was expected because of its lower strength.  

 
Figure 4. Particle size distribution before and after tests 

 

In concrete and gravel, minimal fragmentation was observed in smaller sizes, while no fragmentation was 

observed in large sizes (+P80). Clay material showed higher breakage, in both mean and large sizes (P50 and 

P80). For d80, the fragmentation was low, except for clay. The PSD shapes varied due to the appearance of 

smaller sizes, also noticed through the coefficient of uniformity, Cu (d60/d10), as indicated in Table 2. 

 

Table 2. Coefficient of uniformity, d10, d50 and d80 before and after tests. 

Parameter Material Initial Test 1 m Test 2 m Test 3 m Test 6 m 

Cu 

Clay 1.71 3.31 3.22 3.41 3.85 

Concrete 2.45 2.50 2.52 2.54 2.56 

Gravel 2.45 2.45 2.46 2.47 2.49 

d10 [mm] 

Clay  5.2 2.4 2.4 2.2 1.9 

Concrete 6.0 5.9 5.8 5.7 5.6 

Gravel 6.0 6.0 5.9 5.8 5.7 

d50 [mm] 
Clay 8.1 6.8 6.6 6.5 6.2 

Concrete 13.3 13.1 12.8 12.8 12.6 
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Gravel 13.3 13.1 13.0 12.7 12.6 

d80 [mm] 

Clay 10.3 10.0 9.8 9.7 9.7 

Concrete 17.0 16.9 16.8 16.8 16.8 

Gravel 17.0 17.0 17.0 16.9 16.9 

 

5. Travel distance analysis of particle breakage 

In the experimental setup, the granular material flowed as a plug flow, where few shear stresses were expected. 

However, fragmentation was observed due to travel distance as shown in Figure 5 through the relative breakage 

[262]. The relative breakage represents the fragmentation of the PSD and demonstrates that the travel distance 

influenced the degree of fragmentation in the materials tested.  

 
Figure 5. After-test PSD fragmentation at different travel distances 

 

The particles were rounded during flow and their singularities were reduced. With fewer singularities, fragments 

cannot be broken under low stress conditions. This phenomenon is relating to the roundness effect of particles 

due to abrasion. Abrasion was the main fragmentation mechanism observed, with an important difference 

between the fragment strength and the stresses. Nevertheless, the fragmentation degree is directly related to the 

rock strength (UCS). The mean initial stress in granular material can be estimated through the formula proposed 

by Janssen [39] as presented in Eq. 3  

𝜎𝑣തതത =
𝑅ℎ𝜌𝑏𝑔

tan ሺ𝜙𝑤ሻሺ1 − sin ሺ𝜙ሻሻ
ቆ1 − 𝑒

−
tan ሺ𝜙𝑤ሻሺ1−sin ሺ𝜙ሻሻ𝑧

𝑅ℎ ቇ (3) 

where 𝜎𝑣തതത is the mean vertical stress,  𝑅ℎ  is the hydraulic radius (area/perimeter; 0.0275 m), 𝜌𝑏  is the bulk 

density (kg/m3), 𝑔 is the gravity constant (m/s2), 𝜙 is the interparticle friction angle, 𝜙𝑤 is the wall friction 

angle, and z is the depth (depending on the experimental setup 1, 2 or 3 m). The terms, 1 − sin ሺ𝜙ሻ, represent 

the horizontal and vertical stress ratio, 𝜎ℎ/𝜎𝑣 , and these terms have shown good estimation with other 

experimental results[33], [70]. The differences between the initial vertical stress (in static condition) and the 

UCS of the three materials are presented in Figure 6.  
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Figure 6. Relative breakage versus the strength stress ratio as measured in the experimental setup.  

 

The Br is a function of the travel distance and the ratio between the strength (UCS) and the initial vertical stress 

(𝜎𝑣0). The stress decreases during draw, but large variations should not be expected due to Eq 3.  In clay material 

(the smallest ratio), the Br highly increased compared with the concrete and gravel tested. Small differences in 

the Br are observed when the ratio of the concrete (UCS/𝜎𝑣0 > 16,900) is exceeded. 

 

The fine material generated can be observed through the d10 before and after tests. Figure 7 shows the ratio 

between the initial and the final d10 demonstrating no evident differences between the concrete and gravel 

materials.  To obtain further information about longer travel distances, a test using concrete was repeated six 

times (18 m) and the material trend was maintained, where the fragmentation increased slightly with distance. 

 

Figure 7. d10 ratio before (F10) and after (P10) tests as function of the travel distance. 

 

Results showed that the final d10 decreases when fragment travel distance increases. In lower size fragments, 

breakage and minor angularities could be observed. It was also observed that the large sizes break singularities 

of smaller sizes. Then, it is assumed that two mechanisms are required to break large fragments: a high load 

point and/or fewer contact points among the fragments. However, large fragments have a high probability of 

being in contact with other particles. This result is similar to the test of a bimodal distribution developed by 

Bridgwater et al. [108], where under low shear stress, 90% of large particles kept their initial size. After testing, 

major sphericity and roundness in clay were observed, along with a greater presence of fine material for clay 

and gravel, despite the low loads within the physical model. Then, the main fragmentation mechanics observed 

in tests corresponded to abrasion that increased with the travel distance. 

 

6. Fragmentation in Block Caving  

In block caving, there are high broken columns where rock fragments can travel large distances. In these broken 

columns, fine material can be expected due to abrasion that could imply problems such as mudrush, in-rush of 

fine events, or cohesive hang-ups [61], [78], [111], [133]. On the other hand, a wider PSD is developed when 
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the fine material is increased. If there is a source of fine material (like waste rock of low strength) a wide PSD 

would delay the fine material migration of this source [16], [113], [284]¡Error! No se encuentra el origen de 

la referencia.. 

 

In block caving mines with high economic columns, such as the North Parkes mine, the Grasberg Deep Ore 

Zone and the Deep Mill Level Zone mines, the Palabora mine, and the Cadia East mine [285], [286], when 

attempting to estimate the fragmentation, it is recommended to consider additional fine material generation 

during secondary fragmentation. In this section we present a mine example of how this additional fine material 

generation during draw can be incorporated applying a secondary fragmentation model introduced in [31]. This 

fragmentation model estimated the mass fraction in a size interval i, mi, using Eq. 4.  

𝑚𝑖 =𝐴𝑖𝑗𝑒
−𝑆𝑗𝜏

𝑖

𝑗=1

 (4) 

 

Aij is expressed as follow in Eq. (5), Sj is the selection function at which material undergoes breakage to the jth 

size interval, and τ is the residence time and denotes the time that material is under the breakage process. 

𝐴𝑖𝑗 =

ە
ۖۖ

۔

ۖۖ

ۓ
0                                𝑖𝑓 𝑖 < 𝑗

𝑓𝑖𝑗 −𝐴𝑖𝑘

𝑖−1

𝑘=1

         𝑖𝑓 𝑖 = 𝑗


𝑏𝑖𝑗𝑆𝑘

𝑆𝑖 − 𝑆𝑗
𝐴𝑘𝑗

𝑖−1

𝑘=𝑗

     𝑖𝑓 𝑖 > 𝑗

 (5) 

 

In Eq. 5, fi0 is the initial particle size distribution. Therefore, Eq. 4 allows the size distribution of a fragmentation 

process to be predicted after bij (breakage function, Eq. 6) and Sj (selection function, Eq. 7) are determined. 

𝐵𝑖1 = 𝛼1 ൬
𝑥𝑖
𝑥2
൰
𝛼2

+ ሺ1 − 𝛼1ሻ ൬
𝑥𝑖
𝑥2
൰
𝛼3

 (6) 

 

In Eq. 6, α1, α2 and α3 are model parameters (0 < α1 < 1; α2 < α3) and xi is the mesh size for the ith interval and 

x2, which corresponds to the second mesh size interval. 

𝑆𝑗 = 𝑆1𝑒𝑥𝑝 ቊ𝑍1𝑙𝑛 ൬
𝑑𝑖
𝑑1
൰ + 𝑍2 𝑙𝑛 ൬

𝑑𝑖
𝑑1
൰൨
2

ቋ 𝜎𝑣 (7) 

 

Z1 and Z2 are parameters that depend on the properties of the materials used, and σv is a variable that represents 

the mean vertical load. The residence time (Eq. 4), τ, indirectly applies the travel distance through the height of 

draw. This effect was reported at mine scale in [287] in which the fragmentation increased when the height of 

draw was increased because a higher residence time was applied. Nevertheless, additional fine material 

generation was not estimated in relation to travel distance. However, a correction factor can be incorporated in 

the selection function to improve the adjustment of the rate of breakage [272]. Additionally, the breakage 

distribution defined by the breakage function can be calibrated at mine scale to generate more fine fragments 

during breakage events; an example is presented in Figure 8.  
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Figure 8. Travel distance effect at mine scale modelled with a secondary fragmentation model [31]. 

Here, primary and secondary fragmentation are considered to be the PSD of a mine. The td curve 

represents secondary fragmentation estimated including the travel distance effect. 

 

7. Conclusions 

This study quantified the rock fragmentation based on different travel distances of rock fragments. Abrasion 

related to travel distance was identified as one of the main mechanisms present during our experiments. 

Fragmentation was mainly observed in smaller fragment sizes despite the material strength and the low 

overload. This is also observed because the amount of fine material is increased in comparison with large size 

breakage. Abrasion was not found to generally affect larger sized particles because their singularities require 

abrasion from other larger particles and/or fewer particle-to-particle contact points to be broken.  From our 

studies it could also be assumed that in the presence of ore passes and a high broken column in block caving, a 

significant amount of fine material generation would be expected that could imply operational problems, 

particularly in low strength materials.  
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Paper 3: Experimental quantification of vertical stresses during gravity 

flow in block caving 
Raúl Castro, René Gómez, Matthew Pierce, Juan Canales 

 

Abstract 

Usually in block and panel caving mines, when the caving connects to the surface, monitoring of vertical 

stresses over production drifts is minimal due to the low probability of seismic events. However, when the 

stresses over the production level are related to an overburden by fragmented rock, the draw policies highly 

influence induced stress. In this context, we present an experimental set up using a laboratory-scale model to 

identify the role of draw strategy on induced vertical stresses in a block-caving layout. Here, three draw 

strategies are studied: isolated draw, panel caving draw, and block caving draw. Results show that induced 

vertical stresses can vary between 0.3 and 2.8 times their initial vertical value and are highly influenced by both 

the distance from the extraction front and the dimension of draw and non-draw areas. These findings provide 

useful information to support the system design in block caving or panel caving methods to decrease induced 

vertical stresses related to draw and define rules of extraction in an effort to avoid problems related to the 

maximum stress that can be expected on production-level pillars. 

 

Key words: Caving mining, granular material, gravity flow; induced stresses, stress, rock. 

 

Introduction  

Current challenges in the mining environment include factors such as deeper deposits, harder rock, higher in-

situ stresses, greater production demand and increased costs [153], [154]. One issue which can have 

consequences at greater depths is that the rock mass already subjected to high stresses suffers even higher 

induced stresses during mining activities. In particular, induced stress occurs during the caving propagation 

stage in the advancing undercut front [40], [155], [156], where damage has been observed and reported in 

several block caving mines [157]–[162], mainly related to drift convergence and pillar failure. Measurements 

of stresses, strain, crack extension and seismicity have been carried out at this stage [163]–[165], [288]. 

However, in caving mines with greater depths, the column height of caved rock also increases, and 

consequently, there is an overload on the production level.  

 

Usually in block or panel caving mines, when the caving propagation connects to surface, vertical stress over 

the production drifts is not closely monitored because of the low frequency and magnitude of seismic events. 

Nevertheless, experience indicates that production drift stability can also be affected during ore extraction in 

productive areas [57]–[59], [166], [168] causing drift convergence, concrete slabbing at the walls, collapse and 

closure. 

 

In granular material, such as caved rock ore, vertical stresses are significantly lower than total column weight 

because of the arching effect generated by shear stresses due to the rock friction. Janssen [39] initially postulated 

Eq. (1) that provides the mean vertical stress, 𝜎𝑣,0തതതതത (Pa) in certain depth, z (m), considering overload, Q0, [143]. 

𝜎𝑣,0തതതതത =
𝑅ℎ𝜌𝑏𝑔

𝜇𝑘
ቆ1 − 𝑒

−
𝜇𝑘𝑧
𝑅ℎ ቇ + 𝑄0 ቆ𝑒

−
𝜇𝑘𝑧
𝑅ℎ ቇ (1) 

 

Where 𝑅ℎ is the hydraulic radius (area/perimeter; m) introduced by [42], 𝜌𝑏 is the bulk density (kg/m3), 𝑔 is 

the gravity constant (m/s2), 𝑘 is the friction parameter that represents the horizontal and vertical stress ratio, 

𝜎ℎ/𝜎𝑣, z is the depth of caved rock (m), Q0 is the initial vertical overload (Pa) and 𝜇 is the friction between 

particles and model wall expressed usually by tanሺ𝜙𝑤ሻ, where 𝜙𝑤 is the friction angle of bin walls (degrees). 

This equation gives a reasonable result in static conditions. However, one of the common problems is 
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determining the k parameter because of the high variability of stress in granular material. Different approaches 

have been used to define k such as [289], 

𝑘 = 1 − 𝑠𝑒𝑛ሺ𝜙ሻ (2) 

 

Where 𝜙 is the material internal friction angle, the relation  𝜙 > 𝜙𝑤 has been reported [42], [145], [289]. Other 

approaches to define k are presented in Eq. (3) and (4), 

𝑘 =
1 − 𝑠𝑒𝑛ሺ𝜙ሻ

1 + 𝑠𝑒𝑛ሺ𝜙ሻ
 (3) 

 

Eq. (3) is defined as an Active case, when 𝜎ℎ < 𝜎𝑣 and Eq. (4) is defined as a Passive case, when 𝜎ℎ > 𝜎𝑣 [290].  

𝑘 =
1 + 𝑠𝑒𝑛ሺ𝜙ሻ

1 − 𝑠𝑒𝑛ሺ𝜙ሻ
 (4) 

 

Walker [143] introduces in Eq. (5) a general relation for k using the Mohr-Coulomb circle considering that 

horizontal and vertical stresses are not necessarily the principal stresses.  

𝑘 =
1 − 𝑠𝑒𝑛2ሺ𝜙ሻ

1 + 𝑠𝑒𝑛2ሺ𝜙ሻ
 (5) 

 

The equations above were developed in physical models to quantify the magnitudes and distribution of stresses 

in static and dynamic conditions [39], [42], [62], [141], [143], [145], [289]–[293]. Eq. 2, 3 and 5 have shown 

good correlation under static conditions. In dynamic conditions, different results have been reported for k and 

𝜇  parameters in physical and numerical models [289], [294]–[296], mainly as a function of the granular 

material’s height.  However, granular materials used in these studies (e.g. bean, corn, sand, wheat, barley and 

coke) are different from material found in the mining environment, where wide particle size distributions, high 

strength, major internal friction angles and angular fragment shapes are common. Few physical models 

emulating mining conditions have been developed [33], [117], [238]. 

 

When granular material is under flow, at least two main zones − the movement zone and the stagnant zone – 

can be identified. In the movement zone (or draw zone), porosity increases and vertical stresses decrease due 

to flow, while in the stagnant zone (or non-draw zone) vertical stresses increase. Experimental measures have 

shown that stresses can be transferred from the movement zone to the stagnant zone during flow [33]. Then, 

induced vertical stresses over the production drift depend on the movement of gravity flow zones. In the same 

way, Lorig [69] postulated that stresses in the isolated movement zone (IMZ) tend to be lower than in 

surrounding stagnant material. This may occur because stresses are transferred through shear forces acting on 

boundaries between flow and stagnant material. Furthermore, it was concluded in [54] that the mean magnitude 

of forces acting inside the IMZ is independent of the column height and weight. 

 

Pierce [54] proposed applying the tributary area theory to determine the mean vertical stresses in the stagnant 

zone, 𝜎𝑣
𝑆
, as: 

𝜎𝑣
𝑆
=
𝜎𝑣,0𝐴 − σ 𝜎𝑣,𝑖

𝑀
𝐴𝑖

𝑛
𝑖=1

𝐴𝑠
 (6) 

 

Where 𝜎𝑣,0 is the mean vertical stress before draw (initial condition, Pa), A is total area (m2), 𝜎𝑣,𝑖
𝑀

 is the mean 

vertical stress of the movement zone i calculated using Eq. 1 and Eq. 3 (Pa), Ai is the area of the movement 

zone i (m2) and As is the area of the stagnant zone (m2). Areas are where the caved material is placed in a plan 

view.  
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In caving mines, the draw is different in each case. For example, block caving extracts material in a different 

way than panel caving.  Information on the influence of different kinds of draw on induced vertical overloads 

on the production level is, thus, generally lacking. Then, the objective of this investigation is to use laboratory-

scale experiments to quantify the role of draw strategy on induced vertical stresses over pillars located in the 

production levels to define draw policies that minimize induced stress in critical areas. In particular, nowadays 

a number of active or planned block and panel caving operations are subjected to greater depths such as El 

Teniente and Chuquicamata’s Underground Project in Chile, the Deep Ore Zone and Deep Mill Level Zone in 

Indonesia, Resolution Copper and the Henderson mine in the United States and Cadia East in Australia.  

 

2 Experimental methodology 

Here a physical model for studying the vertical stress behaviour under flow conditions was constructed 

representing different draw strategies used in block and panel caving.  

 

2.1 Similitude analysis  

The focus of this work is to quantify stresses on granular material for block caving applications using laboratory-

scale experiments. For this reason, the geometric similitude is kept constant both in the physical model and the 

granular material with a length scale factor, 𝜆𝑙, of 1:200.  Furthermore, following conditions of similitude, 

cohesionless material is used to study stresses on granular material [33] to avoid adhesive forces such as Van 

der Wall’s forces, liquid bridges and electrostatic effect at laboratory scale. Then the material used must be dry 

and include fragment sizes larger than 0.06 mm [297]. On the other hand, the gravity, bulk density and residual 

friction angle scale factors are the same in the model as at mine scale, respectively 𝜆𝑔 = 𝜆𝜌 = 𝜆𝜙 =1. Then, the 

scale of stresses is equal to the length scale factor, 𝜆𝜎 = 𝜆𝑙. This geometrical scale considered (length scale, λl 

= 1/200) ensures representation of the induced stress phenomena. According to the scaling laws [33], the 

similitude’s parameters are shown in Table 1. Here physical variables are based on the length scale used.  

 

Table 1 Scale factors based on length scale  

Variable Factor Scale factor Value 

Length λL λL 0.005 

Area λA λL
2 0.000025 

Volume λV λL
3 0.000000125 

Time λT λL
0.5 0.0707 

Weight λW λL
3 0.000000125 

Stress λS λL 0.005 

Friction angle λø 1 1 

Density λρ 1 1 

 

The following assumptions and simplifications were made to study the stress behaviour in block caving through 

physical modelling: (1) It is assumed that the rock mass has caved to surface, forces in the system are due to 

the material’s weight, and in-situ stresses are not present. (2) The granular flow occurs in a 3D environment. 

(3) The rock breakage mechanism related to secondary fragmentation is not considered. (4) The geometries of 

the flow zones in the physical model are comparable as long as the materials have equal friction angles and 

particle shapes. The influence of friction in the model’s container walls is discussed in section 2.2.  

 

2.2 Physical model 

The physical model represents a section of a mine operated by Block or Panel caving with the following 

dimensions: 140 m length, 46 m width and 480 m column height (see Figure 1). The scale was chosen to 

represent a high column height where vertical stress at the bottom would be significant. In the production level, 

we selected El Teniente’s 30 m x 15 m layout.  
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Figure 1. Mine area represented in the physical model. 

 

The mine section corresponds to three production drifts and nine extraction drifts, which represent a total of 36 

drawpoints (Figure 2 and Figure 3-a). Figure 2 shows the dimensions of the production level in the physical 

model. Fine material was glued on the crown pillar over the production drifts to represent the rock friction over 

pillars and the flow zones’ geometries, simulating 3D drawbells.  

 
Figure 2. Geometry of production level represented at the physical model scale. 

 

 
Figure 3. (a) Sector studied in experiments and main structures, plan view (b) Physical model of 

plexiglass used in laboratory. 
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The walls of the physical model as shown in Figure 3-b were made of plexiglass. The plexiglass allows 

movement zones to be observed in the model. This material also increased vertical stress compared with 

horizontal stress because of the low friction between plexiglass and granular material. For minor frictions, shear 

forces decrease between the model wall and granular material, then more weight is transferred to the bottom 

(increasing vertical stress estimated there). For example, we can calculate a vertical stress of 1.35 MPa applying 

Eq. 1, considering a depth of 500 m, an internal friction angle of 39º, a hydraulic radius of 16.9 m, a bulk density 

of 1.4 t/m3 and a wall friction angle of 25º. If we considered a higher friction angle, like the internal friction 

angle of 39º, a hydraulic radius 74% higher gives us the same vertical stress. For this reason, in this study 

vertical stress results, σv, will be analysed as a function of their initial value, σv,0, using the ratio σv/ σv,0. 

 

Up to six load cells were located within the model over the crown pillar for vertical stress measurements. Each 

load cell has a precision of ± 0.039 kPa (8 g), a length of 11.5 cm and an area of 20 cm2. The position of load 

cells over the crown pillar depends on the purpose of the experiment. Thus, load cell location is shown with the 

results for each test in Section 3 (Figures 6, 9, 12 and 15). 

 

2.3 Model media 

Tests used crushed sulphide ore with a high aspect ratio (sphericity 0.58 and roundness 0.25, Cho et al. [273] 

methodology), which is representative of caved rock. The particle size distribution was obtained by scaling 

(1:200) the primary fragmentation curve expected for Chuquicamata Underground Block caving project (see 

Figure 4). The ore characteristics are shown in Table 2.  

 
Figure 4. Fragment size distribution curve used in experiments scaled from a real Block-caving size 

distribution curve. 

Table 2 Ore characterization 

Parameter Value Unit 

Mean size, d50  4.0 mm 

Coefficient of uniformity, Cu 2.0  

Point load index, IS50 6.2 ±1.6 MPa 

Density 2.6 t/m3 

Bulk density 1.42 t/m3 

Porosity 44 % 

Friction angle 39 ° 

Repose angle 29 ° 
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Sulphide ore corresponds to a biotite and amphibole granitoid, showing metallic mineralization of pyrite, 

chalcopyrite and bornite. Potasic and propilitic alteration can be seen in the rock samples and mafic minerals, 

respectively. 

 

2.4 Experimental set-up and procedure 

The main objective of this work is to study the stresses induced by ore draw, considering common draw 

practices applied in Block and Panel caving mines. Undercutting development, in Block and Panel caving, is 

the principal difference between them. Block-caving undercutting is performed in just one stage, or block, at a 

time (Figure 5-a), whereas panel-caving undercutting is performed over time by opening drawbells monthly 

(Figure 5-b). These differences usually imply that at the beginning of block caving extraction, all drawpoints 

of one block could be available. However, for different operational reasons, unmoved zones without extraction 

or overdrawn zones may also exist. On the other hand, in panel caving, it is common to find open drawpoints, 

closed drawpoints, and drawpoints with differences in their extraction percentage.  

 
Figure 5. Plan views (a) Block caving strategy: in blocks 1, 2 and 3 the extraction begins at different 

periods. Each block should be drawn uniformly. (b) Panel caving strategy: in panels 1, 2, 3, 4 and 5 the 

extraction begins consecutively. Panels have different extraction percentages; greater percentages are 

in the first panels. 

Table 3 lists the four experimental set ups with their objectives, as well as the draw strategy and the procedure 

chosen. To observe and quantify result variability, two tests (A and B) were carried out with each experimental 

set up (Tests 0, 1, 2 and 3) for a total of 8 experiments. We defined different draw strategies in each test then 

grouped results according to the draw strategy used for analysing them: isolated draw (base case), panel caving 

and block caving draw strategies, respectively.  

 

Table 3: Experimental set-up of gravity flow draw strategies 

Test Name Objective Procedure 

0 Isolated draw 

To measure IMZ and vertical pressures 

over the crown pillar for a single 

drawpoint. 

Extraction was carried out from one 

drawpoint (from Extraction Drift (ED5)) 

next to the crown pillar. Twenty kilograms of 

ore drawn at 2.5 kg/h. 

1 Panel caving 

To measure vertical pressures over the 

crown pillar considering a panel caving 

draw scenario. 

Extraction was done from ED1 up to ED7. In 

total, one kg were drawn per drawpoint. 

During test EDs 1 and 2 were closed and 

EDs 6 and 7 opened. Test draw rate ~5 kg/h. 
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2 

Block caving – 60 

m of unmoved 

zone 

To measure vertical pressures over the 

crown pillar with an intermediate non-

draw area, following a block-caving 

draw scenario. 

ED 1 to 3 and ED 7 to 9 were drawn at the 

same rate until flow zones reached the 

surface. Afterwards, extraction was done in 

ED 4 to 6. Test draw rate ~6.5 kg/h. 

3 

Block caving – 30 

m of unmoved 

zone 

To measure vertical pressures over the 

crown pillar with a smaller intermediate 

non-draw area. 

Extraction was conducted in all EDs except 

ED5. At the end of the experiment, 

extraction was conducted in ED5. Test draw 

rate ~6.5 kg/h. 

 

For each test, the load cells were located based on the point of interest defined by the draw strategy. The material 

described in the Model Media section, previously homogenised, was then loaded in the physical model to the 

top (2.5 m). The draw strategy defined for the test was then programed through a servo-assisted motor. In block 

caving draw strategies, all drawpoints were drawn at the same time until near the end of the tests when active 

drawpoints were stopped and drawpoints located under the unmoved zone were drawn. For the panel caving 

draw strategy, the extraction was carried out through a group of extraction drifts continuously until 1 kg per 

drawpoint was extracted; the drawpoints were then incorporated and/or closed depending on the period of 

extraction following a panel caving scenario. In this work, the effect of rate of draw was not studied because 

the stresses measured in the load cells changed almost instantly in all extraction policies observed regardless of 

extraction velocity.  

 

2.5 Initial stress conditions 

Initial vertical stresses were measured in all tests as the following: 14.8±3.2 kPa in Test 0, 17.8±1.8 kPa in Test 

1, 27.7±3.7 kPa in Test 2, 18.3±3.7 kPa in Test 3 and the initial vertical stresses based on Eq. (1) is 18.7 kPa. 

Here the mean vertical stress is based on the material characteristics defined in Table 2 and assuming k = 0.37. 

The initial vertical stress ranges are expected for physical measurement of granular material due to arching, as 

reported by other studies [33], [117], [238], [292].  

 

3 Draw test results  

In this section vertical stress measurements are presented during draw condition. In the first test run, the 

extraction from one drawpoint defines the IMZ geometry of granular material used. Then, panel and block 

caving draw strategies are tested showing the influence of the extraction strategy on induced stress.  

 

3.1Test 0: Isolated draw  

In this test, ore draws from just one drawpoint located in the middle of the model (see Figure 6). Figure 6-b 

indicates the load cells’ location over the crown pillar. The evolution of the IMZ geometry is according to the 

kinematic theory normalized by d50 𝑤 = 3.42ξℎ [64], where w is the IMZ width and h is the IMZ height 

presented against results in Figure 7.  
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Figure 6. (a) Isolated draw strategy configuration (front view) and (b) Load cell location over crown 

pillar. 

 

Figure 7. Isolated movement zone geometry evolution. 

 

During this test, the IMZ radius reached 7.8 cm when 0.7 kg of material were extracted (Figure 8, right vertical 

axis). Here, load cells 2 and 3 were below the shadow of the flow zone. Then, the IMZ radius reached 16 cm 

when 14.6 kg of material were extracted, over load cell 1 (located at 15.8 cm from the active drawpoint). 
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Figure 8. Induced vertical stress by mass drawn and IMZ radius evolution under mass drawn. Isolated 

draw. Here, σv: vertical stress, σv,0: initial vertical stress, RIMZ: IMZ radius (for tests A and B). The 

error bar shows the vertical stress variability (between tests A and B). 

 

We observed that vertical stress decreased in load cells closer to the drawpoint under extraction (load cells 2 

and 3). Load cell 2 decreased 0.4 times its initial value, whereas load cell 3 decreased its initial value 0.6 times. 

Load cell 2 is closer than load cell 3 to the drawpoint under extraction; then a distribution of vertical stress into 

the IMZ can be assumed increasing from the IMZ’s centre. It is known that greater (higher) porosity in granular 

material flow is generated next to the extraction point. In draw zones, the bulk density is decreased due to 

greater porosity. Greater porosity also implies fewer contact points to transfer stresses in the granular material, 

which increases the stress transfer on more compacted material, which in this case is the material found in the 

non-draw zones.  

 

On the other hand, load cell 1 showed no major variation from its initial load condition. It can be seen that 

inside the IMZ, vertical stress was lower than initial stress, as expected, and decreased closer to the drawpoint. 

In the non-draw zone, overstress (on load cell 1) was not observed. Possible reasons for this are its proximity 

to the flow zone, the ratio between the draw and non-draw zones, and/or a shadow effect cast by the IMZ. 

Further experiments could be done to identify the cause or causes of this effect.  

 

3.2 Test 1: Panel caving draw strategy 

In test 1, various drawpoints were opened based on the panel caving strategy defined in section 2.4. Extraction 

drifts were drawn one by one from right to left (Figure 9-a), in accordance with a common production plan. 

Experiments here show a mass flow zone (interactive draw between drawpoints under extraction). The 

extraction drifts (ED) were added from ED1 to ED7, between 27.1 and 47.7 kg ore was drawn from ED1 to 

ED5, between 47.7 and 67.5 kg ore was drawn from ED3 to ED6, and between 67.5 and 78.2 kg ore was drawn 

from ED3 to ED7.  
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Figure 9. (a) Panel caving draw strategy configuration (front view) and (b) Load cell location over 

crown pillar. 

Figure 9-b shows the locations of the six load cells. This distribution allows vertical stress measurements in 

draw and non-draw zones during extraction. Here, the addition of extraction drifts caused the formation of an 

unmoved zone in front of the extraction front. Figure 10 shows the test’s evolution, in which the width of the 

non-draw zone (defined by Wr) continuously decreases while new EDs begin extraction. Induced vertical stress 

in a non-draw zone will necessarily increase if its area is decreased, as observed in Figure 11. 

 

Figure 10. Test 1 draw evolution during Panel caving draw strategy. 

 

Figure 11 illustrates results for all load cells. The stress measurements show overloads in the non-draw zone 

(also known as stagnant zone) and under-loads in the draw zone (movement zone). Stresses recorded by cell 1 

(Figure 11-a) decreased rapidly when extraction started because this cell was below the flow zone, 0.30 σv,0. 

When 40 to 50 kg of ore was extracted, drawpoints of ED 1 and 2 were closed, this increased the induced 

vertical stress to 1.36 σv,0. Load cell 2 showed similar behaviour with stress variations between 0.26 σv,0 below 

the flow, increasing to 0.54 σv,0 when EDs were closed. Load cell 3 was located in the stagnant zone at the 

beginning of extraction. The vertical stresses showed no change in value until drawpoints near (ED4) were 



Paper 3: Experimental quantification of vertical stresses 

68 

 

extracted; at which point, induced vertical stress decreased to 0.26 σv,0 (Figure 11-a). Vertical stresses on load 

cells 4, 5 and 6, located initially in the stagnant zone away from drawpoints under extraction, continuously 

increased due to the extraction (Figure 11-b). In these cells, vertical stresses increased even though the mass in 

the model was continuously decreasing. Then, vertical stress on load cell 4 decreased to 0.36 σv,0 when the load 

cell was below the flow zone at the end of the test. In this test, load cell 6 reached the maximum value observed 

of 1.77 σv,0.  

 
Figure 11. Induced vertical stresses by mass drawn (a) Results from Load cells 1, 2 and 3 and (b) 

Results from load cells 4, 5 and 6. Here, σv: vertical stress, σv,0: initial vertical stress. 

 

In the non-draw zone, a direct relation was observed in load cells 4, 5 and 6, between the vertical stress and the 

stagnant zone width (Wr), such that when the stagnant zone decreased, the vertical stress increased.  

 

3.3 Test 2 and 3: Block caving draw strategies  

In tests 2 and 3, ore was extracted from the drawpoints in the outer areas at the same time. For those drawpoints 

located in the middle of the model, ore was not extracted until the end of the tests. 

 

3.3.1 Test 2: Non-ideal draw with 60 m of unmoved zone 

The outer area extraction drifts (EDs) were drawn together while three EDs were not drawn in the middle (see 

Figure 12). The flow zone evolution indicates that initially the flow zones interact among EDs 1 and 3 and, 

separately, among EDs 7 to 9, leaving an unmoved zone, which has a width (Wr) observed in Figure 13.  
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Figure 12. (a) Block caving draw strategy configuration with high non-draw zone (front view) and (b) 

Load cell location over crown pillar 

 

When extraction progressed, the flow zones of each group of extraction drifts interacted in height, leaving just 

a small portion of unmoved volume at the ore bottom. After approximately 95 kg extracted, draw strategy 

changed as EDs under draw (ED 1, 2, 3 and 7, 8, 9) were stopped and drawing was started from ED 4, 5 and 6.  

 
Figure 13. Test 2 draw evolution in Block caving draw strategy (60 m) 

 

Vertical stress measurements are shown in Figure 14. The load behaviour observed was as follows: 
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Figure 14. Induced vertical stresses by mass drawn load cells 1 to 6. Here, σv: vertical stress, σv,0: initial 

vertical stress. 

Load cells 1, 2, 5 and 6 were placed within flow zones. When extraction began, vertical stresses in these cells 

decreased to 0.31 σv,0 and were maintained at that level until draw strategy changed. 

 

For Load cells 3 and 4, located under the stagnant zone (Wr), vertical stresses were increased to 1.86 σv,0 and 

1.51 σv,0, respectively. The difference could have occurred because load cell 4 was closer to a movement zone. 

Afterwards, as the moving front approached the location of the cells, the load decreased as much as 0.9 times 

from its original value. At the end of the experiment, when drawing from extraction drifts 4 to 6 started, the 

vertical stress of these cells decreased 0.36 and 0.39 times from their original value, respectively. 

 

At the end of the experiment (around 95 kg), extraction from the EDs 1 to 3 and 7 to 9 was stopped and EDs 4 

to 6 were drawn. A subsequent increase of vertical stresses on these cells was observed, reaching 0.6 to 1.1 of 

their initial value. 

 

Load cell 3 registered the highest vertical stress on this test. It was placed in the middle of the stagnant zone. In 

this case, induced vertical stresses increased up to 1.86 σv,0 and decreased continuously due to the mass removal 

from the system. Then, when extraction drifts 4 to 6 were drawn, the induced vertical stress decreased to 0.35 

σv,0. 

 

3.3.2 Test 3: Non-ideal draw with 30 m of unmoved zone  

In this test, the same strategy as test 2 was used, but with a minor unmoved zone to quantify higher induced 

vertical stress, and the relation between the draw and non-draw areas as indicated in theory [39]. Here, only 

ED5 was not drawn (Figure 15), while other EDs were under draw. A small pillar was induced with draw 

strategy. One load cell was located within the non-draw zone (load cell 3 in Figure 15-b, through ED5 

considering the El Teniente layout), while the other four load cells were located in draw zones over the crown 

pillar. 
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Figure 15. (a) Block caving draw strategy configuration with high non-draw zone (front view) and (b) 

Load cell location over crown pillar. 

 

The evolution of flow zones showed that the no-flow zone rapidly disappeared as flow zones interacted leaving 

only a small, unmoved zone. In Figure 16 it can be seen that the flow zones from both draw areas are interacting.  

 
Figure 16. Test 3 draw evolution in Block caving draw strategy (30 m). 

 

From the measurements of load cells shown in Figure 17, the vertical stress behaviour was as follows: 
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Figure 17. Induced vertical stresses by mass drawn on load cells 1 to 5. Here, σv: vertical stress, σv,0: 

initial vertical stress. 

Load cell 3 was located in the permanent unmoved zone. In this case the induced vertical stress increased up to 

2.81 σv,0. After 20 kg of continuous draw, the movement zones overlapped over cell 3. The stress here then 

decreased but was still higher than at its initial value (see Figure 17). At the end of the experiment, after 100 kg 

of extraction, an extraction drift below this cell was opened, and drawing started. In this case, the stress 

decreased as much as 45% from its original value. 

 

Load cells 1, 2, 4 and 5 were placed below the flow zone and all these cells showed a decrease in their stresses. 

The induced vertical stress of these cells decreased by around 45% from their original values. When extraction 

drift 5 was opened, the other extraction drifts were closed, and induced vertical stress in these cells increased 

from 0.8 to 1.4 σv,0. 

 

4 Discussion 

This study quantified the effect of key variables on induced vertical stresses in granular material. These 

variables are the presence of unmoved and moved areas, mass drawn, and distance to the extraction front from 

any point in the unmoved and moved zones. Although previous studies have suggested a relationship among 

the variables studied, few physical models have been used to actually measure the effects of these variables on 

induced stresses on granular material related to draw policies.  Our study also took into consideration different 

draw strategies commonly used in block and panel caving mines. 

 

Figure 18 shows the induced vertical stress measured in the stagnant zone, 𝜎𝑉(SZ – exp), and in the movement 

zone, 𝜎𝑉(MZ – exp), from Test 1: Panel caving draw strategy. Here, Eq. 6 is used to compare induced stress 

estimated with vertical stress measured in the movement zone, showing a good correlation with a standard 

deviation of 2.3. Additionally, the vertical stresses in the movement zone are calculated with the Janssen 

approach presented in Eq. 1 [39]. A good fit is obtained considering k as (1-sen𝜙) and u as 2.6, i.e. vertical 

stress is higher than horizontal stress on the movement zone of this experiment. In addition, a good fit can also 

be obtained using Eq. 3. Figure 18 shows results until 22 kg to avoid variation on stresses due to loss of weight. 
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Figure 18. Induced-vertical stresses in movement and stagnant zones.  

To analyse the induced vertical stress in block caving strategies and compare this with the results obtained in 

panel caving strategies, induced vertical stress in the stagnant zone, 𝜎𝑣
𝑆𝑍   is calculated rewriting Eq. 6 and 

normalizing it by the initial vertical stress, 𝜎𝑣0 as, 

𝜎𝑣
𝑆𝑍

𝜎𝑣0
= ቆ𝐴𝑇 −

σ𝜎𝑣
𝑀𝑍𝐴𝑀𝑍
𝜎𝑣0

ቇ
1

𝐴𝑠𝑧
 (7) 

 

Where 𝜎𝑣0 is the initial vertical stress, 𝐴𝑇 is the total caved area, 𝜎𝑣
𝑀𝑍 is the vertical stress in the movement 

zone, 𝐴𝑀𝑍 is the area of the movement zone and 𝐴𝑠𝑧 is the area of the stagnant zone. It should be noted that the 

induced vertical stress in the stagnant zone increases when the area of the stagnant zone decreases. Additionally, 

in the stagnant zone the induced vertical stress depends on the vertical stress in the movement zone. This relation 

between the induced vertical stress in the stagnant zone and its area is shown in the draw test in Figure 19. 

 
Figure 19. Induced-vertical stresses over stagnant zone relative to total area 

 

Figure 19 shows the vertical stress measured in the stagnant zone in Test 1, 2 and 3, and the induced vertical 

stress calculated using Eq. 7, which used vertical stress measured in the movement zone of tests. As observed 

previously in Figure 18, induced stress correlates well with the panel caving strategy in Figure 19. However, in 

block caving tests, Eq. 7 overestimates the induced vertical stress. The overestimation of induced stress may 

occur because when both movement zones are in contact, the stress related to the initial density of the material 

is decreased in the stagnant zone. 
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The results obtained from this experimental set up can be used to define extraction policies to alleviate induced 

vertical stresses within caved materials.  Based on our results, one such strategy would be to increase the 

unmoved area proximal to drawpoints to allow vertical stress to act on a larger area.  Another strategy would 

be to draw from unmoved zones to decrease stress.  

 

Many other interesting variables were not included in our study whose main objective was to quantify induced 

stress due to ore draw under controlled conditions. It would be useful in future studies to observe the effects of 

variables such as humidity, draw rates and uniformity of draw on induced stress.  Furthermore, findings from 

this study suggest other related studies.  For example, future set ups could be constructed to more deeply analyze 

production pillar stability and the influence of shear zones during ore draw. 

 

5 Conclusions  

In the flow zones of the different draw strategies, lower vertical stresses were measured, and consequently, as 

expected, there were higher vertical stresses under no-flow zones. The size of the unmoved or moved areas 

influenced the magnitude of the induced vertical stresses. While the unmoved zone width decreased, the vertical 

stresses increased here, and this was observed both in block caving and panel caving draw strategies.  

 

In block caving strategies, it was found that vertical stress could increase between 2 and 3 times its initial value 

when different unmoved zone widths were tested. On the other hand, with regard to panel caving, the maximum 

vertical stress measured was found to be a function of the distance to the front of the draw zone and could reach 

values close to 2 times initial values. Knowing these magnitudes, not only can extraction policies be used to 

alleviate induced stress but also the maximum stress that can be expected on the production-level pillars can be 

estimated in the beginning stages of a project. Then, support systems could be designed according to these 

requirements, thus avoiding problems like those described by Sahupala et al. [57], Bravo [168], Pierce [59], 

and most likely in various other unpublished cases. 
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Paper 4: Stress modelling using cellular automata for block caving 

applications 
René Gómez, Raúl Castro 

 

Abstract  
In underground mining, rock mass stress is commonly modeled as a continuum. However, in block cave mining 

discrete modelling should be used to properly represent the stress over the extraction level in the broken column 

where there are high rock columns of large rock fragments. Unfortunately, we lack methods that use discrete 

modeling of stress in the broken column at block caving scale. In this work, we propose a vertical stress model 

of granular material to simulate static and dynamic flow conditions.  The model is developed within a gravity 

flow simulator based on cellular automata to simulate the scale of the problem and flow conditions. The vertical 

stress model proposed is calibrated through four experimental models for the static condition. Then, based on 

the results from experimental testing, the dynamic condition is calibrated and compared with different flow 

scenarios. The results show that the proposed model can correctly simulate the vertical stresses in static 

conditions as well as dynamic conditions under the different flow setups tested. This vertical stress model with 

its flow simulator based on cellular automata has the potential to be applied at block caving scale once 

calibration parameters are defined.   

 

 Key words: Caving, cellular automata, granular material, gravity flow, stress modelling. 

 

List of symbols 

2D: Two dimensions 

3D: Three dimensions 

βi: Weight distribution function 

𝜙𝑤: Friction wall [º] 

σv: vertical stress 

σv0: Initial vertical stress 

γi: specific gravity 

CA: Cellular automata 

DEM: Distinct element method 

dij: distance between cell i and j. 

B: Stress model parameter in stagnant zone 

Bmin: Stress model parameter in movement zone 

H: Model height 

hi: Height of movement zone 

IMZ: Isolated movement zone 

MZ: Movement zone 

n: number of cells in vertical axis 

Pi: Weight 

PT: Total weight 

PV: vertical weight transmitted 

R: Relaxation parameter  

s: Stress model parameter (in stagnant and/or movement zone) 

V: Cell volume  

Wr: Stagnant zone width 

Wi: Movement zone width 

 

1.- Introduction and literature review 
Studies of stress in granular material have been carried out for many years due to this material’s importance in 

many industries (i.e. Food[136], Pharmacy[137], Mining[138]). In block cave mining, the granular material is 

composed of large rock fragments within a broken column of hundreds of meters. Thus, a soil mechanics 

approach has been proposed to estimate stress in the caved column [33], [54], [59], [261], using the corrected 

classic Janssen approach[39]  as an initial stress estimation. Nevertheless, the stress modeling of a broken 
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column is more complex when different rock types, draw strategies, and complex cave geometries have to be 

considered.  

 

A common tool used to study complex granular media problems is the distinct element method (DEM; [180]), 

frequently used in stress studies (e.g: [150], [298]–[303]). DEM has also been used in mining studies[50], [52], 

[55], [83]. However, in cave mining studies[50], [52], [55], the problems have been limited to a drawbell, a 

short column height and simplified shape fragments because of the problem of scale. As an example in [50], a 

draw simulation of a cylindrical model of 0.7 m height and 0.34 m diameter takes between a week and a month 

to complete. Other numerical tools are used for large scale problems that quickly simulate the ore flow without 

considering dynamic interaction between particles, such as PCBC[304], CAVESIM[9], FLOWSIM[10], and 

REBOP[54]. 

 

Stress has also been measured in the extraction level of block cave mines [163], [169], [170] with different 

techniques for field stress measurement such as stress cells, over-coring, the Flat Jack test, and hydraulic 

fracturing [305], [306]. Rojas et al. [163] used stress cells in the Esmeralda mine (within the El Teniente mine) 

and identified the need for production pillar rehabilitation after abutment stress to provide support during ore 

extraction. Xia et al. [170] also studied the stability of the extraction level before and after undercutting in the 

Tongkaungyu mine using over-coring. In this mine, the stability problems mainly occurred during the 

undercutting, but stability problems were also reported during ore extraction. Additionally, indirect techniques 

have been applied. Martin et al. [172] proposed stress model calibration based on the drift damage and the depth 

of failure, while Gonzales et al. [173] used the damage observed in borehole cameras to model stress. In the 

Deep Ore Zone mine, they measured production drift convergence [174], where stress concentration during ore 

extraction was observed. Another indirect technique was proposed by Xia et al. [175] to estimate stress in the 

extraction level through the thin plate theory.  

 

During ore extraction induced stress is, directly or indirectly, observed in the extraction level. Moreover, 

damage from stress has been reported in this level [57]–[59]. Stress measurement is useful during mining; 

however, it would also be useful to estimate stress in previous stages. DEM are not preferable yet for full block 

cave scales because of the time required for simulation. Thus, in this work we propose to incorporate a vertical 

stress model in a gravity flow simulator based on cellular automata (CA) that will be able to quickly model 

vertical stress in high draw columns under different draw scenarios.  

 

2.- Stochastic stress model through Cellular Automata 
Granular media can be described by stochastic interactions [2] mainly due to their random shapes, sizes, contact 

points and contact forces [3]. However, this randomness follows a degree of regularity, which has allowed 

stochastic models of granular material flow [2], [4]–[6], [181] and stress in granular material [307]–

[309]¡Error! No se encuentra el origen de la referencia. to be developed. 

 

In mining, the stochastic rules used for gravity flow have been applied through Cellular Automata (CA) [7]–

[16]. Gravity flow modelling with CA is based on the void diffusion mechanism [97]. This mechanism has been 

identified in Block and Sublevel caving mines [18]–[20], [22], [44], [190], including in fine material 

fragmentation (< 0.4 mm [24]). CA have also been used for a wide variety of complex matter in models such 

as rough annular shear cells, lattice-gas, lattice-grain, hybrid models, movable CA, elasto-plastic rock failure, 

Continuous-discontinuous CA and [25]–[30], [310]–[312]. 

 

In granular materials, the stresses are transmitted by chain forces due to the media inhomogeneity [307], [313], 

that generates stochastic stress distribution. Liu et al. [307] and Coppersmith et al. [308] proposed stress 

modeling in granular material by CA, through stochastic weight transmitted downward between particles, 

without considering the coordination number. Then, Hemmingsson et al. [309] applied force vectors to model 

the vertical forces transition reporting favorable results in silo and heap geometries of granular material.  

 

In this work, we applied the weight transition through cells in a CA to simulate gravity flow in caving mines 

[11], [16]. The gravity flow propagated during ore extraction was simulated using the void diffusion concept. 

The voids are inserted in draw points and have a probability of moving upwards and exchanging location with 

a non-void (granular) cell. Inversely, the weight of a (granular) cell is distributed randomly among lower cells 

(as shown in Figure 6 in 2D).  The weight is distributed only over non-void cells. In Figure 6, a cell in the i 
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level distributed its weight, Pi, over a lower cell in the j level. The weight is a function of the specific gravity, 

𝛾𝑖, and the cell volume, V. Additionally, shear forces (by friction) and horizontal forces could be considered. 

However, in this work only vertical force transmission was modeled. The vertical stress model was applied in 

a cubic lattice of cells where a cell distributed its weight over 9 lower cells (in 3D).   

 
Figure 6 Profile view (2D) of weight transmission in a cell lattice, the red arrows represent the force 

transmissions of a cell.  

The vertical forces in the model are the weight components (by gravity) and the shear components (by friction).  

The shear components support part of the individual cell’s weight. Here, we simplified the weight transmission 

introducing a buoyant parameter, E, that represents the weight fraction of a cell that is distributed to lower cells. 

Then, 1 – E is the cell’s weight fraction that is supported by friction. The cell’s weight distributed to lower cells 

is represented by Eq. 1. 

𝛾𝑖 − 𝛾𝑖 ∙ ሺ1 − 𝐸ሻ = 𝛾𝑖 ∙ 𝐸               𝐸 =  {0,1}   (1) 

 

Then, the weight of a cell in level j is its weight plus the weight fractions of the nine upper cells (in 3D; Eq. 2).  

𝑃𝑗 = 𝛾𝑗𝑉 + 𝐸𝑃𝑖𝛽𝑖

9

𝑖=1

 (2) 

 

𝑃𝑗 is the weight of cell j and βi is the weight fraction of the cell i transmitted to cell j. βi is defined by the 

multinomial probability distribution in Eq. 3, 

𝛽ሺ𝑥𝑗ሻ =  
𝑛!

∏ 𝑥𝑗!
𝑘
𝑗=1

∏𝑝
𝑗

𝑥𝑗

𝑘

𝑗=1

 (3) 

  

where k = {1, …,9}, xj = dij is the distance between cells i and j, n is the sum of the nine distances as 𝑛 =
σ 𝑥𝑗
𝑘
𝑗=1 , and pj are the initial probabilities of the nine cells defined here as an inverse function of the distance 

(Eq. 4), similar to the void diffusion rule used in the flow simulator [11]. 

𝑝𝑗 =  
൬1 𝑑𝑗𝑖
⁄ ൰

𝑠

σ൬1 𝑑𝑗𝑖
⁄ ൰

𝑠 (4) 

 

In Eq. 4, s is a model parameter that must be calibrated. The influence of this parameter on the force distribution 

(𝛽𝑖) is shown in Figure 7 as a function of the distance between cells. 
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Figure 7 Effect of s on the force distribution parameter.  

As can be observed in Figure 7, the weight fraction received from upper cells decreased for larger distances 

between cells.  The weight fraction distributed near the model boundary is omitted as was proposed by 

Hemmingsson et al. [309] because the wall friction (at the boundary) generates equal force in opposite 

directions. Additionally, the weight supported by nearby cells increases when s increases. Higher variability 

could be added to the model using a random s. However, this variability should not highly influence the mean 

vertical stress calculated in a level.  

 

2.1 Cell lattice influence 
The gravity flow simulator used a cubic cell lattice (Figure 8A), in which the cell weight is transmitted level 

by level through the Y direction applying the buoyant parameter E. Then, the cell size and the total height both 

influence the vertical stress transmitted to the next lower level for a specific E value.  This influence is shown 

in Figure 8B for a fixed height (H). There is a cumulative effect of the E parameter when the cell weight is 

transmitted: the total weight, PT, transmitted at the very bottom is decreased based on the number of cells in the 

vertical axis due to the parameter E. 

 

 
Figure 8 A: Cubic cell lattice. B: Cumulative effect of parameter E as function of the cell lattice and 

model height.  

Using the stress model, the weight calculated at the bottom, PV, can be related to the total system weight, PT, 

and to the number of cells in the vertical axis, n, as shown in Eq. 5.  

𝑃𝑣 =
𝑃𝑇
𝑛
𝐸ሺ𝑖ሻ

𝑛

𝑖=1

𝑛→∝
→  𝑃𝑇𝑙𝑛 ൬

1

1 − 𝐸
൰ = 𝑃𝑇

𝐸

𝑛

1 − 𝐸𝑛

1 − 𝐸
 (5) 

 

2.2 Stress modelling during gravity flow 
The proposed stress model is defined for static granular material. However, as we have seen in previous studies, 

vertical stress increases in the stagnant zones and decreases in the movement zones when gravity flow begins 

due to ore extraction [33], [52], [54], [70]. One reason is that the movement zones have less bulk density [217], 

[314], [315], decreasing the contact points between particles for force transmission. In our stress model, we 

introduce a relaxation parameter, R (between 0 and 1), to model the weight distribution between the movement 

and stagnant zones. This parameter should depend on the rock properties and system geometry. The R parameter 
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decreases the probability of weight distribution over the movement zone when there is a cell (or more) located 

in the stagnant zone (Figure 9). The weight distribution of a cell, defined by Eq. 3, over a cell in the movement 

zone is multiplied by R to decrease the weight transmitted over this cell. The weight distribution defined by 𝛽𝑖 
must sum 100% to avoid weight losses for this rule, assuming that P1 + P2R = 100% (in Figure 9 example for 

2D). The weight is distributed mainly over the stagnant zones by including this R parameter.  

 

 
Figure 9 Profile view (2D) of mass transmission in a six-cell arrangement with stagnant and movement 

zones (cells) 

Additionally, the height of the model influences E (as described in section 2.1). Thus, the movement zone height 

also influences E. Then, we defined Emin, for the buoyant parameter in the movement zone that depends on the 

movement zone height. Finally, the parameters R and Emin are used to model stress under flow conditions.  

 

3.- Experimental methodology 
Four physical models were simulated in the gravity flow simulator applying the stress model. The vertical stress 

measurements obtained from the physical models were then used to calibrate the parameter E in the static 

condition. The physical model of Castro et al. [70] was selected to calibrate the parameters Emin and R because 

in this model different flow scenarios were tested. Finally, the numerical model calibrated in static and dynamic 

conditions was compared with different flow scenarios. Python V3.7 was used in this work to build the CA 

stress model.  

 

3.1 Physical models 
The data obtained from the physical models were used in this study to calibrate the stress model. Three of the 

physical models were selected because stress for block caving applications had previously been measured [33], 

[70], [238]. Additionally, a fourth physical model (Seditest) was used in this work to vary the effect of the wall 

friction and material properties.  

 

The setup of the Seditest model consists of an acrylic column shown in Figure 5, with a height of 50 cm and 10 

x 8 cm2 square-cross section. At the bottom of the column a load sensor (Danfoss MBS 4510-060G2418) is 

located. A feeder is used to fill the column with the granular material (Fig. 5-B). Glass spheres and gravel were 

used as granular material. Additionally, three materials were used in the model walls to modify the wall 

roughness: paperboard, a fine sandpaper, and a coarse sandpaper.  

 

 
Figure 10 A: Column model dimensions. B: Feeder system used to fill the model. C: Wall's material. 
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The other three physical models used to calibrate the stress model are presented in Figure 11. In these models, 

the vertical stress was measured in the base around drawpoints or over drawbells. All experiments demonstrated 

high variability of stress measurements. Table 1 indicates the physical model dimensions and granular media 

used.  

 
Figure 11. Physical models used in this study. A: Castro [33]. B: Orellana [238]. C: Castro et al. [70]. 

Table 1 Model dimensions 

Dimension Castro [33] Orellana [238] Castro et al. [70] 

Height [m] 2.4 1 2.5 

Width [m] 3.4 0.54 0.7 

Length [m] 3.3 0.35 0.23 

Granular material Gravel Gravel Sulphide ore 

 

Table 2 indicates the material characteristics used in the models of Figure 11 and the Seditest. In the Seditest, 

two granular materials were used: glass spheres and gravel. The gravel was previously fragmented and sieved. 

The real density and bulk density of the material were measured [316]. A simple shear test using a shear box 

(10 x 10 cm2) was used to measure the undrained shear properties [282].  

 

Table 2 Summary of granular material properties 

Parameter Castro [33] 
Orellana 

[238] 
Castro et al. 

[70] 
Glass 

sphere 
Gravel 

Real density, kg/m3 2700 2690 2600 2500 2670 

Bulk density, kg/m3 1900 1610 1420 1150 970 

Particle size, mm [4-14] [7-35] [0.8-11] 0.6 [2.36 - 4.7] 

Internal friction angle, 

º 
39 ND 39 27.2 37.9 

Angle of repose, º ND 28.9 29 21.1 40.1 

ND: No data 

 

The friction between the granular materials and the wall materials, 𝜙𝑤 , was measured using the tilting 

methodology proposed by Nedderman [142]. It is assumed that this value is the static friction wall angle 

parameter for the maximum angle before sliding.  Table 3 shows the friction wall angle obtained for the material 

used in the Seditest model. The friction wall angles increase as wall roughness increases for all granular 

materials tested as was expected. The friction wall angles were also reported to be 25º [70] and 19.7º [238], 

respectively. The friction angle between the wall and the material is higher than the internal friction angle of 
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the glass spheres when coarse sandpaper is used and is also higher for gravel when fine and coarse sandpapers 

are used. 

 

 

Table 3 Friction wall angles (º) in the Seditest model 

Materials Paperboard Fine sandpaper Coarse sandpaper 

Glass spheres 19.0±0 24.0±0.2 31.5±0.7 

Gravel 32.3±0.6 41.3±2.3 42.7±1.5 

 

In the Seditest model, the filling time per test was 2 minutes. After filling the column, the vertical stress was 

measured for 10 minutes, during which no changes of vertical stress measurement were observed. A total of 6 

combinations of wall and granular materials were used, each combination was repeated 3 times for a total of 18 

tests.  

 

3.2 Stress data  
The stress data reported in Castro [33], Orellana [238], Castro et al. [70] and Seditest are shown in Table 4. 

Here the mean vertical stress measured in the static condition (i.e. before flow) is presented.  

 

Table 4 Vertical stress reported in physical models 

Test Model 
Mean vertical stress 

[kPa] 

Standard deviation 

[kPa] 

1 Castro [33] 32.49 15.57 

2 Orellana [238] 8.4 6.98 

3 Castro et al. [70] 19.65 5.58 

4 
Seditest gravel (𝜙𝑤 = 

32.3º) 
0.48 0.07 

5 
Seditest gravel (𝜙𝑤 = 

41.3º) 
0.38 0.05 

6 
Seditest gravel (𝜙𝑤 = 

42.7º) 
0.36 0.08 

7 Seditest glass (𝜙𝑤 = 19.0º) 0.68 0.01 

8 Seditest glass (𝜙𝑤 = 24.0º) 0.62 0.03 

9 Seditest glass (𝜙𝑤 = 31.5º) 0.54 0.01 

 

In the Seditest model, the vertical stress was also measured during filling at different heights. A Janssen effect 

was observed in all tests. Figure 12 shows the results of the glass spheres and gravel for all wall materials. The 

vertical stress measured on glass spheres increased during filling. The effect of the wall roughness is observed 

between the paperboard and coarse sandpaper material wall. The results of the fine sandpaper showed a high 

variability; however, the mean stress values fall between the other wall materials. The gravel showed lower 

vertical stress than glass spheres. The gravel and glass spheres have a similar bulk density (970 and 1150 kg/m3, 

respectively), but the glass spheres have lower friction wall angles, which could explain why glass spheres 

demonstrate higher vertical stress.  
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Figure 12 Vertical stress reported in the Seditest model, 3 replications per test. A: Glass spheres and B: 

Gravel. 

3.3 Stress model calibration 
The physical models presented in section 3.1 were simulated numerically to calibrate the stress model. The 

parameter E (Eq. 2) was calibrated through the mean vertical stress reported whereas the parameter s (Eq. 4) 

was calibrated through the standard deviation of the vertical stress reported. The mean square error was 

minimized to calibrate both parameters (E and s) between the vertical stress from experiments and numerical 

simulations, using Eq. 6 [274].  

 

𝑚𝑖𝑛(𝜎𝑣,𝑒𝑥𝑝 − 𝜎𝑣,𝑠𝑖𝑚)
2

𝑚

𝑗=1

 (6) 

 

Here, 𝜎𝑣,𝑒𝑥𝑝 is the experimental mean vertical stress, and 𝜎𝑣,𝑠𝑖𝑚 is the simulated mean vertical stress in the CA 

model. Ten simulations were run per test as shown in Table 4. The cell size used is 2x2x2 cm3 in all tests except 

in test 1 [33], in which the cell size used was 10x10x10 cm3. The simulation time for the static condition is less 

than 1 minute and approximately five minutes for the draw condition (varying depending on the draw scenario).  

 

First the block model for each test is created which includes the model size and the cell properties (such as cell 

ID, cell state, cell density, d50). Then, the stresses are calculated in the static condition using the cell densities 

and equations 1 to 4, in which the equations’ parameters are calibrated with experimental data. In the flow 

condition, gravity flow is simulated first, and then the stresses are calculated as mentioned above. 

 

4.- Results 

4.1 Before flow: Static calibration 
Table 5 shows the experimental and simulated results, as well as the calibrated parameters E and s. Here, the 

parameter s was modeled using a normal distribution function (Eq. 7; [317]) to obtain the experimental 

variability of vertical stress. The parameter E increased with the height of the model (H), decreasing its effect 

as indicated in section 2.1.  

𝑝ሺ𝑥ሻ =
1

𝜎ξ2𝜋
𝑒𝑥𝑝 ൬−

1

2
ቀ
𝑥 − 𝜇

𝜎
ቁ
2

൰          ∀𝑥 ∈ ℝ (7) 

 

In this Eq. 7, 𝜇 is the mean and 𝜎 is the deviation, commonly denoted by N(𝜇, 𝜎).  

 

Table 5 Numerical model calibration: static condition 

Parameter 
Castro 

[33] 
Orellana 

[238] 

Castro 

et al. 

[70] 

Seditest Gravel Seditest Glass Spheres 

ϕw = 

32.3º 

ϕw = 

41.3º 

ϕw = 

42.7º 
ϕw = 19º ϕw = 24º 

ϕw = 

31.5º 

Mean vertical 

stress 

(experimental) 

32.49 8.63 19.65 0.48 0.38 0.36 0.68 0.62 0.54 

Mean vertical 

stress 

(simulated) 

32.44 8.65 19.51 0.48 0.38 0.36 0.68 0.62 0.54 

Standard 

deviation 

(experimental) 

15.57 6.99 5.58 0.07 0.05 0.08 0.01 0.03 0.01 

Standard 

deviation 

(simulated) 

15.62 6.37 5.37 0.08 0.07 0.09 0.05 0.04 0.04 

E (%) 99.54 97.21 98.95 54.0 41.8 38.5 71.8 69.1 64.6 



Paper 4: Stress modelling using cellular automata 

83 

 

s N[8,7] N[50,49] N[4,3] N[2,0.1] N[2,0.1] N[2,0.1] N[2,0.1] N[2,0.1] N[2,0.1] 

 

Figure 13 shows the results of the three models (Test 1, 2 and 3) with the calibrated parameters in static 

condition. The simulated vertical stress increased with depth (Y axis) under a stochastic behavior between cells. 

In the plan views of Figure 13 (Plane XY), high vertical stress variability is observed as was expected from 

experimental results.  

 

 
Figure 13 Simulated vertical stress (color legend in kPa) for tests 1, 2 and 3. A: Test 1. B: Test 2. C: 

Test 3. 

Figure 14 shows the numerical calibration of the Seditest. The E parameter also depends on wall friction at 

least for a small hydraulic radius. This effect can be observed in Figure 15, where E is related to geometrical 

parameters (Rh and H) for gravel and ore materials, which have similar friction angles (37.9º - 39º). 
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Figure 14 Simulated vertical stress for the Seditest with gravel in A: Test 4. B: Test 5 and C: Test 6, 

and glass spheres in D: Test 7. E: Test 8 and F: Test 9. 

The parameter E increases asymptotically to 100% when Rh and H increased in the geometries modeled. In 

Figure 15, the wall friction influenced E (Test 7, 8 and 9), decreasing E when the wall friction increased. The 

different Rh*H of the Seditest were obtained based on different granular material heights during filling. 

 

 
Figure 15 Model geometry and wall-friction effect on E. The low friction wall markers correspond to 

the physical model of Figure 6. 

4.2 During flow: Isolated movement zone calibration. 
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In this section, the parameters Emin and R are calibrated as described in Section 2.2. These parameters are 

calibrated based on Test 1 reported in Castro et al.[70], where isolated extraction was simulated. The calibrated 

parameters are determined minimizing the error between simulated and experimental vertical stresses (Eq. 6), 

using the parameter E = 98.95% previously determined. Figure 16 shows the physical experiment used, and 

the calibration of the flow zone geometry (diameter and height) simulated in the gravity flow simulator.  

 
Figure 16 Isolated extraction used to calibrate numerical parameters during flow [70]. 

The calibrated model of vertical stresses is presented in Figure 17. Here the growing of the isolated extraction 

zone (IMZ) can be observed due to ore extraction from the base of the model. The vertical stress decreased in 

the movement zone (blue ellipse). On the other hand, vertical stress concentrations are observed in the boundary 

of the IMZ implying more weight transmission to stagnant zones.  

 
Figure 17 CA simulation of vertical stresses during isolate draw. 

This calibration allows the evolution of Emin to be determined as function of the height of MZ (Figure 18) of 

this setup. The calibrated parameter R is 0.29.  Then, it is possible to evaluate the stress logic under different 

draw conditions using this experimental setup. In Castro et al. [70] different flow scenarios were reported that 

can be simulated with the calibrated model, E = 98.95%, R = 0.29 and Emin based on Figure 18. 
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Figure 18 Emin based on IMZ height obtained from isolated experiment by [70].  

5.- Experimental validation 
Three flow setups were simulated numerically using the stress model, applying the parameters (E, s, Emin and 

R) calibrated in Section 4. These flow experiments included a Panel Caving draw, a Block Caving draw with 

non-flow zone of 30 cm (spacing between drawpoints), and a Block Caving draw with a non-flow zone of 15 

cm, reported in [70]. In the Panel Caving draw, the granular material was extracted continuously from different 

drawpoints (Figure 19A). In the Block Caving draw with a non-flow zone (stagnant pillar) of 30 cm, the material 

was drawn from side drawpoints while the central drawpoints were not extracted (Figure 19B).  In the Block 

Caving draw with a non-flow zone (stagnant pillar) of 15 cm, the material was also drawn from side drawpoints 

with a smaller non-flow zone (Figure 19C).  

 
Figure 19 Experimental setup of different draw strategies (modified from [70]). A. Planel caving 

strategy. B: Block caving with 30 cm of pillar. C: Block caving with 15 cm of pillar. 

In Figure 19, the movement zones generated are indicated in yellow. These zones grow continuously due to 

ore extraction. The width of the movement zone is denoted by WZ. Wi is the width of the IMZ, Hi the height of 

the IMZ, and Wr is the stagnant pillar width. In these experiments, the vertical stresses were measured over the 

drawbells.   
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The simulated result of the Panel Caving scenario is presented in Figure 20. Lower vertical stress is observed 

(blue color) in the cells located at the top of the model and in the movement zone, while higher stress 

concentration can be observed in the stagnant zone.  

 
Figure 20 Vertical stress simulation for panel caving draw strategy. 

The mean vertical stress is compared between experimental and numerical simulations to analyze the stress 

model. The mean vertical stress in the numerical model was determined based on five replications per test. The 

vertical stress in the physical experiments was measured using load cells. The same location of the load cell 

was used to measure the vertical stress in the numerical model. Figure 21 shows the experimental and numerical 

results through the ratio between the vertical stress of each cell at this moment of mass draw (𝜎𝑣) and the initial 

vertical stress (𝜎𝑣0), for six load cells in the Panel Caving scenario. Here, the stress in the movement zone 

quickly decreased due to draw (load cells 1 and 2) in both the experimental and simulated models. Similarly, 

the vertical stress is decreased within the movement zone, and this is reflected when the movement zone reaches 

load cells 3, 4, and 5. On the other hand, the vertical stress is increased in the stagnant zone, until that zone is 

transformed into a movement zone. This last behavior has also been reported in DEM simulations [52], [55]. 

 
Figure 21 Experimental and numerical simulation of Panel Caving draw scenario. 

Figure 22 shows the vertical stress simulated in Block Caving scenarios with a stagnant pillar in the center. 

The vertical stresses in the movement zones (both sides) decreased during draw, similar to with the Panel 

Caving draw. On the other hand, in the stagnant zone, the vertical stress increased due to the weight transferred 

from the movement zones (by parameter R). This weight was transferred to the stagnant zone and continued to 

the bottom of the model. There are higher stress concentrations in a smaller area when a non-flow zone of 15 

cm is utilized (Figure 22B; Plane XZ: mass draw 26.9 and 36.1 kg). Then, the vertical stress in this zone 

decreased because the cells are reached by the movement zone (Figure 22; mass draw 49.6 kg). 
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Figure 22 Vertical stress simulation of Block Caving draw strategy. A: 30 cm of spacing and B: 15 cm 

of spacing. 

Figure 23 shows the experimental and numerical results using the ratio between the vertical stress at the moment 

of draw and the initial vertical stress of the Block Caving scenarios. Here, six load cells were used in the 

experiment with a stagnant pillar of 30 cm, while five load cells were used in the experiment with 15 cm. In the 

Block Caving scenario with 30 cm of non-flow zone (Figure 23A), there are two load cells located in the 

stagnant zone: load cells 3 and 4. These load cells showed higher vertical stress at draw in comparison to their 

initial vertical stress in both the numerical and experimental models. Likewise, in the Block Caving scenario 

with 15 cm of non-flow zone (Figure 23B) — with only one load cell located in the stagnant zone: load cell 3 

— this load cell had higher vertical stress at draw compared with its initial vertical stress in the experiment and 

also in the numerical model. The simulated vertical stress in the stagnant zones of both scenarios were of a 

smaller magnitude than what was experimentally measured. On the other hand, the vertical stress of the 

movement zones of the experiments and simulations is similar, decreasing due to draw.  
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Figure 23 Experimental and numerical simulation of Block Caving draw scenarios. A: 30 cm of spacing 

and B: 15 cm of spacing. 

The mean errors between the experimental and simulated vertical stress are 1.53 kPa, 2.16 kPa and 5.18 kPa, 

respectively. These errors are assumed to be acceptable by the authors because of the natural stress variability 

in granular media and the experimental variability (5.58 kPa). The Block Caving draw scenario with a non-flow 

zone of 15 cm showed the highest error mainly due to the differences in load cell 3. In that scenario, load cell 

3 did not simulate high vertical stress probably because the experiment used to calibrate the parameter R did 

not demonstrate stress concentration in the stagnant zone. However, the stress model can replicate vertical stress 

concentrations in the stagnant zones and — with even more accuracy — stress relaxation in the movement 

zones. 

  

6.- Conclusions 
In this work, a stress model is presented to simulate vertical stress in granular materials using a CA. The CA 

used allows gravity flow to be simulated quickly and precisely in large scale models as required by cave mining. 

Then, the stress in static and dynamic flow conditions can be simulated at large scale when modeled though a 

gravity flow simulator based on CA. The proposed stress model was calibrated with different experiments at 

laboratory scale in which a high level of accuracy was observed for different material media and model 

geometries in static conditions. The parameter E is constant for the same type of material, problem geometry 

and mesh selected (cell sizes). However, this parameter increased when the height of the model is increased as 

in cave mining during caving propagation. The stress model also simulated flow conditions through the 

parameters R and Emin. These parameters were calibrated and compared under different flow scenarios, showing 

good results based on the expected variability of the experimental setup used.  Then, our vertical stress model 

with the flow simulator based on CA has the potential to be applied at block caving scale once the model 

parameters are defined.  
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Paper 5: Fine material migration modelled by cellular automata 
Castro Raúl, Gómez René, Arancibia Lenin 

 

Abstract 

Fine material migration occurs in cave mining during ore extraction and is often associated with ore dilution, 

which, in the worst case, can cause drawpoint closure. Additionally, the migration of fine material can imply 

safety issues, such as inrush of fines and, when mixed with water, mudrushes. Nowadays, there are empirical 

and numerical tools used to study fine material migration; however, in cave mining a large number of rock 

fragments have to be simulated during flow based on a production plan, and simulations are even more complex 

when fine rock fragment is involved. Here, a new fine material migration logic based on cellular automata is 

presented to improve the calculation of this phenomenon according to the literature. The key variable used is 

the size ratio between the rock fragments of the broken column. The mean size, d50, is used to represent a 

characteristic rock size and calculate the coarse and fine fragment ratio.  The logic presented is calibrated using 

experimental data from a physical model and is then compared at mine scale. The results show that use of d50 

to classify the size fragments during gravity flow allows experimental conditions to be replicated. Moreover, if 

the particle size distribution of coarse material is known, it can be used to adjust a calibration parameter of the 

migration logic in the flow simulator. We conclude that incorporating the d50 to characterize the granular 

material in gravity flow logic using cellular automata provides an accurate and quick fine material migration 

estimation.  

 

Key words: caving, cellular automata, dilution, migration, percolation, gravity flow.  

 

1 Introduction  

In mining, gravity flow is studied to estimate flow zone interaction for mine design purposes, maximize ore 

recovery, minimize dilution entry, and avoid risk conditions such as stresses in non-draw zones, air blasts, and 

mudrushes [32], [60]. Knowledge of gravity flow in cave mining is used to simulate the production plan [54], 

[76], [318] and to estimate rock fragmentation within the broken column [31], [54], [197], dilution entry [112], 

and stresses within the broken column [59], [70]. The first studies in granular material flow for mine application 

were developed through physical modelling [34], [36], [40], [41], [84], [104], back-analysis from mines [45]–

[47], [319], and numerical modelling. These numerical modelling approaches mainly used discrete element 

methods (DEM; [52], [320], [321]) and cellular automata (CA; [7], [9], [10], [49], [322]).  

 

In block caving, during gravity flow, fine material percolation can occur (usually waste material), implying 

dilution, material segregation and reduced ore recovery [110], [189]. Mine dilution occurs when the waste 

material mixes with ore thus decreasing ore grade [40], [116]. This phenomenon can result in lost reserves 

because of early drawpoint closure [112] and can also produce safety problems such as inrush of fines [61] and 

mudrush events [111], [133].  

 

Dilution due to fine material of low grade is a blending mechanism known as particle percolation [323], [324]. 

Particle percolation occurs because of shear strain and/or differences in particle size and particle density [113], 

[284], [324]. Moreover, the particle-size ratio between coarse and fine particles has been found to represent the 

most important variable in particle percolation [79], [113], [284].  

 

In the broken column, some mines have observed large differences in fragment sizes [45], [252], [319], mainly 

because of the natural rock fragmentation. This difference in fragment sizes can generate more rock-particle 

percolation in cases where there is fine material present. In these cases, smaller particles percolate through 

spaces between larger particles [110]. Initial dilution estimations in block caving are between 10 % and 25 % 

of the total extraction column [325], even reaching 30 % when the column is exploited over its economic height 
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[112]. This problem can be estimated through gravity flow simulations, but at caving-mine scale, it is not 

possible nowadays using DEM. However, there are numerical tools that can simulate a production plan at mine 

scale, such as Cavesim [9], REBOP[54], Mflow [12], CA3D [326] and Flowsim [10], [76]. These models 

consider the fragmentation in the geometry of the flow zones, but they do not apply preferential flow of fine 

material based on fragment size, which is one of the main percolation variables as previously indicated.  

 

In this study, fine material percolation in cave mining was examined with a gravity flow simulator using Cellular 

Automata (CA). These CA models cannot simulate dynamic interaction between rock fragments; however, once 

these models are calibrated, they can obtain good results in a short time for large geometries. In this study, our 

aim is to develop a methodology to simulate percolation mechanics using CA. 

 

2 Gravity flow modelling using cellular automata  

Granular material can behave between solid and fluid at the macroscopic level [1], especially during flow. At 

microscopic level, the particles can be described by stochastic interactions [2] mainly due to their random 

shapes, sizes, contact points and contact forces [3]. However, this randomness follows a degree of regularity, 

which has allowed the development of stochastic models to model the flow of granular material [2], [4], [5]. 

The stochastic theory in gravity flow can be applied using the CA method. 

 

The CA method was introduced by Von Neumann [327] in which a domain is arranged by cells where a 

transition function defines material movement. In gravity flow, these cells represent the granular material that 

can be moved using the void diffusion logic. Litwiniszyn [2] applied a cell arrangement to simulate granular 

material (where cells represent voids and granular material). The first mine application was developed by Jolley 

[7] to determine drawpoint spacing and a production plan. In that work, void cells moved upwards to change 

places with cells representing ore and waste material in an effort to simulate gravity flow. 

 

In this work, we used a 3D cubic cell arrangement to represent granular material, while the material flow is 

generated as void cells moving upwards starting from drawpoints. The void cells are exchanged with upper 

granular cells. Each upper granular cell has a probability, Pi, of being selected to exchange (see Figure 1) based 

on its distance as follows [10]:  

𝑃𝑖 =
𝑑𝑖
−𝑛

σ 𝑑𝑘
−𝑛9

𝑘=1

 (1) 

 

Where di is the distance between the void cell (k level, Figure 1A) and one of the nine cells i (k+1 level, Figure 

1B), and n is a function parameter that depends on rock properties such as fragmentation. Studies have shown 

that for the cell size 2x2x2 (m3), the parameter n calibrates between 3 and 10 depending on rock properties, and 

n = 3 or n = 4 are most frequently used for coarse fragmentation; for smaller rock fragments, n is increased, 

linked to the width of the flow zone [11], [44], [75], [76], [184]–[186]. Additionally, a minimum number of 

adjacent voids are required to interchange cells. Therefore, when a cell void is evaluated to move up, the amount 

of void cells, Cv, around it are calculated (Eq. 2). 

𝐶𝑣 =  (𝑐𝑖𝑗𝑘), ∀𝑐𝑖𝑗𝑘 > 0

1

𝑖=−1

1

𝑗= −1

1

𝑘=0

 (2) 

 

Where, 𝑐𝑖𝑗𝑘  = 1 if there is a cell void and 0 if not. Then, the void cells flow up if  

𝐶𝑣 ≥ 𝐶𝑣
𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑  (3) 

where 𝐶𝑣
𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑  is the minimum void cells to propagate the flow using Eq. 1. The first mine validations of this 

logic were developed in 2009 for El Salvador and El Teniente mines [11]. In these simulations, the flow 

simulator emulated not only the blending of ore and waste, but also the overall ore recovery.  
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Figure 24 Representation of the descent of a superior block into a void available from a k + 1 level to a 

k level [11]. 

The flow simulator emulates an ore deposit through a block model subdivided in cubes of 2x2x2 m3. These 

cubes represent a volume of broken ore that can flow if they reach the movement zone (MZ) of the draw column. 

The cells represent a rock fragment distribution characterized using the mean rock size d50.  

 

The interparticle percolation mainly depends on the rock fragment size ratio and particle-size distribution 

(PSD). Then, a better representation of the percolation process in a broken column would be to use the mean 

rock size (d50). Rock size differences are common in caving mines due to primary and secondary fragmentation 

[192] or preconditioning. Moreover, the rock size trace is key information at drawpoints for mine planning.  Eq. 

4 is the updated version of the flow probability (Eq. 1).  

𝑃𝑖 =
𝑑𝑖
−𝑛𝑑50,𝑖

−𝑚

σ 𝑑𝑘
−𝑛𝑑50,𝑘

−𝑚9
𝑘=1

 (4) 

 

In this equation, di is the distance between the void cell and one of the nine cells i (k+1 level, Figure 1B) in 

meters, d50,i is the mean rock size of cell i in meters and n, m are function parameters. The new equation was 

implemented and evaluated in Synthetic tests.  

 

2.1 Migration logic implementation 

Eq. 4 was evaluated in a test model shown in Figure 2A. The model has coarse material at the bottom and fine 

material on the top. The material density was 2,700 kg/m3, while the model dimension is indicated in Figure 

2A and has a drawbell center at the bottom. The cell dimension used is 2x2x2 m3. The function parameter m 

was tested from 0 to 10 to observe its influence on flow. In Figure 2B the effect of m and d50 on probability are 

presented (Eq. 4) for some combinations. When m = 0, the rock size or migration logic is not applied. Depending 

on the m, n, di values and d50 ratio (R50; d50, large fragment/ d50, small fragment), there is a maximum m, which is around 

m = 3 in this example. Here, when m = 3 the flow probability of coarse material (d50 = 1 m) tends to zero while 

the probability of fine material (d50 = 0.1 m) depends mainly on the cell location, and even if we keep increasing 

the m parameter, it does not generate major differences.  
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Figure 25 Test model built in simulator to evaluate Eq. 4. 

The probability of cell movement with a small d50 increases if the m parameter increases. This increase in m 

implies an increase in fine material migration during flow. Figure 3 shows the effect of the m parameter during 

flow in the test model built (Figure 2A). Here the total mass drawn included coarse and fine material. In Figure 

3, the cell dimension is 2x2x2 m3, and n = 4, d50,coarse = 1.15 m, and d50,fine = 0.95 m. 

 

 
Figure 26 Influence of m on fine material migration during draw. 

The m parameter has maximum and minimum values. For m = 0, the d50 does not change the cell probabilities 

(Eq. 4), meaning that the migration logic has not been applied. With m > 0, the migration logic is activated, and 

cells with values of less than d50 have a higher probability of movement, i.e. the lower the d50, the higher the 

probability of exchange. It should be noted, however, that the value of d50 is not the only variable considered; 

cell distance is also figured into the equation linked to the width of the flow zone. The higher value of m depends 

on the rock size ratio, R50, and the location of the lowest d50 over the ascendent void cell as noted above. In the 

example presented in Figure 3, it can be seen that m > 2 does not generate major differences in the fine material 

extracted.  

 

2.2 Synthetic tests  

In Stage 1, tests were developed to study key variables during fine material migration under draw through the 

proposed method. In the test model presented in Figure 2A, a layer of coarse material was placed under a layer 
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of fine material. Tests included varying the size ratio of materials, R50 = d50,coarse/d50,fine and the boundary 

between the coarse and fine material. The experimental setup of Stage 1 is presented in Table 1. The function 

parameters of Eq. 4 were kept constant in all tests (n = 4 and m = 1). The cell dimensions were 2x2x2 m3, with 

material density of 2,700 kg/m3. The d50 of coarse material was also kept constant at 1 m, whereas d50 of fine 

material was varied in different test setups to study the effect of varying R50. 

 

Table 1. Experimental setup used in stage 1  

Test 
# active 

drawpoints 

Coarse 

material 

height 

(m) 

Fine 

material 

height 

(m) 

d50,fine  

(m) 
Description 

1 1 0-200 - - 
Base case, without migration logic (m = 0). 

2 2 0-200 - - 

3 1 0-60 60-200 0.1 Migration logic activated to study the effect of the R50, 

R50 = 10, m = 1. 4 2 0-60 60-200 0.1 

5 1 0-60 60-200 0.2 Migration logic activated to study the effect of the R50, 

R50 = 5, m = 1. 6 2 0-60 60-200 0.2 

7 1 0-60 60-200 0.5 Migration logic activated to study the effect of the R50, 

R50 = 2, m = 1. 8 2 0-60 60-200 0.5 

9 1 0-60 60-200 0.8 Migration logic activated to study the effect of the R50, 

R50 = 1.25, m = 1. 
10 2 0-60 60-200 0.8 

11 1 0-40 40-200 0.1 Migration logic activated to study the effect of the 

boundary height, R50 = 10, m = 1. 12 2 0-40 40-200 0.1 

13 1 0-60 60-200 0.1 
Migration logic activated to study the effect of the 

boundary height, R50 = 10, m = 1. 14 2 0-60 60-200 0.1 

15 1 0-80 80-200 0.1 Migration logic activated to study the effect of the 

boundary height, R50 = 10, m = 1. 16 2 0-80 80-200 0.1 

17 1 0-100 100-200 0.1 Migration logic activated to study the effect of the 

boundary height, R50 = 10, m = 1. 18 2 0-100 100-200 0.1 

 

Tests 1 and 2 are used as base cases in which the migration logic has not been activated. The ore is extracted 

from one or two drawpoints per setup. Tests from 3 to 10 studied the influence of the R50 on the fine material 

migration during flow while tests from 11 to 18 studied the influence of the fine material location on migration 

during flow. Each test was simulated 5 times and mean results are reported. A total of 90 simulations were run.  

 

2.2.1 R50 Influence on fine material migration 

The difference between the d50 of rock fragments affects the probability of flow based on the probabilities given 

by Eq. 4. If R50 is high, the small fragments increase their probability of flow compared with large fragments. 

Here, tests were used to quantify the effect of R50. The d50 of fine material was varied from 0.1 m to 0.8 m, 

while the d50 of coarse material was kept constant (1 m) along with the boundary (in height) between coarse 

and fine materials (60 m). As expected, the MZ width is slightly wider for extraction from two drawpoints of 

the same drawbell, increasing from 34 m to 46 m.  
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The R50 influence on fine material migration can be observed in Figure 4, which shows the results of extraction 

from one drawpoint (A) and two drawpoints (B). The R50 highly influences the fine material migration reported 

in drawpoints as expected in theory. When R50 increased, the fine material also increased the probability of flow. 

Likewise, when R50 decreased, the probability of flow of fine material also decreased with less dilution entry 

observed at drawpoints.  

 
Figure 4: Cumulate fine material extracted from drawpoints (DP) versus total mass (coarse and fine 

materials) extracted from drawpoints. A: Extraction from one drawpoint. B: Extraction from two 

drawpoints. 

 

2.2.2 Coarse material height Influence on fine material migration  

In this section, tests from 11 to 18 are reported. In these tests, the R50 was kept constant while the boundary 

between coarse and fine material varied from 40 m to 100 m. The migration logic in the flow simulator appears 

when void cells reach the fine material, based on the void diffusion mechanisms that are used in the simulator.  

As expected, the height of coarse material influences the amount of fines extracted, with lower heights of coarse 

material resulting in the extraction of more fine material at the drawpoints. 

 

The effect of height is quantified through the fine material extracted from drawpoints. Figure 5 shows the results 

of fine material observed in drawpoints at different heights of the coarse material. Results presented in section 

2.2.1 and 2.2.2 show the migration logic of the flow simulator agrees with the expected values. However, it is 

the m parameter that is shown to have the greatest influence on the migration logic, and thus it was necessary 

to calibrate the m parameter using the experimental database described in section 3. 

 

 
Figure 5 A: Extraction from one drawpoint. B: Extraction from two drawpoints. 

 

3 Calibration using physical experiments  

In Stage 2, a physical model used to study fine material migration [79] was emulated in the flow simulator to 

calibrate the migration logic.  
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3.1 Physical model  

Figure 6 shows the physical model. In this model, eight experimental setups were carried out to quantify the 

fine material extracted in drawpoints. The model was built in acrylic, with a drawbell at the base and two 

drawpoints. The geometric scale is 1:50. The dimensions of the physical model are shown in Figure 6-A, and 

the drawbell dimensions are shown in Figure 6-B. Coarse and fine granular materials were placed in the model 

to be extracted at the drawpoint. The extraction from drawpoints was conducted using a scaled extraction system 

to simulate the ore draw of block/panel caving operations. The fine granular material was placed over the coarse 

granular material as shown in Figure 6-C. 

 

 
Figure 6 Physical model used in fine material migration for Block Caving [79]. A: Model dimension 

(Hf: height of fines material and Hc: Height of coarse material). B: Drawbell dimensions (α = 71.1º; β = 

90º). C: Experimental test example before material draw. 

The experimental setup was designed to study the effect of R50, the height of fine material, and the PSD of 

coarse material in fine material migration. Additionally, markers were placed in the granular material (coarse 

and fine materials) to measure the extraction zones. A total of 788 markers were placed in the gravity flow 

model. Markers recovered during extraction were used to model the extraction zones after experiments. 

 

The granular material used was ore rock composed mainly of quartz and sericite and obtained from the 

Chuquicamata Underground Mine. The rock fragment characteristics are summarized in Table 2. The sphericity 

and roundness were determined based on the methodology of Cho et al. [273]. The point load index was 

estimated through a point load test [283]. The internal friction angle was determined through a simple shear test 

in drained samples using a shear box of 10x10 cm2 [282].  

 

Table 2. Summary of material characterization 

Parameter Value Unit 

Sphericity 0.68 Dimensionless 

Roundness 0.20 Dimensionless 

Point load index 1.66 MPa 

Fine bulk density  1,900 kg/m3 

In-situ density 2,540 kg/m3 

Internal friction angle 37 ° 

 

3.2 Experimental plan 

Table 3 shows the experimental setup design detailed in [79]. The experiments in the physical model were 

simulated in the flow simulator to calibrate the parameter m of Eq. 4. In the numerical model the following 

variables were replicated: physical model geometry, d50 of coarse material, the d50 of fine material, the heights 



6 General conclusions  

97 

 

of coarse and fine materials and the mass extracted per drawpoint. The coefficient of uniformity (Cu) was not 

included in the logic of fine migration, but we hypothesized that Cu should influence m because higher Cu 

implies fewer voids between rock fragments. We tested this in the calibration stage as described below. 

 

Table 3. Experimental setup of fine migration at physical, laboratory scale (mine scale in parenthesis 

1:50) from [79]. 

Exp. 
D

P 

Coarse 

Height cm 

d50 coarse 

mm 

Cu 

coarse 

d10 coarse 

mm 

d50 fine 

mm 

Fine Height 

cm 

1 1 65(32.5m) 23.1(1.15m) 1.5 17 1.8(0.09m) 35(17.5m) 

2 2 65 23.1(1.15m) 1.5 17 1.8(0.09m) 35(17.5m) 

3 2 65 23.1(1.15m) 1.5 17 1.8(0.09m) 35(17.5m) 

4 2 65 23.1(1.15m) 1.5 17 1.8(0.09m) 20(10m) 

5 2 50(25.m) 23.1(1.15m) 1.5 17 1.8(0.09m) 50(25m) 

6 2 50 23.1(1.15m) 1.5 17 1.8(0.09m) 50(25m) 

7 2 65 19(0.95m) 2.6 9 1.8(0.09m) 35(17.5m) 

8 2 65 19(0.95m) 3.8 6 1.8(0.09m) 35(17.5m) 

 

The experimental results from the physical model were scaled to mine size, considering the length scale factor, 

λL, of 50. Then, the lengths of the physical model and rock fragments were scaled using Eq. 5.  

𝐿𝑖 = 𝐿𝑗𝜆𝐿 (5) 

 

The mass extracted in the experiments is scaled by volume, considering the length scale factor, i.e. λL
3. Here, 

the density factor is assumed to be the same because the laboratory and mine are under the same gravity force 

[328]. Then, Figure 7 presents the experimental results [79] to be compared with simulations.  

 

 
Figure 7 Experimental results of fine migration (scaled from [79]) 

4 Flow simulator results 

The simulations described in Section 3 of the modified migration logic are presented here. Experimental tests 

of fine material migration during draw [79] were used to calibrate the parameter m in Eq. 4. The physical model 

introduced in Figure 6 was replicated in the flow simulator at mine scale (1:50). The physical experiments are 

scaled using the length scale factor, λL, described in section 3. Figure 8 shows the experimental results from 

[79] as well as the simulated results. The m parameter in the simulation was selected based on the minimum 

root-mean-square error (RMSE) of the physical and numerical experiment of best fit (in Table 4).  
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𝑅𝑀𝑆𝐸 =
1

𝑁
(𝑦𝑖,𝑒𝑥𝑝 − 𝑦𝑖,𝑠𝑖𝑚)

2
𝑁

𝑖=1

 (4) 

 

Here N is the total number of extractions, yi,exp is the dilution in terms of mass reported in the physical 

experiment (t), and yi,sim is the dilution reported in the flow simulator (t). The numerical model emulated each 

experimental setup of the physical model (described in section 3). The isolated extraction, Exp 1, shows the 

greatest differences between the physical and numerical model. The remaining experiments all show good 

correlation as can be seen in Figure 8.  

 

 
Figure 8 Numerical simulation (markers) calibrated using the physical experiments from [79]. 

 

When the input parameters of d50 and boundary conditions (i.e., block model geometry, heights of coarse and 

fine materials, and mass drawn) are considered, the migration logic as introduced in Eq. 4 can replicate the 

experimental results [79]. Although other variables of interparticle percolation not studied here, such as rock 

friction, shear strain and rock density, could also have an effect on m, the experimental data presented here 

show the main granular material property that influences m is the Coefficient of uniformity (Cu).  

 

Table 4. RMSE between physical and numerical experiment of best fit  

Experiment RMSE [t] m 

1 707.2 1.5 

2 510.0 1.5 

3 875.0 1.5 

4 545.0 1.5 

5-6 539.3 1.0 

7 462.6 0.5 

8 39.8 0.1 

 

There is a correlation between the PSD of the coarse material and the adjusted parameter m of Eq. 4. 

Experiments 3, 7 and 8 have the same experimental setup except for the PSD of coarse material. Then, if we 

use the Cu to identify each distribution, the following correlation is observed:  
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𝑚 ~ 
1

𝐶𝑢
 (5) 

 

This correlation is expected because we know that if m decreases, the probability of flow of smaller fragments 

also decreases. On the other hand, if the Cu increases, indicating a wide PSD, the particle percolation decreases 

because the granular material is well packaged. However, more experimental data are needed to define a 

formula to identify the relationship between these parameters.  

 

5 Evaluation of migration logic using mine data 

As described above, the m parameter was calibrated previous to using the migration logic. The calibration stage 

included the experimental procedure presented in this work, using controlled experiments with the granular 

material to be simulated. As observed in this study, the m parameter depends on material properties, such as the 

PSD of coarse material, PSD of fine material, friction, cohesion, humidity, elastic moduli, shape factor, 

densities, stresses. Furthermore, we found that the m parameter is inversely proportional to the Cu for the 

material used. 

 

Once the m function parameter was calibrated, we evaluated the migration logic of the flow simulator with mine 

data. The Inca Central Este sector from El Salvador mine in Chile was used for the mine-scale evaluation. The 

block model dimensions were 290 m x 410 m x 800 m (width, length, and height), in which 107 drawpoints 

were located.  

 

Ore extraction data were available from 2003 to 2007 including dilution (fine material) reported in drawpoints. 

The dilution was identified through the geological tracer, shale rock.  The ore rock has d50,ore = 0.7 m, d10 = 0.35 

m and Cu = 3.1 [329]. The shale mean size, d50,shale, is approximately 0.1 m.  The function parameters n and m 

are 3.4 and 0.4 respectively. The n parameter was determined by Valencia [75], while the m parameter was 

interpolated based on the results in Section 4. Figure 9 shows the simulated results along with the mine data of 

dilution reported in drawpoints.  

 

 
Figure 9 Simulated dilution reported in drawpoints compared with mine data. MZ at the end of 

simulation is added. 
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The migration logic implemented in the Flow simulator has good correlation with the mine data used. 

Additionally, in Figure 9 simulations are presented without the migration logic (m = 0) and with a high 

probability of fine material flow (m = 1) to observe the effect of m at mine scale.  The minimum error between 

the simulation and mine dilution was obtained by the m value defined by the calibration stage, m = 0.4. These 

results imply that the m parameter calibrated through the physical experiment of fine migration is representative 

of the percolation process during flow in block caving. At mine scale, a scaling effect could appear when m is 

calibrated from laboratory experiments. However, in our mine simulation this effect was not observed.  

 

6 Conclusions 

In this paper, a fine migration logic implemented in a granular flow simulator model based on cellular automata 

was tested including rock size using d50 as a key parameter. The rock size used for estimating fine material 

migration in mining was chosen given its theorical justification based on a literature review. The results show 

that including rock size in the migration logic reflects the fine material migration reported with physical 

experiments. In those experiments, the PSD of coarse material was shown to highly influence fine material 

migration. Likewise, in the numerical model, this can also be represented by calibrating the function parameter 

related to the rock size. We also found that the migration logic implemented in the Flow simulator had good 

correlation when actual mine data was used. We conclude that, based on experimental results of fine material 

migration, the use of the d50 as a rock characteristic size in the flow probability function (Eq. 4) gives a good 

estimation and representativeness of the fine material migration phenomenon in mining.  
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6 General conclusions 
  

This study presents different physical experiments and simulations using numerical modeling through 

cellular automata in order to contribute to the current knowledge of gravity flow in block cave mining. 

The main goal was integrating rock size fragmentation during draw in gravity flow through a 

migration model. Additionally, stresses in broken columns were studied and modeled due to their 

influence on gravity flow, and particularly, on rock fragmentation. 

 

In the fragmentations studies (paper 1 and 2), it was experimentally possible to identify the 

importance of rock strength, travel distance (or residence time) and overload (through the vertical 

stress, σV) in rock fragmentation during draw. Then, a secondary fragmentation model is included in 

the gravity flow simulator through the reduction ratio, 𝑅50 =
𝑑50,𝑖𝑛𝑖𝑐𝑖𝑎𝑙−𝑑50,𝑓𝑖𝑛𝑎𝑙

𝑑
. This ratio modified 

the mean fragment size (d50) of a cell that travels a distance d. The reduction ratio is determined based 

on the UCS and the vertical stress, σV , as 𝑅50 = 𝛼 ቀ
𝜎𝑣

𝑈𝐶𝑆
ቁ
𝛽

, where α and β are constants. In this 

reduction model, the UCS is a cell property while the σV is determined through the vertical stress 

model proposed in paper 4 (previously calibrated with paper 3 and other studies).  

 

Finally, paper 5 incorporates the d50 in the flow probability as a key variable in gravity flow 

simulations when different rock fragment sizes are present. Thus, the fragmentation and stress models 

are integrated in the flow simulation through the d50. Then, the flow simulator based on cellular 

automata can included key variables during gravity flow in block caving through fast and accurate 

simulations.  
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