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Abstract 

As a response to the global pandemic caused by COVID-19, Chile was forced into a 

transition from face-to-face format to online computer-based tests to measure L2 proficiency. In 

our programme, Licenciatura en Lingüística y Literatura Inglesa this was echoed in a new format 

for the L2 proficiency assessment called Oral Project. By using a matrix of dimensions describing 

Computer Assisted Language Testing (CALT) proposed by Suvorov & Hegelheimer (2013), we 

observed the changes in construct validity of an English L2 oral proficiency test produced by the 

transition from a face-to-face to an online test. We elaborated a survey based on the same 

dimensions to see if face validity had also been affected. The survey was applied to 24 

undergraduate students of an English Language and Literature programme in Chile who had taken 

the two versions of the test. Results indicated that the change of format affected construct validity 

in several dimensions. However, face validity was not affected as students, even when identifying 

the changes of the test, still believed that it was measuring the same construct. These results suggest 

that the relationship between construct and face validity is complex and that the main construct 

and test purpose are strong factors when establishing face validity.  

 

Key words: l2 assessment, online assessment, construct validity, face validity, oral project, 

language proficiency, face-to-face format, online format. 
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1. Introduction 

Among changes observed in education within the pandemic context, the ones concerning 

teaching, learning and assessment have been both sudden and unforeseen. When COVID-19 

pandemic hit our lives worldwide, schools and universities faced unexpected closures and most 

people started working and studying from their homes.  

In the field of L2 learning, the last two years have allowed us to advance in the replication 

of teaching and learning practices that had been done physically via the utilization of a computer. 

The use of technology to this purpose includes language assessment and testing by using computer-

based tests with streaming video, oral-response-recording options, automated (or human-

generated) feedback mechanisms, and dynamic or enhanced input (such as hyperlinked text, 

answer choices, or interactive objects) in several fields (Winke & Isbell, 2016).  

Indeed, language testing through technology has been a matter of concern among 

researchers in the field of teaching and learning process, especially today as technology is being 

intensively used worldwide. Literature on this topic clearly establishes that a change of a test to a 

computer-based format implies a change in the ways in which language is being taught and 

acquired (Gacs et al, 2020). When talking about Computer-Assisted Language Testing, researchers 

agree that it is fundamental to know if changes of test format cause a change in the construct that 

it is being measured. That is why many of the studies concerning online assessment seek to answer 

if evaluations are correlated with their face-to-face counterpart regarding what is being measured 

and if that is maintained in a computer-based test (Dooey, 2008).  

At the same time, when tests change their format, the perspective of test-takers about the 

construct that the test is measuring becomes very important. This is because test-takers' perceptions 

should be considered to achieve high acceptance of the new test. This acceptance means that 
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stakeholders believe that the implementation of changes does not imply a loss of test quality (Sato 

& Ikeda, 2015).  

In Chile, the Ministry of Education implemented a virtual system which made teachers and 

students use technologies such as computers, tablets, and cellphones. The implementation of 

distance, computer-based learning and teaching in Chile has opened several dimensions of 

concern: the provision of tools necessary for the schools, the devices necessary for the students, 

changes in the educational curriculum (as an appropriate response to the lack of face-to-face 

environments), mental health due to confinement, among others. For second language teaching, 

learning and assessment, the last two years have seen a profound transformation, as assessment 

was performed in a face-to-face format by default, especially because of the interactional nature 

of language performance.  

All of these reasons motivated us, as L2 learners and students of linguistics, to examine the 

effects of the transition from face-to-face to online, computer-based testing of L2 proficiency in 

our program. More specifically, we wondered about the specific changes that have happened in 

the way we are being tested, how these have affected the validity of the tests, whether those 

changes have been noticed by test-takers, and what their perceptions are regarding the benefits of 

those changes.  

To this purpose, we examined the case of a test of English L2 oral proficiency called Oral 

Project. Overall, the face-to-face version of this test was characterized by a situation where test-

takers presented a topic in front of a teacher and an audience (classmates). After the presentation, 

students could go through a question-answer conversation with the examiners. The corresponding 
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oral performance was in general characterized by spontaneity and an important degree of 

improvisation.  

From our experience as test-takers, we knew that these conditions were normally associated 

with test anxiety and its corresponding effects in our performance.  However, the new online 

version of the Oral project Online, mediated by technological devices from home, made us think 

that perhaps now students could relax more when dealing with the presentation. If so, we assumed 

that the new format could allow the improvement of both proficiency in English L2 and the 

corresponding grades. 

In view of the significant change in the test procedures and tools that is implied in the 

transition from face-to-face to online, computer-based testing, it seems relevant to observe 

potential changes in the construct validity of the test, i.e. what the new format of the test is 

evaluating regarding oral skills and proficiency in an L2. At the same time, it also seems relevant 

to observe possible changes in the test face validity, i.e. how the changes are being perceived by 

test-takers regarding the capacity of the test to measure what it measured in the original face-to-

face format and the benefits of the new version. 

To this purpose, we conducted a study consisting of an analysis of both face-to-face and 

online Oral Project tests using a set of dimensions proposed by Suvorov & Hegelheimer (2013) 

for the description of Computer-Assisted Language Testing. On the other hand, a survey was 

administered to a group of undergraduate students of the Licenciatura en Lingüística y Literatura 

Inglesas programme at Universidad de Chile, to observe the way they perceived the changes 

implemented regarding the skills that were evaluated in both versions of the test as well as their 

perceptions of their potential benefits.   
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We decided to carry out this case study to test our assumptions against empirical evidence. 

Furthermore, we believe that observing, identifying, and analyzing the differences between the 

face-to-face and computer-based tests can help to inform test developers and users to maintain the 

quality and precision of their tests when implementing the transition to online, computer-based 

language testing.  

In the following chapter we will present the theoretical framework within which the study 

was conducted. Firstly, it includes the reasons for using technology in the language field as a 

response to the COVID-19 pandemic (in this particular test). Secondly, the topic of Validity in L2 

language assessment and its characteristics. Thirdly, the construct and face validity of language 

tests. Fourthly, the differences between the synchronous and asynchronous assessments. Fifthly, 

the main features of L2 computer-based assessment. And finally, the CALT tools are explained 

alongside its dimensions.  
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2. Theoretical Framework 

     The Coronavirus (COVID-19) pandemic originated in 2019 in Hubei, province of the Republic 

of China, and has become a global crisis during the past three years. In early 2020, the World 

Health Organisation (WHO) Emergency Committee announced a global health emergency 

because of the increasing cases of the virus in many countries over the world (McAleer, 2020; 

Velavan & Meyer, 2020, in Priyo & Nugroho, 2020). As a consequence of the COVID-19 

pandemic, there have been worldwide class suspensions, resulting in the need for online learning 

(Moorhouse, 2020, in Priyo & Nugroho, 2020). 

The COVID-19 pandemic in Chile has been a major issue since the first case appeared in 

March 2020. As a response to the emergency, the Ministries of Education and Health decided to 

suspend face-to-face classes in schools and universities. The purpose of the suspension was to 

ensure that education continued while protecting students, teachers, and staff from contagion 

(Ministerio de Educación, 2020). Despite the plans of fully coming back to face-to-face classes in 

2022 (Palma, 2021), the current situation for most Chilean students is that classes are carried out 

exclusively via online technologies. This has meant a big challenge not only for the learners but 

also for the teachers, who needed to implement new ways of teaching and evaluating. 

Online education has been an available option since before the pandemic started, but 

COVID-19 prompted a sudden interest in this medium all over the world (Alghammas, 2020). The 

result is that many schools and universities started to offer classes based on full-time online 

contexts. According to Priyo & Nugroho (2020), online teaching means “a set of learning activities 

in a subject delivered through a network giving access and exchange of knowledge” (p. 53). The 

term was coined to indicate the approach of teaching and learning that involves the use of the 

internet and technologies related to it (Priyo & Nugroho, 2020). As a crucial process in teaching 
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and learning, second language instructors also need to evaluate their students’ skills. Assessment 

enables students to guide their learning process and teachers to effectively implement their 

teaching methods (Alghammas, 2020).  

For this purpose, a number of available platforms have been implemented in many Chilean 

educational establishments during the COVID-19 pandemic, such as Zoom, Gmail, Google Meets 

and Google Forms. Moreover, some institutions also decided to develop and implement their own 

platforms in order to facilitate the connection between students and teachers. For assessment 

purposes, there are platforms with assessment functions, such as online test software programs, 

sections to upload material, email clients, forums, and alerts to connect to class via Zoom or other 

video chat programs. 

In the present chapter, we present the theoretical framework required to observe the effects 

of the transition from face-to-face to online, computer-based assessment of oral L2 proficiency on 

the validity of the tests used for that assessment. Accordingly, the following sections explain 

validity in L2 assessment and L2 asynchronous online and computer-based assessments. 

2.1 Validity in L2 assessment  

The property of validity in language assessment can be described from different 

perspectives. The most traditional one is that, if a test measures what it says it does, then the test 

is valid (Lado, 1961). Chapelle (1999) suggests that this might be a somewhat oversimplified 

definition, as it considers validity from an all-or-nothing point of view when validity refers to a 

very complex phenomenon. Accordingly, the idea has been developed over time that validity in 

L2 assessment is achieved by the contribution of many sources, such as the construct that is to be 

assessed, the reliability of the process, test consequences and perception of test users. However, 
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defined, the validity of a test can always be observed in the way test results can be interpreted 

(Akbari, 2012). 

Assessment validation processes are therefore crucial in every instance of assessment, as 

they show how well a test is measuring what it is supposed to measure. In second language 

assessment, validity is crucial as it “affects all language test users because accepted practices of 

test validation are critical to decisions about what constitutes a good language test for a particular 

situation.” (Chapelle, 1999) This means that validation processes are important not only for 

establishing if the test is appropriate for its purposes, but also to determine what should be changed 

for the test to be useful for any particular situation. 

  In the case of L2 assessment, validity is established in relation to the capacity of a language 

test to determine the proficiency, achievement, or aptitude of an L2 learner on its diverse linguistic 

skills. Whenever an assessment process changes, therefore, its validity may also change. This is 

why Dooey (2008) indicates that it is necessary to reevaluate validity whenever a change into 

computer-based assessment happens (2008). Thus, methods through which validity is measured 

should be applied to check that a test is still applicable and efficient to assess what it has to assess 

despite the changes implemented.  

2.2 Characteristics of validity 

Since validity affects all language test users (Chapelle, 1999), the accepted practices to 

make a test valid are fundamental to decide what is an appropriate language test in a determined 

situation.  

According to Chapelle (1999), test validity is achieved when test reliability is confirmed, 

that is to say, when the test yields the same results under the same conditions. The validity of a 
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test requires also establishing its correlation with other tests that are already valid and reliable. 

This source of validity is generally called criterion-related validity. Expert judgment about test 

content and construct validity can also be used to observe the degree to which a test or other 

measure assesses the theoretical construct it is supposed to measure (in L2 assessment, a language 

skill). These methods involve the observation of results from empirical research to inform theory-

based expectations. This source of validity is called content-related validity.  

Messick, in Chapelle (1999), identifies different types of evidence that can come into play 

in validation. The first one is content analysis, which consists in judgements about the content 

relevance, representativeness, and technical quality of the test material. This gives evidence to 

know if there is a relation between test ítems and the construct they are meant to measure. The 

second one is empirical ítem or task analysis. This provides evidence to know if the hypothesized 

knowledge and processes are the reason for the learner´s performance. The third one is 

dimensionality analysis, which observes the internal structure of the test. This is carried out by 

evaluating the test response data to a psychometric model which must be in correspondence with 

the construct theory.  

The fourth source of evidence of test validity is the investigation of relationships of test 

scores with other tests and behaviors. This type of evidence is obtained by using multitrait-

multimethod (MTMM) to observe different constructs in a test. In this process, the evidence to 

know if a test is valid or not are found in the correlations among the tests of the same construct 

that are stronger than the ones that have different constructs.  

A fifth source of test validity is the results from research on differences in test performance. 

It begins by establishing a theory which explains that the test should behave differently through 
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different groups of test-takers and other factors of the test such as test task characteristics. Then 

those characteristics that affect performance are generalized.  

The last source of test validity evidence comes from testing consequences, including the 

social consequences, implications and interpretations made from particular test scores. This 

continues as an important issue to be investigated as has to do with the ways in which the test 

impacts the people involved in it. Testing consequences present a different dimension for a validity 

argument than the other forms because they involve hypotheses and research directed beyond the 

test inferences to the ways in which the test impacts people involved with it.  

It follows, therefore, that when we want to observe the validity of a test when it changes 

from face-to-face to an online format, we should take into account the sources of test validity. The 

main source of validity is the verification of the construct that is evaluated, as explained in the 

following section. 

2.3 Construct Validity  

Construct validity refers to the degree to which a test or other measure assesses the 

theoretical construct it is supposed to measure. In the case of L2 assessment, this means we need 

to make sure a test is accurately measuring the language skills or knowledge that test developers 

and language instructors are trying to evaluate. For example, if a test evaluates the construct of L2 

oral proficiency and includes a task of writing a script for a spoken presentation, then the test 

construct may be compromised, as the task requires the implementation of writing skills as well 

as oral skills. In order to demonstrate construct validity, we need evidence that the test is measuring 

only oral proficiency and also evidence that it is not measuring other skills, such as written 

production skills.  
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The construct of a measuring tool has to be extensively revised so that the test assesses 

everything it says is assessing and not anything else. Along these lines, Zuskin (1993) explains 

that a construct can include relevant sociolinguistic parameters such as intonation, gestures and 

facial expressions mixed with communicative skills usually assessed in L2 tests. 

Changes in the construct validity of a test can be observed in many dimensions, such as the 

delivery format and the media density, and the target skill of the test. Therefore, construct validity 

has to be a priority for test developers involved in the transition of one type of test to another. 

Zuskin (1993) continues about the importance that construct validity has by saying that test 

developers should focus on ‘the grander scheme of things’ referring to be able to ensure the 

reliability a test has and assessing what it should assess before “they can assess whether or not 

second language (L2) students know when to speak, when not, and as to what to talk about, with 

whom, where and in what manner". 

In the case that construct does change in an evaluation, this will affect other areas tied to 

its validity. This means that a change in the construct could be rapidly noted by the students as 

different effects, ranging from less trust in the assessment to worse grades. The skills and abilities 

evaluated could be different from the original assessment, creating a situation where the changes 

in the construct are perceived by the test-takers. When this happens, test-takers views become 

essential evidence for validation regarding the face validity a test has. Even when the construct 

changes, if the students accept the new test as equally valid as the previous version, it is evidence 

that indicates the test did not lose any validity through the change of construct. 

2.4 Face Validity  

Holden (2010) defines face validity as “the degree to which test respondents view the 
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content of a test and its items as relevant to the context in which the test is being administered” (p. 

1). This type of validity is verified by the judgments, perceptions, perspectives, and views that 

people have regarding a test construct. From this perspective, a test should not only be valid, but 

it should also appear valid (Mosier, 1947). This means that tests not only need to measure what 

they are supposed to measure, but they also need to be seen by stakeholders and users as measuring 

the construct for what it was made. Therefore, if an L2 proficiency test is measuring vocabulary 

adequately, but for some reason the test-takers perceive that the test is measuring another ability 

unrelated to the construct, then the general validity of the test is being affected by losing face 

validity.  

Face validity is not based on the judgments of experts, but rather on the opinion of test-

takers, depends on the obviousness of the test content, and is affected by the context in which a 

test is conducted (Holden, 2010). Face validity has to do with people’s judgements toward the test 

and not with the empirical results of the test. In his review of the concept of face validity, Nevo 

(1985) highlighted that face validity should not be confused with other types of validity, such as 

content-related, content or construct validity. The main difference with those sources of validity is 

that face validity is “the most subjective member of the validity family” (Akbari, 2012, p. 31). 

Because of its subjective nature, face validity is usually seen as the least important source 

of validity. For this reason, in some situations face validity can be overruled. For instance, a cloze 

test that measures proficiency may not appear to measure this skill to test respondents, but the 

theory behind the test supports its use for measuring language proficiency (Akbari, 2012). If this 

is the case, face validity can be dispensed as it is less relevant than construct validity. However, 

this should not be necessarily so. Indeed, Holden (2010) points out that, regardless of the accuracy 

of a test (i.e its construct validity and reliability), “the absence of face validity may result in test 
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respondents feeling dissatisfaction and anger, and of being cheated” (p. 1). In turn, low face 

validity in language testing might negatively influence the performance of test-takers if the test is 

perceived as irrelevant, therefore, scores may not reflect their ability (Sato & Ikeda, 2015). In other 

words, low face validity can result in low construct validity.  

Sato and Ikeda (2015) highlight the importance of research on face validity and its benefits 

for language testing. They mention studies (such as Brown, 1993 and So, 2014) which show that 

“the test-taker perception of the test can be used to develop a fair and accessible test for all 

prospective test-takers” and “stakeholders’ involvement in test development helps to improve test 

quality and leads to their acceptance of the test.” (p. 3). From this point of view, test-taker 

perception in language testing is relevant to achieve high face validity and thus create the 

opportunity to measure the ability it is supposed to measure and thus contribute to its general 

validity. 

In a case where a test that has been administered face-to-face changes to an online format, 

face validity may be affected if test-takers perceive that the construct that was measured in the 

face-to-face format changed when the test is taken via online. Therefore, if test-takers judge that 

the ability that was originally measured by a test changed or different constructs (skills or 

knowledge) have been included, there is a conceivable risk for the validity of the test to be affected.  

2.5 From synchronous to asynchronous L2 proficiency assessment 

The transition from face-to-face to online L2 proficiency assessment can be characterised 

as a change from synchronic to asynchronic teaching, learning, and assessment methods. 

According to Chen et al. (2007), synchronous media methods “are time-bound in which both the 

instructor and learners would need to be attending the session simultaneously”. Such methods 
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include, for instance, videoconferencing, in which strong interactive capability is provided. On the 

other hand, an asynchronous system is one in which learners can work at their own places and 

preferred times” (Chen et al, 2007, p. 218). The most important feature of these methods is that 

learners are not present at the same time and can differ even in places. Such methods include the 

use of tools such as bulletin boards, e-mails, and pre-recorded videos.  

When the pandemic threatened the educational system, videoconferencing was the 

preferred way of replacing the lack of body language interaction needed in L2 learning. In their 

study of the adoption of synchronous and asynchronous media in the teaching of a second 

language, Chen et al. (2007) found that participants have other types of problems when it comes 

to reaching media synchronous methods. In particular, participants' awareness of their exposure to 

a camera or video recorder seemed to cause them to feel “unnatural”. This feeling, in turn, can 

cause a distraction from the general instructions. Even more, the extensiveness of technical 

functions of application packages could make both learners and instructors feel distracted and 

under stress.   

In addition, the importance of having a bandwidth that is available and a network that must 

have exceptional traffic conditions become vital elements for making synchronicity work. This 

implies that learners’ technological abilities and available resources affect the overall performance 

and the general output when learning a second language.  

In conclusion “synchronous media give language learners more opportunities to practice 

authentic language, but before applying the media the instructors have to consider how learners 

adapt to such environments and their experience and ability to use the technology” (Chen et al, 

2007). 
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Asynchronous systems can also be applied in L2 assessment. Evaluating pre-recorded 

videos and asynchronous tests have thus been the tendency along the pandemic period. When an 

asynchronous method is implemented, “participants are more independent and have more freedom 

in choosing when to participate in an instruction session” (Chen et al, 2007).  Therefore, L2 

learners have more chances to choose whether they feel comfortable enough to perform a task or 

not.  

Nonetheless, one of the major problems with this system is the lack of interaction when 

instructions are given and the lack of interactivity among instructors and learners; even when this 

could be an advantage for those elementary learners who happen to have enough time to improve 

their own learning process at their own time. Also, when talking about skills and technical 

requirements, an asynchronous method is much more flexible than the synchronous one, since 

there is less pressure at the moment of recording a video than having to do a face-to-face oral 

presentation.  

In conclusion, the transition from face-to-face to online L2 proficiency testing involves a 

movement from synchronous to asynchronous assessment. The changes involved in this transition 

affect the kind of performance that can be evaluated and the attitudes of test-takers and examiners 

towards the test.  

2.5.1 L2 Computer-based assessment: Main features 

Computer-based assessment takes advantage of technological tools for testing students 

such as computers, smartphones, tablets and other devices. Generally, the motivations to 

implement computer-based assessment include the desire to increase efficiency in assessment. 

However, in the context of the COVID-19 crisis, the transition to computer-based assessment has 
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responded to the need to keep the educational system working while protecting the health of the 

educational community. 

Computer-based assessment (henceforth CBA) is defined as the assessment which is both 

delivered and scored by a computer (Nottingham Trent University, 2007). This kind of method 

can be used for formative and diagnostic assessment. Feedback that is essential in paper-based 

assessments (henceforth PBA), may or may not be automatically delivered to students. Tests are 

typically multiple-choice questions or objective question types.  

According to Nottingham Trent University (2007) computer- based assessments has six 

main features and advantages as opposed to paper-based assessment: 

➢ It can give detailed feedback in diagnostic, summative and formative assessments. 

➢ Feedback can be delivered automatically. 

➢ Assessments are scored automatically by a computer. 

➢ It can be more flexible than PBA, since it can be available at any time and anywhere. 

Features such as the duration of the tests, the period in which the students are allowed to 

answer the test and the number of attempts permitted can fluctuate. 

➢ Questions can be randomized in order to encourage students to work individually.  

➢ Different questions can be reused or can be shared across different modules. 

Although CBA holds these advantages against PBA, there are some cautions to be taken 

into account. For instance, novices in setting up CBA may take time to learn how to use this type 

of evaluative system. This means they will need to develop abilities and skills in order to create 

effective questions. Also, students may need some training to use the technological tools necessary 

to respond to the corresponding tests. This is so, especially in the current context, when the 
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transition from PBA to CBA has been very abrupt for educators and few people were really 

prepared to begin with these assessments immediately. Finally, the most important weakness of 

CBA is the impossibility of monitoring students at the moment of evaluation. For high-stakes 

summative assessments, additional processes are needed in order to prevent students from cheating 

and to have a back-up plan in case of system failure.  

In conclusion, it seems that the adoption of computer-based assessment (CBA) is a 

reasonable way to overcome the need to teach and assess in a context where paper-based or face-

to-face evaluations are not possible. However, the implementation of CBA brings about concerns 

regarding the recruitment of new abilities for the use of computer-based tools.  

2.5.2 L2 Online assessment: Main features 

Online assessment utilizes connection to the internet together with CBA tools. This allows 

online assessment to provide the same type of assessment as CBA with the exception of the 

possibility of being applied anytime.. This type of assessment utilizes the immediate transfer of 

data that the internet provides to test student’s skills in real time, following a time limit for the 

assessment. This still allows for flexibility of test location and time for test-takers, as they can take 

the test as long as they have an internet connection and the means to use it.  

As can be seen, his kind of assessment is heavily dependent on the circumstances of test-

takers, as practical problems start to arise, such as laggy connections or no connection at all, 

downed links, and the possibility that a student could have access to the items that appear on a test 

and the answers to them..  

As Dooey (2008) states “technology promises a range of capabilities, including speed, 

accuracy and efficiency” (p. 24), meaning that this type of assessment improves many aspects that 
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are reliant on human testers and replaces them with the accuracy and efficiency that coding and 

new technologies are capable of. Nonetheless, online-based assessment allows students to take 

tests without worrying about distance, making it possible for students that could never be present 

to be able to participate like all the others. Online-based assessment could also be cheaper and 

easier to code than a computer-based format, as Roever (2001) explains, it allows tests to be more 

accessible by teachers and students alike. All of this does not mean that any web-based assessment 

works for any case, but rather it allows testers to programme their tests to fit their necessities. In 

this sense, examiners can use self-scoring scripts or provide immediate feedback if the test is 

created in such a way that it can provide it as the student is doing the test.  

In conclusion, online testing seems to allow for the necessary flexibility required by the 

need to assess test-takers remotely. However, the implementation of online testing implies the need 

to have access to adequate technological and internet equipment. Online based tests are a good 

tool to use during a pandemic that does not allow for face-to-face tests but at the risk of being more 

susceptible to changes in validity. 

2.5.3 Computer Assisted Language Testing (CALT) 

One of the new approaches regarding the assessment of language that appeared as an 

alternative to Computer-Based Assessment is called Computer Assisted Language Testing 

(henceforth CALT) or Computer Assisted Language Assessment (CALA), both terms being 

interchangeably (Mubarak, 2012).  CALT focuses primarily on the assessment of language 

proficiency, as opposed to CBA, which encompasses different fields in the assessment through a 

computer.  
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Diverse definitions of CALT have been proposed, referring to it as an integrated procedure 

in which language performance is elicited and assessed with the help of a computer (Noijons, 1994, 

in Sulaiman and Khan, 2019). Computer-adaptive testing (CAT), the use of multimedia in 

language test tasks, and automatic response analysis are encompassed inside the CALT approach 

(Chapelle & Douglas, 2006, in Sulaiman & Khan, 2019).  

According to Mubarak (2012) there are three major domains that permits the utilization of 

CALT: 1) generating tests automatically by using computers; 2) the online interaction between the 

computer and the test-takers; and finally, 3) the use of computers for the evaluation of the 

participant’s responses. Because of these reasons, popular tests such as TOEFL, IELTS and 

DIALANG, among others, have shown an interest in using these new types of approaches 

(Mubarak, 2012). 

This new computer assessment approach is different from CBA in the sense that even 

though assessment uses technological devices, assessment is fundamentally in the hands of 

teachers.  

Advantages of CALT include, for example, what Meunier (1994, p. 23) explains as: ‘‘… 

the opportunity for examinees to pace themselves; the ability to individualize tests; to make tests 

shorter; to promote a more positive attitude toward tests; to report test results immediately; to 

measure tests with precision; and to improve test security’’. Furthermore, any type of assessment 

that uses computer technology creates other benefits, including greater authenticity, expedient 

delivery, digital record-keeping options, and automatic, objective scoring possibilities (Winke & 

Isbell, 2016).  
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The process of using CALT has been strictly related to the appearances of new 

technologies. Computers, multimedia, online gaming, tablets, smartphone, apps, and social media 

have presented a new environment for the entire world, changing the scenery of language learning 

over the past few years (Godwin-Jones 2011, in Winke & Isbell, 2016). Within this new landscape, 

three circumstances have been identified, as part of a process of ongoing normalization of tech-

infused language assessment (Chambers and Bax, 2006, in Winke & Isbell, 2016): 

First, advances in technology are making it possible to have more sophisticated yet 

low-cost computerized testing programs that go beyond online multiple-choice testing. 

Second, commercial software packages for making online assessments are (or can be) 

embedded into popular learning management systems (LMS) With such tools, teachers can 

make short e-quizzes for students to take at home before they come into the classroom so 

that teachers know what to focus on most in their teachings (…) Third, the generation of 

languages learners typically found in the classroom has grown up with computers, tablets 

and smartphones. Earlier impediments that centered on computer access and familiarity are 

less concerning for mainstream test-takers (older adolescent and adult learners), and major 

testing operations have shifted almost exclusively to computer delivery. Thus, the field of 

computer-assisted language testing (CALT) has not just expanded, it has moved heavily 

toward normalization. (p. 2-3) 

There are three main reasons to employ CALT: efficiency, equivalence, and innovation 

(Chapelle, 2010, in Sulaiman & Khan, 2019). Efficiency occurs when several technological tools 

are utilized regarding the interaction between a computer and language testing. Those tools are 

computer adaptive testing and analysis-based assessment, consisting of automated writing 

evaluation (AWE) or automated speech evaluation (ASE) systems. Equivalence happens when the 
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computerized tests are equivalent to paper and pencil tests, which are considered a gold standard 

in language testing (Suvorov and Hegelheimer, 2013). Finally, innovation refers to the idea in 

which technology becomes a real transformation in language testing, being CALT an 

instrumentalization of a new ability that selects and displays the necessary language, using 

necessary technologies, in particular contexts. 

The use of CALT has gained tremendous popularity and acceptance in the field of English 

as a Foreign Language (EFL) teaching and English for Specific Purposes (ESP), both aiming for 

the particular linguistic training needs of students (writing, speaking, reading and listening) 

(Robinson, 2003, in Sulaiman & Khan, 2019). In order to fulfill those needs, gathering a big corpus 

of content, language, grammar, vocabulary, curriculum, and instructional materials is vital. This 

can help to test the communicative ability and efficiency of students in the classroom, testing the 

use of language in a certain context, for specific purposes, such as, business, medical, law, science, 

and technology (Sulaiman & Khan, 2019). 

In order to characterize CALT resources and tests, a framework was proposed by Suvorov 

and Hegelheimer (2013). It consists of nine attributes, five of them exclusive to CALT, and the 

remaining four related also to traditional paper-based tests (Suvorov and Hegelheimer, 2013). 

Table 1 below summarizes the framework: 

Table 1.  Framework for the description of computer assisted-language tests

 

#              Attribute                                                   Categories 

 

1  Directionality  Linear, adaptive, and semi-adaptive testing 

2  Delivery Format Computer-based and Web-based testing 

3  Media Density  Single medium and multimedia       
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4  Target Skill  Single language skills and integrated skills 

5  Scoring Mechanism Human-based, exact answer matching, and analysis-based                  

    scoring 

6  Stakes   Low stakes, medium stakes, and high stakes 

7  Purpose  Curriculum-related (achievement, admission, diagnosis,               

    placement,progress) and non-curriculum-related (proficiency a 

    and screening) 

8  Response Type  Selected response and constructed response 

9  Task Type  Selective (e.g., multiple choice), productive (e.g., short answer, 

cloze task, written and oral narratives), and interactive (e.g., 

matching, drag and drop) 

 

 

 

 

Directionality  

Suvorov and Hegelheimer (2013, p. 3) explain: ‘‘Computer assisted-language testing can 

be linear, adaptive, or semi adaptive’’. Linear means that the same number of test items are applied 

in the same order to the test-takers. In some of these tests, test-takers can review their answers, 

while in others, they can not. Computer-adaptive testing selects different items and displays them 

to the person being assessed, and then presents them in a sequence based on the test-taker's answer 

to each item. If the answer is correct, a more difficult item appears on the screen. On the contrary, 

if the response is incorrect, the level of difficulty of the following items decreases.  

This type of test (CATs) is based on the item response theory (IRT) which follows two 

assumptions: a) unidimensionality and b) local independence. The former means that all test items 

measure the same construct, and the latter means the test-taker answers to each item independently 
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from the other responses (Suvorov and Hegelheimer, 2013). Semi-adaptive tests differ with the 

adaptive ones in that they are adaptive at the level of either group items called testlets or the test 

itself, which correspond to the proficiency of the test-taker on a pretest. 

Delivery Format 

Language tests taken with the help of computers are divided into computer-based tests 

(CBTs) and web-based tests (WBTs), both of them considered a part of computer-based 

assessment, specifically by engaging language. The first one is related to offline software, such as 

CDs, DVs and standalone software applications installed in a particular device; the second one 

includes performance assessed by online technologies (Suvorov and Hegelheimer, 2013). 

 

 

Media Density 

Computer assisted language testing has the advantage of the availability of different media 

formats and the possibility of their integration. CALT may be single medium (audio-only listening 

test or a text-based reading test) or multimedia (e.g., listening test with video or reading test with 

images and text) (Suvorov and Hegelheimer, 2013). Although the use of multimedia provides the 

opportunity to increase the authenticity of language tests, this also might pose a threat to test 

validity because this can also result in a more complex construct to measure (Douglas and 

Hegelheimer, 2007, in Suvorov and Hegelheimer, 2013). 

Target Skill 

Tests administered by computers or mobile devices can be designed to evaluate a single 

language skill -such as writing, reading, listening or speaking- or a set of integrated skills, such as 

listening and speaking. Integrated skills are said to better reflect the use of language in different 

complex contexts rather than a single ability in isolation. Moreover, it reflects the complexity of 
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language use in context (Chapelle, Grabe, & Berns, 2000, in Suvorov and Hegelheimer, 2013) and 

the improvement of the authenticity of language tests through integrated tasks (Ockey, 2009, in 

Suvorov and Hegelheimer, 2013). 

Scoring Mechanism 

Test-takers' performance on computer or mobile devices can be assessed either by human 

raters or by computers. There are two ways of scoring: computerized scoring and analysis-based 

scoring. In the first case, the input is obtained by analyzing test-takers responses, which are 

matched with the exact answers (correct preset responses) (Suvorov and Hegelheimer, 2013). This 

is commonly used for reading/listening, and sometimes for writing scoring in the form of one word 

or short phrases that are included in the pre-piloted list of acceptable answers and common spelling 

errors (Alderson, 2005, in Suvorov and Hegelheimer, 2013). In the second case, the analysis-based 

scoring permits performance based-testing, which means that the test-takers construct extended 

answers completing writing and speaking tasks. This type of scoring utilizes language processing 

methods, such as e-rater used in Criterion, an automated writing evaluation system (Attali & 

Burstein, 2006; Burstein & Chodorow, 2010, in Suvorov and Hegelheimer, 2013) and speech 

appraisals systems such as Ordinate in the Versant English Test (Downey, Farhady, Present-

Thomas, Suzuki, & Van Moere, 2008, in Suvorov and Hegelheimer, 2013). 

Stakes 

Just like any other type of test existing for language assessments, CALT presents low, 

medium and high stakes for test participants (Suvorov and Hegelheimer, 2013). Low stakes have 

almost no consequences for test-takers, engaging tasks for practicing, self-studying, and personal 

purposes. Medium stakes represent some sort of impact on test-taker’s lives. Finally, high stakes 

have life-changing consequences, which are mainly employed for granting citizenships, 
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professional certification, and admissions to educational programs (Roever, 2001, in Suvorov and 

Hegelheimer, 2013). 

Purpose 

The purpose represents the decisions which are made on the basis of the test output 

(Suvorov and Hegelheimer, 2013). The different purposes can be classified into two categories: 

curriculum-related and non-curriculum related (Carr, 2011, in Suvorov and Hegelheimer, 2013 

in). On one hand, curriculum-related tests have to do with tests for admission, placement, and 

diagnosis purposes. On the other hand, non-curriculum-related tests are used to measure language 

proficiency of the students (Suvorov and Hegelheimer, 2013). 

Response Type 

Test-takers usually offer two core types during a computer-delivered language test, which 

corresponds to constructed responses and selected responses (Parshall, Davey, & Pashley, 2011, 

in Suvorov and Hegelheimer, 2013). Constructed responses addressed the idea of test-takers 

developing their own answers by providing different lengths of linguistic output (Suvorov and 

Hegelheimer, 2013). Meanwhile, selected responses only focus on test-takers choosing from a list 

with a certain range of options, like multiple choice questions (Suvorov and Hegelheimer, 2013). 

However, both of these response types can be noted at the same time in one answer, because some 

responses may possess both traits. 

Task Type 

In CALT, the task type can be divided into three categories. They can be interactive, by 

matching, dragging, and dropping items; selective, by answering yes/no questions and multiple-

choice questions; and productive, by responding to short answer tasks, close tasks and written or 
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oral narratives (Suvorov and Hegelheimer, 2013). Nevertheless, there are some task types that are 

only possible through the utilization of computer or mobile devices. 

All of these dimensions function as the core categories that allow for the description of 

tests within the CALT approach. When observing validity changes after the transition from face-

to-face to online testing of L2 oral performance, these categories allow for the observation and 

comparison of attributes between one format and the other.  

2.6 Conclusion to the theoretical framework 

The framework just presented identifies construct and face validity as fundamental sources 

of validation to observe when a test is transformed or modified. At the same time, a descriptive 

framework has been explained that can be used to describe computer-assisted and online tests. 

Together, these two descriptive perspectives can be used to compare face-to-face and online 

versions of L2 proficiency tests in order to evaluate whether construct and face validity have been 

affected by the transition from one test format to the other.  

In the next chapters, a study is reported which attempted to evaluate the effects on construct 

and face validity of a test of English L2 oral proficiency that made the transition from a face-to-

face to an online format. In the following chapter, the methodology of the study is explained.  
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3. Methodology 

This report describes a case study that aimed at elucidating if and how face and construct 

validity in an English L2 proficiency test changed. The test is called Oral Project, and it is applied 

as part of the English Language course in an English Language and Literature undergraduate 

programme in Chile. The study was guided by the following research questions:  

➢ Research question 1: Did the construct validity of the Oral Project change from the face-

to-face format to the online format? If so, how? 

➢ Research question 2: Did the face validity of the Oral Project change from the face-to-face 

format to the online format? If so, how? 

In order to answer Research Question 1 (henceforth RQ1), we described the changes 

observed between the face-to-face format of the Oral Project test according to the set of categories 

proposed in Suvorov and Hegelmeiher (2013) (see section 3.2.1),  

In order to answer Research Question 2 (henceforth RQ2), a survey was designed having 

as a basis the same categories proposed by Suvorov and Hegelmeiher (2013). The survey was 

applied to 33 students of the Lengua y Literatura Inglesas programme that had taken the face-to-

face (pre-pandemic) and the online version of the Oral Project test (post outbreak of the pandemic).  

The questions in the survey aimed at knowing the perception of test-takers as to what 

changes in construct validity they had been able to observe and whether they thought those changes 

were positive or negative in general and why. Responses to the survey were organized in 

spreadsheets and analysed in terms of their content. The analysis consisted of identifying main 

themes and ideas presented by participants in their responses. Themes were grouped into ever more 
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general themes according to the relation they had among each other. Finally, we identified the 

ideas undergoing these themes and represented them as general statements regarding the 

perception of participants of the changes introduced to the test as part of its transition to an online 

format.  

In this chapter, the procedures that we conducted to collect and analyse the data of the 

study are described and explained. 

3.1 Data collection 

For the present research, data was collected by different methods in order to answer each 

question. In the present section, the tools, and the procedures of how data was collected will be 

explained.  

Data were collected through two different methods in the interest of answering each 

research question separately (RQ1 and RQ2). In order to collect data to answer our question about 

construct validity (RQ1), we gathered the rubrics and guidelines of both formats of the Oral Project 

(specifically the ones of the face-to-face format made in 2019 and the ones of the online format of 

2021). These rubrics and guidelines were found in past emails sent by the OP evaluators and in the 

files uploaded in U-Cursos, a platform of the University of Chile that organizes course archives 

among other functions. Guidelines and rubrics can be consulted in Appendix 2. 

For collecting the data concerning our RQ2 about face validity, we used the descriptive 

categories proposed by Suvorov and Hegelheimer (2013) (see section 2.5.3) to develop the survey 

that was responded to by the participants. The survey asked the test-takers about changes in 

construct validity of the online test when compared to the previous face-to-face version.  
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We sent a survey through a link that was sent to the Whatsapp chat group where the 

participants were present. The members of the chat group were students undergoing their last year 

studying the Licenciatura en Lingüística y Literatura Inglesas program at Universidad de Chile. 

The survey was completed online. After applying the survey, 30 responses were obtained. Out of 

these responses, 8 participants seemed to have confused the object of the questions (i.e., the Oral 

Project) for the Oral Test, which is a different instance of oral assessment of the program. We 

excluded their answers from the study and contacted these participants again through email in 

order to apply the survey on them again. Only 2 of them responded to the survey again. The final 

data set included, therefore, 24 responses. 

3.1.1 Participants  

The survey to answer RQ2 on face validity was applied to students undergoing their last 

year studying the Licenciatura en Lingüística y Literatura Inglesas program at Universidad de 

Chile. We chose final-year students to develop the study because we required participants who had 

taken both the Oral Project test in face-to-face format (before COVID-19 pandemics) as well as in 

the online format (during COVID-19 pandemics). 

A first version of the survey was tested on 5 participants from senior year who were 

personally reached by the researchers. Feedback from this pilot was fed into a final version of the 

instrument. These responses were not included in the analysis of this study. 
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3.1.2 Data Collection Tool: Online Survey 

The online survey used in this study was designed to gather data revealing opinions and 

perceptions of learners regarding the change of format made during the COVID-19 pandemic 

(from face-to-face to online) of the Oral Project assessment (OP). The purpose of the survey was 

to discover how face validity might have or might not have changed concerning the OP transition 

from a face-to-face to an online format.  

The survey was made using Google Forms and started with a message of prior information 

for the students in order to answer the following questions. This information stated that they were 

able to answer either in Spanish (their first language) or English, that every answer was valid, and 

that it would take around 15 to 20 minutes to answer. Moreover, it also asked the participants to 

answer each question individually even though some of the questions might seem to lead to similar 

responses. 

The survey consisted of 10 sets of questions. Each set consisted of a mix of closed and 

open-ended questions and was related to a specific dimension proposed by Suvorov & 

Hegelheimer (2013). The closed questions aimed at establishing the recognition of changes to 

posteriorly value them (positively vs negatively). The open-ended questions aimed at obtaining 

descriptions of the changes observed by participants in each dimension and explanations of the 

values they expressed in the closed question.  

A copy of the survey can be found in Appendix 1. 
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3.2 Data analysis 

Two sets of data were collected in order to compare the characteristics of the two versions 

of the Oral Project test. One set was constituted by the research team observations of the features 

of the test as indicated in guidelines, rubrics and the experience of the research team as test-takers. 

A comparison was carried out between the two versions of the test in order to observe changes of 

the construct validity of the test.  

The other set was constituted by the responses of the participants to the online survey. The 

responses of the participants were analyzed in terms of the content of the corresponding responses. 

To answer RQ2, participants’ perceptions of changes in the test and their views on their potential 

benefit were identified and characterized. 

3.2.1 Construct validity analysis 

The first set of data, which aimed to answer the question of construct validity (RQ1), 

constituted a matrix of analysis. This matrix was elaborated based on the categories proposed by 

Suvorov & Hegelheimer (2013) to describe Computer-Assisted Language Testing (see section 

2.5.3). The matrix was designed as a grid of nine dimensions that allowed to compare the two 

formats according to each dimension, side by side.  The purpose of the comparison was to discover 

what aspects of the construct validity of the evaluation had changed or remained the same. Table 

2 below, shows the resulting matrix: 
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Table 2. Grid for the Matrix of Dimensions 

Dimension Oral Project 

face-to-face 

Oral Project 

online 

Construct validity 

effect 

Surface 

validity effect 

Directionality     

Delivery 

format 

 

 

  

 

 

Media 

density  

 

 

   

Target skill     

Scoring 

mechanism  

  

 

  

Stakes      

 

Purpose     

Response 

Type 

    

Task Type   

 

  

The matrix of analysis included the following components: 

1. The name of the dimensions: The sets of attributes proposed by Suvorov & 

Hegelheimer (2013) for computer assisted tests. A further dimension, Delivery Format, 

was created by the researchers in order to account for the way in which the performance 

was presented to examiners in both tests.  

2. The description of each test version: The descriptions of each test under each of the 

descriptive dimensions proposed by Suvorov & Hegelheimer (2013).  

4. Construct Validity Effects: A brief explanation of how the changes identified between 

the two formats of the test seemed to have affected its Construct Validity.  
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5. Researchers’ Face Validity Expectations: In this final column, we recorded our 

expectations as researchers of the effects that the changes in the different dimensions of the 

matrix on the face validity of the test. The expectations established here were later 

contrasted with the perceptions of participants (see results in 4.3). 

The analysis was conducted in meetings where discussions took place amongst the researchers and 

the research supervisor. All descriptions of changes in each dimension were established by 

unanimous agreement. 

3.2.2 Face Validity Analysis 

As mentioned in 3.1.2 above, data for RQ2 consisted of the observations and opinions 

students had about changes (or the absence of changes) in the online version of the Oral Project 

test. Responses indicated changes observed by learners in each dimension and their opinion as to 

whether those changes were seen as positive, negative or neutral.  

Responses were organized in a Google spreadsheet. Data was organized such that rows 

represented each participant and columns the responses they provided to each question of the 

questionnaire. The result was a grid of 24 rows and 10 columns to contain the responses to the 10 

questions a participant had.  

For each open question response, an analysis of what the main and secondary themes in 

each were. For this purpose, responses of four participants were assigned to each member of the 

research team for the first round of theme analysis. Results were shared later in short briefings by 

each team member. Two more rounds were conducted on the themes identified in the previous 

rounds in order to find broader concepts/ themes that could be identified as general responses. 



52 

 

Additionally, we added three new columns. Both the first and second columns were used 

to compare between the participants that thought that the change present was positive versus the 

ones who thought they were negative, while the third was used to establish if we thought that the 

answer given by the participants aligned with what they wrote in the survey; checking the surface 

validity of the test by putting 1 if they aligned and a 0 if they did not. 

The data obtained in this section was discussed with the purpose of finding the themes that 

exists inside the ten dimensions we used, this allowed us to categorize the data, using a criterion 

of quantity, in groups that reflected the positive and negative perceptions of the participants in the 

closed questions, i.e., the number of participants that chose the positive, negative or neither 

alternative in the survey.  

Then we grouped the themes according to a qualitative criterion that allowed us to group 

the open question responses into positive and negative attitudes, i.e., we read the open responses 

and found different themes that helped us to classify what the participants were feeling into two 

groups, positive attitudes, and negative attitudes. This data classification served the purpose of 

making it easier for us to study and discuss the changes in the face validity obtained through the 

open responses the participants gave us.  

We observed initially which dimensions presented changes according to participants. To 

that purpose, we designed a simple grid in which the first column enumerated the questions from 

1 to 10, the second indicated how many participants thought a dimension had changed, and in the 

third column were the participants that thought the dimensions did not change. The fourth column 

provided the ten different dimensions tied to each question of the survey; this can be seen in the 

grid that follows. 
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Table 3. Grid of changes on each dimension 

Question It changed It did not change Dimension 

1   Directionality (Lack of the round 

of questions) 

2   F-t-F to Online format 

3   Target Skills (New-Lost Skills) 

4   Scoring mechanism 

5   Higher grades 

6   Importance (stakes) 

7   Purpose 

8   Response type 

9   Task type / Media Density 

(Addition of the Handout) 

10   Delivery format 

Being able to compare the number of participants that thought a dimension changed 

between assessments with the ones that thought it did not change, and then grouping them based 

on if they had a positive or negative perception of the change in a given dimension allowed us 

access to preliminary information regarding face validity, In particular, we could see the extent to 

which participants observed changes in the test as a whole and which aspects or dimensions of the 

test contributed to that perception of change.  

The next five columns contained the data regarding the number of people that found these 

changes rather positive, negative or neither and the results this data provided. This information 

was interpreted as an aspect of face validity where participants stated whether the changes they 

had observed in the test made participants’ experience different. Options here included the 

perception of positive changes that resulted in, for example, improving their performance in oral 

skills, allowing them to improve their grades, and improvement of the assessment. Perceptions 

could also be negative, as in causing more stress preparing the testorrecording videos, or by having 

less trust that the test was evaluating oral proficiency as adequately as its previous version.  
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Finally, we also interpreted results considering those perceptions which were shared by 

most of the participants, a group of participants or those held by one or a few participants. This 

criterion was applied broadly to establish which ideas seemed to reflect more generally the face 

validity of the test. 

3.3 Conclusion to the methodology section 

The procedures and tools used to collect and analyze the data in this study were designed 

with the purpose of providing evidence of the changes through which the Oral Project assessment 

has been through. Particularly we intended to elucidate if the Construct Validity had changed or 

had been affected due to the change of format. This was made through a comparison between the 

face-to-face format and online format of the test in each dimension of CALT proposed by Suvorov 

& Hegelheimer (2013) were compared between.  

Simultaneously, we applied a survey to find out about the perceptions that participants have 

concerning the validity of the assessment. Responses consisted of perceptions that were interpreted 

in terms of possible changes in the face validity of the Oral Project test. In the following section, 

the results of the analysis are presented and explained.  
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4. Results 

In this chapter, we account for the results of the analysis explained in the previous chapter. 

First, we present the results of the face-to-face and online assessment comparison in order to 

answer our RQ1, which seeked to find out whether the construct validity was affected by the 

change of format and how. Then, we introduce the results of the analysis of the responses to the 

survey, which seeked to answer our RQ2, regarding changes in the face validity of the test.    

This chapter is divided into two sections. Firstly, the results of the comparison between the 

two versions of the test in each dimension of the matrix applied. Accordingly, the observed 

differences, similarities, and aspects that did not change from the Oral Project from the face-to-

face version versus the online version are explained.  

Afterward, we present and interpret the results of the analysis of the responses to the 

survey, which examined the perception that the students have of the change of format of the Oral 

Project, as an indication of changes in face validity (RQ2). This section is divided into two 

subsections. The first one displays the results concerning positive, negative, or neutral perception 

of the changes. The second presents the different themes and ideas participants expressed as 

changes they observed due to the application of the online version of the test. 

4.1 Construct validity results: Matrix of dimensions  

By using an analysis matrix, we were able to compare the two formats of the Oral Project 

Evaluation and to identify several differences and similarities according to the different 

dimensions of the matrix (see section 2.5.3 above). Table 4 below summarizes the results of this 

analysis:  



56 

 

Table 4. Matrix of Dimensions and its Results 

Dimension Oral Project 

face-to-face 

Oral Project 

online 

Construct validity 

effect 

Surface validity 

effect 

Directionality Linear-Adaptive 

 

Time 

 

Target grammatical 

  

Structures 

 

Content 

 

Round of questions 

(Interview) 

Linear 

 

Time 

 

Target grammatical 

  

Structures 

 

Content 

 

No round questions  

(No interview) 

As a consequence of the 

change of Directionality, 

interview skills were 

lost in the Online 

format, reducing the 

construct validity. Only 

presentation skills 

remained. 

On the other hand, the 

same tool, requirements, 

and parameters were 

still applied to all test-

takers. This contributes 

to reliability and 

construct validity. 

The change in directionality 

raises the sensation that the 

new test lacks the 

opportunity to add new 

information (and thus, to 

demonstrate more of your 

knowledge) with the 

questions item. Therefore, 

the new format has reduced 

surface validity. 

Delivery format Face-to-face 

 

Live presentation 

to classmates and 

the teacher 

 

 

 

You can rehearse 

 

Memorization  

discouraged 

 

One-shot 

 

 

 

 

Bad timing affects 

the performance 

and the score 

 

 

 

Natural sound and 

visuals 

 

 

Computer-based 

 

Recorded privately 

(Off-line). The 

recording can only 

be seen by the 

teacher 

 

You can rehearse 

 

Memorization  

cannot be 

controlled 

 

Several tries (you 

can repair and try 

again) 

 

 

Bad timing affects 

the performance 

and the score (But 

timing fails can be 

repaired) 

 

 

Microphone sound 

and camera visuals 

A consequence of the 

new delivery format 

(recorded, more time to 

hand it in), the test now 

measures new abilities, 

such as 

the capacity to 

memorize and repeat a 

sketch/script (before it 

was asked in the rubric 

to Not to memorize the 

script). Thus, 

spontaneity is lost. 

 

Contrary, the new 

audience conditions 

(consequence of the new 

delivery format) 

contribute to validity: 

test-takers are less 

anxious and may 

perform better. 

The perception is that the 

new task requires more 

workload because now it 

comprises new tasks, such 

as the handout and making 

a video. This last element 

requires some technological 

management that in the past 

was not required. Besides 3 

new sources of information 

are required in the new 

task, which also has to be 

properly cited, which adds 

more demand to the 

student. Therefore, the 

surface validity is reduced. 
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Instantly delivered  

 

(phone, tablet or 

computer) 

 

Delivered through  

Google Form. 

 

The new handout 

has to be filled in a 

word document and 

sent together with 

the recorded 

presentation. 

Media density  Single-medium 

 

Mainly oral  

 

 

Powerpoint support 

is encouraged in 

the guidelines but 

not evaluated in the 

rubric (not scored) 

 

 

 

 

 

Multimedia  

 

Oral, written and 

visual 

 

Powerpoint support 

is not encouraged in 

the guidelines and 

not evaluated in the 

rubric (not scored). 

However, there is a 

written handout that 

is obligatory. 

 

Rubric instructs on 

technical qualities 

of the video/audio 

delivery 

The fact that now the 

assignment is done in a 

multimedia 

environment, makes it 

possible for students to 

record it more than once 

or look more easily at 

their written notes or 

scripts, generating a 

decrease in the construct 

validity. For the same 

reasons, it also loses 

spontaneity.  

The use of computers may 

create certain problems, as 

technological devices and 

wi-fi are likely to fail. 

Moreover, the students may 

perceive that the test is 

measuring other abilities 

such as technology skills or 

memorization as a 

consequence of the format 

change. 

Target skill Integrated Skills 

 

Use of time 

 

Non-verbal 

communication 

 

Oral expression  

 

Memory 

 

 

Interview (Round 

of questions) 

Integrated Skills 

 

Use of time 

 

Non-verbal 

communication 

 

Oral expression 

 

Memory (Deployed 

differently) 

 

No interview 

(Round of 

questions) 

As the round of 

questions was 

suppressed, there are 

less skills to evaluate, 

the ones used in 

interviews.  

 

On the other hand, other 

new skills were added, 

such as memorizing a 

script. 

 

Thus, construct validity 

is reduced, as now 

different skills are 

evaluated. 

The sensation generated by 

the new evaluated 

integrated skills, is that the 

new test does not measure 

the same abilities as before 

or that it measures more 

abilities. 

Scoring Human-based Human-based Not applicable Not applicable 
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mechanism   

Stakes  Low/medium 

 

20%-30% of the 

final mark of the 

Practice module 

Medium/high 

 

60% of the final 

mark of the Practice 

module 

- The perception regarding 

the face validity changed 

negatively, as now the new 

task is perceived as more 

demanding, requires more 

tasks, and also it has 

considerably more 

percentage in the final 

course grade. 

 

Purpose Non-curriculum 

related 

 

Measures 

proficiency 

Non-curriculum 

related 

 

Measures 

proficiency 

Not applicable Not applicable 

Response Type Constructed 

response 

Constructed 

response 

Not applicable Not applicable 

 

Task Type Productive: 

 

Oral 

Optionally Written 

(if it was supported 

by presentation) 

Productive 

 

Oral 

Obligatory Written  

(The handout was 

obligatory and the 

presentation 

optional) 

 

 

Even though both 

formats possess 

productive task types, 

the new format of the 

test requires the student 

to choose and group 

certain grammatical 

structures in a 

document. As a 

consequence, the 

abilities to write and to 

remember these 

structures arise.  

Therefore, the new test 

has less construct 

validity, as now it 

requires the students to 

deal with new skills 

associated with the new 

tasks. 

The evaluators do not point 

out what is the purpose or 

the use of the new 

requirement of the 

assignment (handout). This 

decreases face validity 

because it is not present in 

the rubric but the task is 

more time-consuming. 

In what follows, we explain the results of the analysis for each dimension. 
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Directionality  

The directionality dimension has to do with the way in which the tests adapt (or not) to the 

test-takers. It could be linear (the same number of test items are applied in the same order to the 

test-takers), adaptative (each task is selected in the base of the test-taker’s performance on the 

previous task), or semi-adaptative (adaptive at the level of either group items called ‘testlets’ or 

the test itself which will correspond to the proficiency of the test-taker on a pretest) (Suvorov and 

Hegelheimer, 2013). 

Regarding the face-to-face format of the Oral Project, the research team agreed that this 

had a linear-adaptive directionality, since it required all students to deliver their presentation at the 

same time, using the same grammatical structures and the same type of contents. However, the 

face-to-face format of the test also has one adaptive component: the round of questions. This round 

only happened in the case that the student did not use all the required structures on their 

presentation, i.e., this round was a result of the proficiency of the test-taker on the previous task, 

as judged by the examiners. In contrast, the online format of the OP was considered to be linear, 

as the round of questions was suppressed, but it kept requiring the test-takers to deliver their 

presentation under the same parameters of time and content. Thus, we agreed that the construct 

validity of the oral project partially changed, as some skills were lost during the change of format, 

particularly the skills required in an interview task. However, other skills and requirements stayed 

the same, such as presentation skills. 

Finally, in the discussion of the face validity effects regarding directionality, the 

researchers perceived that with the absence of the round of questions, the online format lacks an 
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opportunity to add new information and knowledge. Thus, we expected the face validity of the test 

to be reduced. 

Delivery format 

The delivery format dimension refers to the way in which the tests are delivered. It could 

be computer-based (off-line), web-based (Online) (Suvorov and Hegelheimer, 2013), or face-to-

face. In the Face-to-face format of the Oral Project, it was clear that the delivery format was face-

to-face, as no computer or internet was involved in the tasks. In this format, the test-taker had to 

prepare a live presentation to the classmates and the teacher, where memorization was discouraged, 

and the students only had one try to deliver their presentation. On the other hand, the Online format 

of the OP was considered to be Computer-based, as the task required a privately recorded 

presentation that was delivered privately to the teacher through email or Google Forms.  

Moreover, a handout that had to be filled using Microsoft Word was required to be sent 

together with the recording. This handout was a word document where the test-taker had to write 

all the important grammatical structures they would use in their recorded presentation. The 

addition of this new computer-based task, also requires a new skill, memorization, that was 

discouraged in the older version of the OP. In the online format OP, memorization cannot be 

controlled, the test-taker can learn the structures written on the handout and has several tries to 

record, where they could repair their failures of time or language.  

Thus, as the delivery format dimension changed from one format of the OP, we agreed that 

the construct validity of the test changed for two main reasons. Firstly, the Online format measures 

new abilities, such as the capacity to memorize and repeat the structures on the handout with 

adequate intonation and pronunciation. This is the result of the fact that now the test-takers can 
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record several times their performance until they achieve the correct phonetic structures or target 

performance. Secondly, the spontaneity of the face-to-face format is lost, as now the presentation 

is not delivered in one shot and requires an amount of memorization.  

Furthermore, the online format also implies a change in the construct validity of the OP 

test because of the devices required to produce the task. In this version of the test, the microphone 

sound and camera visuals of the device used by the test-taker (phone, tablet, or computer) might 

negatively affect the possibilities of the teacher to evaluate and the students to get a fair grade. The 

reason for this is that each student uses a different device to record the task (the one they have 

available). As we know, the current devices, depending on the range of prices, count with different 

qualities of camera and microphone, i.e, some test-takers record better images and sounds than 

others. 

Last of all, in the discussion of the surface validity effects, we observed that the new test 

requires effort to perform new tasks, such as preparing the additional handout and making a video. 

This last task in particular requires skills for technology-related tasks, which in the past were not 

required for the test. The addition of new tasks and skills might affect the surface validity 

negatively. Nevertheless, we also agreed that the fact that the students can record themselves 

several times in their privacy can positively affect the construct validity, as this could mean less 

anxiety, less stress, and thus a better performance. 

Media Density 

As explained in section 2.5.3 above, CALT may use different media formats, such as 

multimedia (listening test with video or reading test with images and text) or single medium 

(audio-only listening test or a text-based reading test). These media density formats are considered 
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an advantage for the availability of the several integrations that the media could provide for these 

types of tests (Suvorov and Hegelheimer, 2013).  

We encountered a clear difference regarding this dimension between the face-to-face Oral 

Project and the online Oral Project. The core difference is that in the former case, we see the 

participants engage the task by presenting the oral project to the professor and the audience 

(classmates) in the classroom. The main context in which the assessment occurred were mainly 

oral and face-to-face. Hence, media density was very low. In the online format of the Oral Project, 

in contrast, students are faced with several requirements to use multimedia. The use of 

technological devices is needed (desktop, laptop, cellphone, tablet, etc) and the media format is 

varied, including the audio of the presentation, the video of the presentation (both in the recorded 

file) and also images, videos, graphics, links, news (mainly in the handout that was asked to deliver 

alongside the video) reaching to the teachers by online platforms, such as, Gmail or Google drive.  

Regarding construct validity, the online task now adds a dimension for the assessment that 

was not present before. Hence, we interpreted this addition as a decrease in the construct validity 

of the test because this new dimension is not related to the construct of English L2 oral proficiency.  

In terms of face validity, and regardless of the change in construct validity just observed, 

we agreed that in general, the online version of the test is still mainly measuring oral proficiency 

of English L2. 
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Target skill 

The different types of tests that are supported by computers or mobile devices may be 

utilized to evaluate a specific language skill (writing, reading, listening, or speaking), or an 

aggregate of integrated skills (listening and speaking). Integrated skills are assumed to display a 

better use of language in diverse complex linguistic situations rather than focusing on a single 

ability. Comparing the Oral Project face-to-face with the Oral Project online, both of them are 

aimed at evaluating integrated skills, as every student needs to display several languages skills 

simultaneously in their presentation. The skills of writing, reading, listening, or speaking are meant 

to be used together in the face-to-face format and the online format.  

However, there are differences affecting the construct that can be seen. New abilities are 

required by test-takers in order to perform the task (the technological devices knowledge and its 

functions), but these are not explicitly considered in the rubric. Additionally, the elimination of 

the round of questions at the end of the face-to-face Oral Project implies that the interactional skills 

associated with that task are not evaluated in the new format of the test.  

Finally, we formed the expectation that face validity could be affected significantly to the 

extent that participants realize the test is actually measuring different skills than in the previous 

version. 

Scoring mechanism 

The scoring mechanism is the medium by which a test is scored. The possible mechanisms 

to score a test under this dimension are human-based, exact answer matching, and analysis-based 

scoring, that can be done either by computers or by a human rater.  
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Regarding the two versions of the Oral Project, both face-to-face and online format use a 

human-based mechanism to score the task since the teachers are the ones who evaluate each Oral 

Project. The construct and face validity are not mainly affected by this dimension as the scoring 

mechanism remains the same. 

Stakes 

This dimension refers to the level of importance the different versions of the Oral Project 

have regarding what the results could mean for the test-taker. There are three levels to measure the 

stakes of the evaluation described by Roever (2001); slow-stakes, medium-stakes, and high-stakes; 

it is also possible to create a mix of two of them to create a medium level. 

We classified the online version of the OP as a medium-high stakes assessment, as it 

represents more than 50% of the final grade obtained in the Medium/Advanced English course and 

it could potentially decide if a student passes the course or not. In the case a student failed the 

Medium / Advanced English course because of the grade obtained in the Oral Project it would 

mean that students would have to do the course again the next year and thus add a whole year to 

the duration of the course. This can be considered as to what Roever (2001) defines as close to a 

‘life changing event that does not have broad, life altering consequences.’ (91) 

The new stakes associated with the online format may also affect the face validity of the 

test, compared to the face-to-face format, which is considered as a low-medium stakes assessment. 

The importance of the test has increased, while at the same time some skills and abilities measured 

by the previous format have been removed from the test. This could mean that test-takers may 

consider the increase of the stakes of the assessment not consistent with what the new format 

evaluates and its increase of certain negative effects in the students that took the test. 
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Purpose 

The research team agreed that the main purpose of the Oral Project has not changed 

between versions, as they are both non-curriculum related. None of the versions are used for 

admission, placement, or diagnosis purposes, but rather to measure the language proficiency of the 

students. Even if the different versions do include different skills to be evaluated, the main 

objective and associated decisions of the test remain the same: use oral discourse to evaluate the 

proficiency levels achieved by test-takers during the course and decide on which students pass or 

not the English Language course. We expected thus that participants recognised that the purpose 

remained the same and thus face validity would not be affected by this factor. 

Response type 

The response type dimension makes reference to the kind of response expected from the 

test-takers. Selection-responses occur when questions have predetermined answers (multiple 

choice). For constructed responses, the test-takers have to develop their own answers. The oral 

project in both its face-to-face and online format has a constructed response type since test-takers 

are expected to develop a full argumentative presentation from one topic. Since the skills for this 

task are the same, construct and face validity are not particularly affected. Accordingly, we did not 

expect effects on the face validity of the test. 

Task type  

The task type dimension refers to the manner the task is to be developed. There could be 

three task types: selective, productive, and interactive. The oral project, in both its face-to-face and 

online format, consists of a productive task type. Oral production is required to succeed in both 

versions. Nonetheless, while in the face-to-face format the written part was only present if it 
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supported the presentation, in the online format it is mandatory to hand in a hand-out with specific 

grammatical structures and useful vocabulary which became part of the rubric. In regard to 

construct validity, the evaluation remains the same in the manner of developing the task but with 

the incorporation of mandatory metalinguistic knowledge in the online format. 

4.2 Face validity results: survey analysis 

In this section, we report the results we obtained from the survey which was administered 

to the participants of the study. The questions of the survey were formulated in a way that they 

addressed the same dimensions used for the construct validity analysis. All the questions in the 

survey had the possibility for participants to evaluate if the change was positive, negative, or 

neutral for them. Accordingly, in this section we report the results concerning participants' 

perceptions of the change and their evaluation of the benefits of observed changes.   

4.2.1 The test changed 

 Responses to the questionnaire allowed us to categorize the perception of the changes 

occurring in the ten different dimensions of analysis in this study. These perceptions, in turn, 

allowed us to analyze changes in the face validity of the Oral Project.  

Results indicate that there are several dimensions where changes were recognised by 

participants. Table 5 below summarizes the results of this analysis. 
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Table 5. Perception of the changes in each dimension 

Question It changed It did not 

change 

Dimension 

1 17 7 Directionality (Lack of the round of 

questions) 

2 22 2 F-t-F to Online format 

3 11 13 Target Skills (New-Lost Skills) 

4 13 11 Scoring mechanism 

5 18 6 Higher grades 

6 15 9 Importance (stakes) 

7 7 17 Purpose 

8 16 8 Response type 

9 13 11 Task type / Media Density (Addition of the 

Handout) 

10 17 7 Delivery format 

 

Participants agreed on perceiving a change on six out of the ten dimensions, Directionality, 

Delivery Format, Scoring Mechanism, Stakes, Response Type and Media Density. Participants 

seemed aware of changes in the different dimensions such as the subtraction of spontaneity skills, 

the addition of metalinguistic skills and the introduction of technology-related skills in the new 

format. 

 A dimension was considered positive in general when the changes involved improved the 

performance of the students, improved their grades, and overall improved the assessment process. 

Changes in two out of the six dimensions were considered to be perceived as completely 

positive after having more than two thirds of the participants agreed that the changes were 

perceived as such; these changes were part of the dimensions of Delivery Format and Stakes. Table 

6 below summarizes the results of this analysis. 

 

Table 6. Positive vs Negative perception results I 
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Dimension Positive Negative 

Directionality (Lack of the 

round of questions) 

9 6 

F-t-F to Online format 14 7 

Scoring mechanism 5 3 

Higher grades 13 2 

Response type 6 5 

Task type / Media Density 

(Addition of the Handout) 

9 2 

Delivery format 11 5 

The dimensions that were considered to have a negative perception were Target Skills and 

Stakes (or importance). The participants perceived the changes occured in these dimensions, such 

as new added grammar skills from the handout or the increment of the importance the new format 

has, as negative changes. Open responses from the participants back up the notion that these 

changes produce more stress, anxiety, and a general uncertainty about the task among the 

participants; these dimensions are shown below. 

Table 7. Positive vs Negative perception results II 

Dimension Positive Negative 

Target Skills (New-Lost 

Skills) 

1 5 

Importance (stakes) 5 8 

The dimension that has neither a positive nor negative perception is the one that objectively 

did not change from one format to the other: its purpose. This dimension was considered as such 

because participants did not show any inclination, as there was no change in the dimension, 

regardless of the participants who found one, that could be considered to have neither implicances. 
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Table 8. Positive vs Negative perception results III 

Dimension Positive Negative Neither 

Purpose 2 2 4 

 

4.2.2 What changed according to participants? 

In this section, we present the results of the analysis of the responses regarding participants' 

perception of changes from one format to the other. Results of the content analysis of the responses 

to open questions can be presented in two different groups. Firstly, we could recognise five major 

themes regarding changes in the construct validity of the test . Secondly, we recognised several 

themes related to attitudinal effects observed by students caused by the change of format of the 

test.  

Results will also be presented making a distinction between those ideas that were held 

across participants and those which are held by one or a few of them.  

Results of the survey indicate that participants recognise changes in at least four ways 

described below. 

Perceptions across participants 

Media density: More trials 

Fourteen participants mentioned that, since the presentation is evaluated as a pre-recorded 

video, there are more chances to improve performance in the online format of the test at the 

moment of being assessed. P16 declares her/his has increased “mainly because I have the 

opportunity to record again and again when I make a mistake". The face-to-face  version of the 

oral project did not provide this possibility, since it was a face-to-face oral presentation which you 

could only take once. In this respect, P20 indicates "It is easier to record a video, as it can be re-

recorded as many times as you like. In the face-to-face format, there was more pressure and only 
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one opportunity''. Thus, the change into a pre-recorded evaluation was not only perceived as easier 

but also as producing less pressure for the test-taker, which was considered as a positive change.  

However, P25 does not agree that the change is only positive. She/he says that "It has 

positive points such as the awareness of the tenses, but negative things like the extra work for both 

the students and the teachers". On this matter, being able to record presentations gives extra work 

for both students and teachers as explained in section 2.5.  

Seven participants also mentioned that the Oral project had a better organization and some 

of them indicated that this was due to the introduction of a mandatory hand-out as part of the 

presentation. P17 states, for example, that “Maybe because the online format allows more time to 

prepare and it has a defined structure”. When approached if he/she believes that the change of 

face-to-face format to an online format has affected the evaluation of the Oral Project, he/she 

responded that “yes, because it allows me to have more time to prepare the evaluation …It gives 

me a better structure for My speech”. Besides, P17 also states that a clearer written format, as it is 

the hand-out, gives test-takers the possibility to develop a better speech structure. 

Along the same line, P01 also states that “It seems to me that now the evaluation rubric is 

better structured and divided in relation to the points to be evaluated”, which also supports the idea 

that a better structure outline results in better outcomes.  

In the face-to-face format of the oral project, it was more difficult to produce a specific 

grammatical or phonological structure or new vocabulary since these were not specified. By 

providing a predetermined manner of developing the presentation task, the online format allows 

students to know what is to be expected from them. This seems to explain why the observed change 

was considered positively. 

Stakes: Higher ponderation 
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Eight participants mentioned that the online format had a higher contribution to the score 

in the English Language course than the previous version (see section 4.2 for those results). P21 

states that "Because it has more impact on our final grade we have to take it more seriously than 

before. So we have to spend more time preparing for it". Even though it is not explicitly specified 

in test tools and resources why the test has now a higher ponderation, test-takers are motivated to 

take it more seriously in terms of preparation. 

The online version of the test is also seen as less complex and easier, and grades had 

improved for most participants.  With the increase of the value of the test for the final grade of the 

course, the new version of the test, it seems reasonable that changes in this dimension, when 

recognised, are seen as positive, 

Less frequent perceptions  

Directionality: Less tasks 

Concerning the number of tasks that the online format has, in contrast with the face-to-face 

format, the first one lacks the final round of questions. This constitutes a crucial change regarding 

construct validity (see section 2.3 above). According to 5 participants, this change in the 

construction of the test has affected them in a negative way. Thus, P03 responded “With the 

questions one could expand a little and demonstrate greater command of the language". The round 

of questions gave test-takers more possibility of compensating the test performance since, if 

anything was missing in the oral presentation, the questions made by the examiner lead the test-

takers to reach that grammatical structure or necessary vocabulary missing according to the test 

rubric. Along the same line, P25 states that “since there is no extra development of the idea by 

answering questions if something was not clear”. Therefore, test-takers have only one opportunity 
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to demonstrate the command of the language in the video, without the chance of answering any 

questions from the examiner. 

These participants were also aware of the fact that, even though having the chance to pre-record a 

video multiple times and thus amend performance mistakes, there was now no chance to repair 

remaining mistakes. 

Target skill: No improvisation 

Finally, four participants indicated that with the online version of the oral project the 

spontaneity factor is missing. Since the test is now assessed as a video that can be recorded as 

many times as possible, language performance lacks spontaneity. P07 states that "In face-to-face, 

we had to improvise. Online oral project evaluates the same aspects but leaves out spontaneity 

because a recorded version may have lots of hours of practice and more than one attempt of 

recording". 

P05 considers this as a negative change, “porque quizás se pierde el cara a cara y la 

improvisación que había, factores que se tomaban en cuenta en presentaciones". Thus, participants 

perceive a change in how test-takers are being evaluated. Without the spontaneity of the previous 

format, most of the participants indicated that they were in front of a script rather than a test that 

measures their proficiency in the L2. Thus, P20 explains that "I think it's important to create 

instances where students have to improvise and respond without a pre-prepared speech". From this 

perspective, there can be a negative perception of the test-takers when they consider that they are 

missing the opportunity to show their command of the language in normal interactional contexts. 

4.2.4 Attitudinal effects  
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The effects described below were characterized as attitudinal effects, as they all have to do 

with the self-perception of participants in relation to the way they perform the assignment on the 

online format and how different it makes them feel. Results are here presented distinguishing 

between positive and negative attitudes and, as in the previous section, between some ideas present 

across participants and others held by one or a few of them. 

Positive attitudes across participants 

These effects were identified across 14 participants, who perceived these changes 

identified them as something positive. 

Less pressure 

This attitudinal effect was mentioned by 7 of the 14 participants throughout the survey. 

Most of them indicated that in this new version of the OP they felt more relaxed while developing 

and performing the task. Among the responses we received, participants shared similar reasons to 

state that the new design of the task made them feel less pressure. For instance, P21 states that 

"(...)the round of questions, from my perspective, was designed to pressure the student". We can 

argue here that having the questions erased lowered the pressure that students had when 

performing this task. Indeed, P21 considered that the final round of questions of the Oral Project 

had no other purpose than putting the students under a situation of pressure.  

Also, P30 considers that “Because of myself. It clearly has been a change, bit because of 

my way of performance. I don't feel the same pressure like before, that took me back un a lot of 

ways.” Since pressure has decreased, participants (i.e., students) had perceived the test with less 

stress 
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P14 also stated that "There is less pressure to perform, as if you make a mistake you can 

simply record another take until it’s perfect". P20 also states that, "In the face-to-face format, there 

was more pressure and only one opportunity". For both of the participants, the fact that now they 

have as many chances as they want to record the video and therefore to perform the task, makes 

them perceive the Oral Project as less pressuring, as they now have more chances to improve their 

performance and prove their skills. 

Less anxiety 

Having less anxiety while performing the OP was perceived and mentioned by 9 of the 24 

participants who answered the survey. In this category diverse reasons were mentioned to affirm 

that the Oral Project produced less anxiety.  

Some participants point to a relationship between less anxiety and better performance in 

the test. P19 pointed out that “I get to show what I know, with anxiety I usually do not get to show 

my knowledge”. Here we can see that the participant sees that anxiety did not allow him/her to 

show her knowledge and, therefore, that affected his/her performance negatively.  

Moreover, in relation to the changes in the format of the Oral Project itself, P12 considered 

that not having a final round of questions was good along with not having an audience looking at 

them:   

Gracias a que no tengo el nerviosismo de las preguntas al final ni de tener que presentar 

frente a una audiencia que va a estar observándome, tengo el control de todo lo que digo 

y cuanto tiempo me toma, debido a que puedo regrabar en caso que lo necesite. 

básicamente me siento seguro de mí y mis capacidades porque soy solo yo quien evalúa 

antes de enviarlo. 
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Being able to have full control of the test task and how to develop seems to make these 

participants feel more confident as the anxiety has decreased. As well as with P19, this participant 

also perceives a relation between improved performance and being less anxious due to the lack of 

audience watching, the possibility to re-record the video while performing the OP. These factors 

are perceived here as allowing test-takers to show abilities in a better way.  

P12 also pointed out that not having an interview after the presentation was good, as the 

uncertainty of not knowing what was going to be asked triggered anxiety for her/him: “I think it 

decreased as it used to be a factor that triggered anxiety in the face-to-face classroom, and in the 

online format it was just a recording. This is just my particular case, though”. In this response, the 

online format is not only perceived as less anxiety-inducing but also the participant said that it is 

‘just’ a recording. This is consistent with the idea that anxiety decreased because the new online 

format is easier.  

Also, P12 stated in another response in relation to anxiety where he/she says: “It's positive 

for my anxiety for probably not for my development of English skills lol”. This response is 

revealing of the participant’s perception of the construct validity of the online test, as it makes it 

clear that, even if for the participant feeling less anxious was positive, she/he doubted if the test is 

really tapping on what it is supposed to be measuring.  

Finally, P17 states that “El hecho de que no hayan preguntas al final de la presentación me 

hace sentir menos nerviosa, por ende, siento que me desempeño mejor”. Here the participant 

identified the lack of questions in the new format as a reason why he/she is less nervous while 

performing the task and therefore, has less anxiety while doing it and his/her performance is 

improved 
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Overall, for all the participants that provided answers about having less anxiety while 

performing for the Oral Project, the new Online format represented a positive change that allowed 

them to have a better performance.  

There were also 7 of the 14 participants who reported that the new online version of the 

test was less stressful. Although they did not intendedly say it, after analyzing their answer we 

identified this effect as a consequence of changes such as the possibility of recording the video as 

many times as necessary to have a good performance. P23 stated that: “presenta más opciones para 

hacerlo, puede grabar cuantas veces quiera”. 

P29 whose perception is identified under the theme of less anxiety and stress answered 

that: “I think they are being way more generous than before”. This perception is rather related to 

the way the evaluators grade your assignment and how this participant perceived a less strict 

evaluation in the online format in comparison to the face-to-face format, which allows the 

participant to be less stressed while performing the task. In sum, we believe that there are 

significant indications that the test is less strict than its previous version and, therefore, participants 

find it easier and, therefore, report less stress and anxiety. 

 

 

More confidence 

The final effect related to an attitudinal perception across participants is consistent with the 

picture of an easier test that is less stressful.  7 participants considered that the online format of the 

Oral Project made them feel more confident of their skills. Two of them relate this effect 
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somewhere between having more knowledge now and also being able to record the Oral Project 

by themselves, without the pressure of an audience.  

For instance, P01 said: “siento que al momento de responder me muestro más segura y eso 

se refleja en mi postura, la forma en que hablo y también en la pronunciación”. Also, P20 stated 

that “I have more skills to develop the task now”. Both participants mentioned that they think they 

have more linguistic tools to develop the task appropriately. P01 further identified specific abilities 

that improved, such as speaking performance, pronunciation, and her/his posture in the new 

version and how that made him/her more confident.  

Furthermore, P20 and P30 answered that they felt more confident in the new online format 

particularly because it lacks a questions section. P20 explained that “At that time I did not have 

the confidence to hold a fluent conversation in English. So, the questions made me feel really 

insecure”. This is also related to what the previous participants had stated about having developed 

more skills due to the new format such as fluency. Moreover, not having the round of questions 

was something good for the participant’s confidence as there was no need to improvise an answer. 

P20 indicated that “Since they don't ask, I don't feel nervous and I feel confident”. 

Higher grades 

Eight participants pointed out that the current version of the task allowed them to obtain 

higher grades. Participants explain that this is a consequence of having more opportunities to 

perform better and the decrease of test anxiety, as compared to the face-to-face version of the test. 

P22, for example, indicated that: “as it is a recording, it was easier for me to develop my ideas 

without the anxiety of facing a teacher or your classmates. Therefore, the grades were affected 

positively”. 
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Negative attitudes across participants 

In this section, some negative perception across participants is described, in contrast to the 

first attitudinal effects across participants reported in the previous section. 

More pressure 

Six participants pointed out that the new online version of the test made them feel more 

pressured as the one-shot recording format. Here P07 explained that: “Since it has to be a one shot 

video, if you miss something you must start over, even if you are finishing the presentation”. 

Additionally, they report that the pressure is also caused by the perception of the risk of making a 

mistake. P25 indicates that it gives more pressure to this evaluation and makes the other ones seem 

like they are not worthy, or that they have no importance”. They refer to the fact of the current 

higher ponderation of the task and how that affects their tranquility as it has more weight in their 

final mark. 

On the other hand, they also refer to the frustration produced when they do not get a perfect 

shot: “I think it has a positive side to be face-to-face and deliver your speech one time and you're 

done with it. Instead, you have to be obsessed with the way you record it in the online format, and 

finally, due to frustration you end up uploading something you know it is not the best 

representation of your skills”. The frustration here seems to stem from the expectation of having 

many opportunities that will lead to a perfect performance. In sum, the causes for feeling more 

pressure in the current version of the task are the higher ponderation and the opportunity of 

recording it several times, which may be perceived as a covert expectation to have a flawless 

performance and thus producing a sense of pressure to perform flawlessly and a sense of frustration 

when that does not happen. 
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Less frequent negative attitudes 

The negative attitudinal effects described below were perceived by fewer participants than 

in the two previous ones. 

More stress 

This effect is mentioned only by P15 who mainly refers to the stress generated by the 

format change. He states that: “You have to find an opportune moment to record it and often this 

is made difficult by external noise; often making it necessary to record more than once”. So here, 

the factor of noise is identified as one that complicates the development of the task. Besides, in 

relation to the video recording, he adds: “As it's a recording, the student's performance is expected 

to be closer to "very good", because it has the "advantage" of being done several times. But often 

the video to be uploaded is the one you are most tired and exhausted”. This perception seems to 

be related to the pressure effect described above, because the higher level of stress is a result of 

feeling more pressure, which in turn is caused by the expectation that in the online format 

performance must be better than in the face-to-face version. 

 

 

Less confidence 

This effect was mentioned by P09 who responded, when he/she was asked if the change of 

format affected her evaluation that: “online I retake the video a lot of times, doubting myself and 

what am I am saying, face-to-face is more okay, let's bear this for a couple of minutes and we're 

done”. Therefore, the main causes of less confidence that we could identify were the round of 
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questions in the previous version of the task and the number of times the new version permits to 

record oneself. This can be perceived as positive for the majority of students, but for some, it may 

be negative, as they may feel more insecure. 

4.3 Comparison of the researchers’ and the participants’ perspectives on face validity 

As stated in section 4.1 the comparison matrix applied in this study included the elaboration 

of expectations of the researchers' on how the face validity could be affected by the significant 

changes in construct validity observed when comparing the two versions of the test (see section 

4.1). 

Overall, in almost every dimension, except in purpose, participants were able (to different 

extents) to show awareness of the changes observed by the researchers. However, the opinions 

regarding the benefits of the changes (positive, negative, neutral) were not as expected. For 

example, in the dimension of Delivery Format, the researchers found that these changes affected 

face validity negatively, as they decreased the capacity of the test to measure oral proficiency in 

English L2. However, participants considered this positively because it allowed them to record 

several times to achieve the desired performance, thus reducing their stress and improving 

performance and grades. In the dimensions of Directionality, Response Type, Stakes, Media 

Density, Target Skills, Task Type and Scoring Mechanism, there was no agreement among the 

participants about whether the changes were positive or negative. In contrast, researchers expected 

a negative perception on the part of students, based on the fact that the test is measuring a different 

construct of oral proficiency and other constructs unrelated to language use. 

4.4 Conclusion to Results 
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The results of the study indicate that when asking students about the construct measured 

by the test, their responses express an awareness that the test had changed in several aspects of its 

construct validity. However, this awareness does not seem to affect the face validity of the test. In 

other words, participants perceive the changes, but still perceive that the test evaluates what it has 

to evaluate.  

Alongside these overall results, in some particular aspects of change, face validity was 

affected. Responses across participants indicated that observed changes were mostly perceived 

positively rather than negatively. Regarding the positive perception of the changes, they generally 

pointed out that having a less demanding test has as a consequence a better test performance and 

higher grades. However, a feeling of not having learned enough is also present in some responses. 

The implications of these results will be discussed in the following chapter. 
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5. Discussion of Results 

The results regarding the construct validity of the Oral Project test show that this is different 

in the online version. In particular, the new format of the test includes important format changes, 

such as the possibility to record performance several times, due to the new video format, the loss 

of a round of questions activity, and the addition of a handout as part of the test. The overall effect 

of these changes is that the test requires from students the performance of less language-related 

tasks. The online version of the test evaluates different aspects of the oral proficiency construct as 

some abilities were left out (for example, spontaneous conversation) and other abilities were 

incorporated (for example, memorization, technological skills). Evidence also indicates that, as 

expected, the new online test requires that test-takers recruit skills related to the use of computer 

devices and multimedia software. 

Results regarding face validity indicate that students who have taken both versions of the 

Oral Project are aware of the changes that the online evaluation has brought in. These results are 

consistent with the changes that we observed during the analysis of the dimensions in our matrix. 

Somewhat surprisingly, despite recognising these changes in the construct of the test, students 

recognise at the same time that the test still evaluates the same construct. In particular, students 

perceive the online test is still measuring the same skill (i.e., oral proficiency) and has the same 

purpose as the original face-to-face test. 

In this Chapter, we present the discussion of the results obtained concerning construct and 

face validity. To this purpose, the first discussion will be in relation to the construct validity of the 

test. Then, we will continue with the discussion on face validity, giving possible reasons for the 

apparent discrepancy between both. Moreover, in this section of the Chapter we will discuss the 
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relationship between the positive attitudinal effect with the better performance/grades of the 

participants as well as a discussion of the theme of less anxiety associated with the online version 

of the test. After that, we discuss the perceptions of participants who have considered the changes 

as something bad. Some final words on the relationship between construct and face validity are 

offered to conclude the chapter. 

5.1 Construct Validity 

5.1.1 The test changed  

Evidence in this study clearly indicates that the versions of the Oral Project assessment are 

significantly different from each other. In turn, this suggests that the assessment construct of the 

test has changed in the transition of format versions. The change is characterized by the subtraction 

of skills that were present in the face-to-face version of the test and the addition of some new skills 

as part of what is being evaluated, including skills unrelated to the construct of L2 oral proficiency 

in English. 

These changes must be interpreted in the first place as a logical consequence of the 

necessity of evaluating the English proficiency of students during the COVID-19 global pandemic. 

This situation forced teachers to change how the evaluation took place physically while measuring 

the same skills as the previous version of the test.  

In the new version of the test any synchronicity and spontaneity was eliminated, resulting 

in a less complex test that is positively perceived by test-takers. This change also affected the way 

test-takers prepare the assessment, since now they are more aware of the result of having a deficient 

mark in their final grade. 
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  Furthermore, the fact that the test changed to an online format, and that now it requires a 

video, could lead to extra work for test-takers and teachers. This has been pointed out as one of 

the disadvantages of CBA (see section 2.5.2 above). Evidence here suggests that even though a 

video task may still be evaluating oral proficiency, it lacks the interactional nature of L2 natural 

performance, which negatively affects the construct validity of the new version of the test. 

However, and as it is going to be furtherly discussed in the next section, the change of format and 

the new task of recording a video did not seem to negatively affect the face validity for the surveyed 

students. 

5.2 Face Validity 

In many of the dimensions that the researchers perceived a change and expected test-takers 

to perceive those changes as negative, findings of this study indicated the opposite. This is very 

interesting, as we expected that the changes observed in the test construct should conceivably have 

led to a lower sense that the test is measuring its construct adequately on the part of test-takers. 

This discrepancy may be explained in several ways. 

Firstly, researchers' expectations may have been better informed by a specific notion of the 

changes made to the OP and the implications of such changes from a technical perspective of 

assessment. If so, it makes sense that the researchers were able to find more changes and face 

validity issues during our analysis, as we were more conscious than participants about how these 

changes affected the evaluation and its associated tasks. 

 On the contrary, as participants may not have yet the skills or knowledge to perceive that 

the changes on the construct validity of the task are significant, even though the general skill of 

oral proficiency is still being evaluated.  
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Under this assumption, it seems important to highlight that some of the participants did 

show a more critical perspective on this issue and more awareness of assessment issues. Even 

though there were students who did not perceive that the construct of the test changed, there were 

some others that realized this change. They distinguished, for example, that for measuring 

language proficiency more comprehensively, it is necessary to evaluate the capacity of L2 learners 

of speaking fluently and spontaneously in English..  

Hence, students who are more aware of the change, recognize that the loss of improvisation 

and spontaneity that was present in the final round of questions of the face-to-face Oral Project 

(which was explicitly related to oral proficiency) leads to the test being perceived as measuring 

the ability to memorize a script. For this reason, participants who demonstrated more awareness 

of assessment, were more able to notice that the changes are relevant to say that actually the test 

is no longer measuring the same construct of language proficiency.  

5.2.1 Changes were not that serious  

Also, participants may still consider that the test evaluates the same construct because some 

of the new evaluated skills and tasks did not cause an important problem to the task-takers, nor 

required more effort from them. For example, the skill of technology management and the tasks 

that require it were probably part of the test-takers' set of skills before performing the evaluation. 

We assumed that this happened because test-takers belong to a generation that is already very well-

acquainted with the use of technological tools and devices and multimedia production. In this case, 

instead of presenting a problem, the possibility of using technological devices appears to have been 

beneficial or at least unproblematic for the students. 
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  Furthermore, it is also true that the dimensions that changed from one version to the other 

version of the test did not include its main focus on the oral proficiency. It could thus be argued 

that participants did notice certain changes in the construct of the test but did not consider them as 

affecting the overall target skill or goal of the test. In other words, face validity was not affected 

because participants believed the test is still evaluating English L2 oral proficiency for the English 

Language course, but only using different tasks 

5.2.2. Attitudinal effects and performance  

Evidence also indicates a common perception of participants that the online Oral Project is 

easier than in its face-to-face version. This is related to participants' perception that teachers were 

more lenient (¨generous¨) when evaluating the performance in the new online format. Moreover, 

some changes were, in general, evaluated as positive by participants, but not in relation to their 

views of the assessment as a learning tool but rather to test-takers’ perception of their own 

comfortability and convenience with the test. 

These perceptions increase because of the change of the environment in which the 

participants had to engage with the presentation task. Evidence here indicates that the face-to-face 

oral project was perceived as stressful by participants. Moreover, this stress was frequently 

associated with potential negative effects in performance. However, it seems that this is not 

happening in the online Oral Project. Removing that condition in the online test, according to the 

students, has allowed them to deal with less pressure, decrease the levels of anxiety, and overall to 

engage in the task more confidently of their performance and the final results of the test. 

This relief can be interpreted as the consequence of eliminating direct interactions from the 

test. It seems here that students felt unprepared to engage in spontaneous conversations -no matter 
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what the topic was- with their language instructors. From their perspective, answering open-ended 

questions to a person who is more knowledgeable and proficient in the language they were learning 

and practicing, was seen as a source of pressure that is not present in the online version of the test.  

Some participants also stated that delivering a Handout was crucial for them in order to 

create a script that was easy to follow. We can assume here that using a script containing the 

adequate tenses, the necessary vocabulary for the specific topic and context, and reminders of 

particular linguistic expressions to use in their presentations, test-takers raised their level of 

security and confidence when it came to engaging with the tasks of the Oral Project.  

Also, it seems reasonable to assume that the chance of recording themselves all the times 

they wanted to, was a major stress relief. This new online Oral Project appears to have helped 

significantly to the students regarding their production of English. It may thus be that the online 

version of the test provides a more relaxed and secure environment, where participants are able to 

repair their performance and learn from their own mistakes. Moreover, these may contribute 

actually to a better performance in several dimensions of the construct, whether it be content 

related, vocabulary, proficiency, pronunciation, grammar, etc.  

In sum, the evidence seems to indicate that students seem to understand that the test 

changed, but they consider that the new materials, the new guidelines, and the new process of the 

Oral Project continues to focus on the proficiency in English and offers better conditions to 

perform in general.  
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5.2.3 Less Anxiety  

An interesting finding of this study was the fact that participants reported that the new 

online test had the effect of producing less anxiety than the face-to-face version. This is interesting 

because this more subjective dimension was not addressed directly in the questions displayed in 

our survey. Among the reasons for this perception, students indicated the difference   between 

having the audience in front of the test-taker versus being able to record oneself calmly at home. 

This condition results in being able to show what the student really knows and not leaving behind 

language performance problems derived from being anxious. We identify here an important 

educational problem, as presenting in front of an audience is indeed part of the normal activities 

of students and future academic and professional activities. 

Part of the explanation for the stress factor seems indeed related to the idea that a face-to-

face performance can be a factor that is detrimental to performance as it causes test- takers to feel 

“less secure”. This feeling appears to be related to the ability to feel in control of the testing 

situation.  

Some participants also seem to understand that the safety the recording format may produce 

is an element that may be good for their anxiety but not necessarily so for the development of their 

language skills. This suggests that although some students do not possess formal knowledge about 

assessment, they have the intuition that this format might not be providing the opportunity to 

develop their performance skills optimally as the previous format did.  
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5.2.4 The change was bad for the L2 learning process 

As presented above, the most repeated response across participants indicated a generally 

positive perception of the change of format. However, some participants characterised the same 

changes as something that could be negative for them as L2 learners.  

This insight is interesting, since they are consistent with the evidence of the study regarding 

the effects that the change of format had in the construct validity of the test. These results suggest 

that there is some level of comprehension from students regarding the way the new format might 

have affected the construct validity of the test. These participants noticed that the new test is 

measuring new abilities that are not necessarily related to language proficiency and consider that 

this affects them as L2 learners. In contrast with the majority of participants who perceived the 

change but do not consider it as something worrying, this other group can leave aside the fact that 

they are getting better grades in general and understand that the changes might be affecting their 

learning process. This perception, although not held by the majority of participants, is indeed 

supported by the evidence that indicates that the test evaluates new, non-linguistic abilities to 

complete it and that it does not any longer evaluate other skills that were important for their 

language development, such as spontaneous and interactive oral performance.  

This should be considered by evaluators and test designers in further instances of online 

oral assessment, considering that there will probably not be a full comeback to the face-to-face 

format as soon as expected. Even if some participants distinguish what changed and do not think 

it is important, there are some others who can trust less in the evaluation. This effect is not only 

important in terms of face validity, but it is also an indicator of issues with construct validity and 

how the test is not measuring language proficiency the way it used to.  
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5.3 Construct validity and face validity  

The evidence of this study reflects a complex relationship between face and construct 

validity. While some test-takers do not perceive the effects of the change of format, others are 

aware of them, and they also notice that the new test might have an effect on the development of 

their L2 learning process. Despite that, they positively value the changes because they are getting 

better grades, feel less anxious and more confident and, overall, appreciate the fact that the test is 

now easier than before and the improvement that has brought to their performance and grades. 

In contrast, only a few participants expressed negative perceptions about the changes and 

the value they gave to the new format. So, it is the case here that construct, and face validity were 

not equally affected by the change of format. For this case in particular, evidence indicates that 

participants recognised the changes in construct validity, but this did not change their perception 

of the tests capacity to measure oral proficiency in English L2. 

The evidence in this study suggests that face validity, although is affected by changes in 

construct validity, is not a function of it. In the case reported in this study, face validity seemed to 

be constituted by certain attributes of construct and purpose that seemed to override the awareness 

of changes in other dimensions of the test. This suggests, in turn, that face validity is also a 

construct that requires more specification and attention from L2 assessment researchers.   
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6. Conclusion 

6.1  Summary of the study 

The study informed in this report aimed at establishing whether the construct and face 

validity of an oral proficiency test called Oral Project had been affected after the change of format 

from face-to-face to online format, forced by COVID-19 pandemic. On the one hand, the study 

attempted to establish whether construct validity was affected or not due to the format change by 

comparing the characteristics of the two versions of the test according to a set of predefined 

dimensions. On the other hand, we applied a survey with questions concerning the students’ 

perceptions of the changes (see details in chapter 3) in order to examine possible changes in the 

face validity of the test. 

 Results indicated that construct validity was affected by the change to the online format in 

several dimensions, although not in all of them. Essentially, changes were observed in the skills 

that the test measured in the face-to-face format, such as improvisation skills. This was the direct 

result of omitting a final round of questions from the procedure in the online version of this 

evaluation. This also impacted the Media Density dimension, as the evaluation changed from face-

to-face to online version. The Stakes of the test also changed, as the new version represented a 

higher percentage of the final score of the course. In relation to the test Target skills, the online 

format measures new, different abilities, such as memorization and technological abilities.  

As to effects on the face validity of the test, participants were able to identify several 

changes in the construct validity of the test already identified by the researchers. Particular 

observations included changes in structure, the possibility of having more trials, the inclusion of 

less tasks, and the lack of opportunity for improvisation. The recognition of these changes did not 

seem to affect face validity, as participants still considered that the test is measuring the same 
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target skill (L2 oral proficiency) as before and had the same overall purpose in the course of 

English Language.  

Participants also reported that with the online test they felt less anxiety, less pressure, less 

stress, and more confidence. All of this was associated with a general perception that changes from 

one test format to the other were positive as they allowed overall performance to improve which, 

in turn, allowed grades in the test to also improve. However, some participants did not perceive 

the changes as something necessarily positive, as they considered that the test may not be 

appropriately measuring oral proficiency. Some participants also missed features of the face-to-

face format, such as the final round of questions, because that gave them more opportunities to 

show their proficiency.  

Results seem to indicate that there is a biased perception in the participants regarding their 

positive view of the changes observed in the test- It seems, in this regard, that there is some 

awareness that getting better grades and having a better performance was convenient for them as 

students although not necessarily so for their development of L2 proficiency. Finally, and despite 

these particular points, face validity does not seem to have been affected by the changes in the test 

construct.  

6.2 Limitations to the study  

As with any case study, findings here cannot be generalized to other tests or test-takers. At 

the same time, the study reported here only collected and analyzed perceptions from test-takers 

and not from teachers or test designers. This is important for the findings on face validity reported 

here, as teachers may have different views and opinions about the validity issues related to the 

change of format of the OP test.  
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Moreover, the study raised an important limitation issue regarding the test-takers not 

having knowledge about L2 assessment issues.  It would be interesting if they did, as this 

information would allow them to better distinguish between their convenience and their learning 

process in a more precise way. In this way, we consider that perhaps, if test-takers knew about 

evaluation, they could have identified better the changes in the new Oral Project assessment as 

something detrimental for their learning process, and the phenomenon of having participants who 

realize the changes but did not consider them as something substantial may have been different.  

Lastly, we found that the test situation could not be fully described as it was not possible 

for us to confirm or deny if the handout and the round of questions were considered when grading 

the OP test. Some of the evidence, specifically the answers of some test-takers, seemed to confirm 

that these were included in the final grade for the test. However, test guidelines and rubrics did not 

establish that explicitly. This limitation is relevant because changes of construct and face validity 

depend on a complete description of the test situation. 

6.3 Suggestions for further research  

Further research on construct and face validity effects of the change to online format for 

tests should include data with the perception of teachers and test developers in order to have a 

complete view of how stakeholders perceive the validity of the test.  

Moreover, it would be interesting to investigate face and construct validity potential effects 

in other L2 assessments that have changed their format. Having a study about the other assessments 

would allow us to obtain a clearer view of how construct and face validity interact with each other 

in the context of particular testing situations. 
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6.4 Final comments 

The study presented in this report indicated several changes in construct and face validity 

as it was mentioned above. In relation to construct validity it was concluded there were abilities 

lost in the format change such as improvisation and spontaneity skills. Besides, changes in the 

media density of the assessment and also addition of new skills to measure were found. However, 

participants considered that the task was still achieving its main purpose. In relation to face validity 

several changes were found for the participants such as more structure and more trials, highlighting 

some of them such as less anxiety and more confidence in the new version. Nonetheless, just as in 

construct validity most participants think the OP is still assessing what it is supposed to measure. 

We hope this study can contribute to clarify and comprehend in a better way an aspect of 

the many changes the outbreak of the pandemic had in the academic context of our programme 

and in general. We expect also to contribute to the necessary discussion regarding the impact these 

changes have in the student learning process. We also hope that the discussion in this report allows 

to inform the processes of changes in the evaluation format in order to create assessment tools 

which retain their testing qualities by explicitly ensuring the maintenance of validity. Finally, we 

expect that the study contributes to creating awareness amongst students and L2 learners of the 

importance of including knowledge about L2 assessment as an essential part of our expertise as 

language learners and researchers.  

  



95 

 

References 

Alghammas, A. (2020). Online Language Assessment during the COVID-19 Pandemic: 

University Faculty Members’ Perceptions and Practices. The Asian EFL Journal, 

27(4.4), 169–195. https://www.asian-efl-journal.com/wp-content/uploads/AEJ-Volume-

27-Issue-4.4-October-2020.pdf 

Alghammas, A. (2020). Web-Based Synchronous Speaking Platforms: Students’ 

Attitudes and Practices. International Journal of English Linguistics, 10(3), 21–31. 

https://doi.org/10.5539/ijel.v10n3p21 

Akbari, R. (2012). Validity in Language Testing. En C. Coombe, P. Davidson, B. O’Sullivan, 

& S. Stoynoff (Eds.), The Cambridge Guide to Second Language Assessment (pp. 

30–36). Cambridge University Press. 

https://books.google.cl/books?hl=en&lr=&id=7STeAgAAQBAJ&oi=fnd&pg=PA30&dq

=validity+in+language+testing&ots=_SfyV6F6ut&sig=dd5Sp8qT7WGoKaUaRg3LbpD

Dq68&redir_esc=y#v=onepage&q=validity%20in%20language%20testing&f=false  

Bergdahl, N., & Nouri, J. (2020). COVID-19 and Crisis-Prompted Distance Education   in 

Sweden. Technology, Knowledge and Learning, 26(3), 443–459. 

https://doi.org/10.1007/s10758-020-09470-6 

Chapelle, C. A. (1999). VALIDITY IN LANGUAGE ASSESSMENT. Annual Review 

of Applied Linguistics, 19, 254–272. https://doi.org/10.1017/s0267190599190135 

Chapelle, C. A. (2012). Validity argument for language assessment: The framework is 

simple. Language Testing, 29(1), 19–27. https://doi.org/10.1177/0265532211417211 

Dooey, P. (2008). Language Testing and Technology: Problems of Transition to a New Era.

 ReCALL, 20(1), 21–34. https://doi.org/10.1017/s0958344008000311 

https://www.asian-efl-journal.com/wp-content/uploads/AEJ-Volume-27-Issue-4.4-October-2020.pdf
https://www.asian-efl-journal.com/wp-content/uploads/AEJ-Volume-27-Issue-4.4-October-2020.pdf
https://doi.org/10.5539/ijel.v10n3p21
https://books.google.cl/books?hl=en&lr=&id=7STeAgAAQBAJ&oi=fnd&pg=PA30&dq=validity+in+language+testing&ots=_SfyV6F6ut&sig=dd5Sp8qT7WGoKaUaRg3LbpDDq68&redir_esc=y#v=onepage&q=validity%20in%20language%20testing&f=false
https://books.google.cl/books?hl=en&lr=&id=7STeAgAAQBAJ&oi=fnd&pg=PA30&dq=validity+in+language+testing&ots=_SfyV6F6ut&sig=dd5Sp8qT7WGoKaUaRg3LbpDDq68&redir_esc=y#v=onepage&q=validity%20in%20language%20testing&f=false
https://books.google.cl/books?hl=en&lr=&id=7STeAgAAQBAJ&oi=fnd&pg=PA30&dq=validity+in+language+testing&ots=_SfyV6F6ut&sig=dd5Sp8qT7WGoKaUaRg3LbpDDq68&redir_esc=y#v=onepage&q=validity%20in%20language%20testing&f=false
https://doi.org/10.1007/s10758-020-09470-6
https://doi.org/10.1017/s0267190599190135
https://doi.org/10.1017/s0958344008000311


96 

 

Gacs, A., Goertler, S., & Spasova, S. (2020). Planned online language education versus 

crisis‐prompted online language teaching: Lessons for the future. Foreign Language 

Annals, 53(2), 380–392. https://doi.org/10.1111/flan.12460  

Holden, R. R. (2010). Face Validity. The Corsini Encyclopedia of Psychology. Published. 

 https://doi.org/10.1002/9780470479216.corpsy0341 

Long, M. H. (1997). Construct Validity in SLA Research: A Response to Firth and Wagner. The 

Modern Language Journal, 81(3), 318–323. https://www.jstor.org/stable/329306 

Meunier, L. (2013). Computer Adaptive Language Tests (CALT) Offer a Great Potential for 

Functional Testing. Yet, Why Don't They?. CALICO Journal, 11(4). 

https://journals.equinoxpub.com/CALICO/article/view/23426/19431 

MINEDUC. (2020, septiembre). Abrir las escuelas, orientaciones para establecimientos 

educacionales en Paso 3 y 4. https://sigamosaprendiendo.mineduc.cl/wp-

content/uploads/2020/09/AbrirLasEscuelas-OrientacionesAnexos-09.09.pdf 

Mosier, C. I. (1947). A Critical Examination of the Concepts of Face Validity. Educational 

and Psychological Measurement, 7(2), 191–205.  

https://doi.org/10.1177/001316444700700201 

Nevo, B. (1985). Face Validity Revisited. Journal of Educational Measurement, 22(4), 

287–293. https://doi.org/10.1111/j.1745-3984.1985.tb01065.x  

Nottingham Trent University. (2007). About Computer-Based Assessment. Computer-Based     

Assessment. 

https://now.ntu.ac.uk/d2l/lor/viewer/viewFile.d2lfile/6605/62186/CBA%20Revised/page_01.htm  

Palma, N. (2021, 11 noviembre). Ministerio de Educación anuncia retorno obligatorio de las 

clases presenciales a partir de marzo de 2022. Diario UChile. 

https://doi.org/10.1111/flan.12460
https://doi.org/10.1002/9780470479216.corpsy0341
https://journals.equinoxpub.com/CALICO/article/view/23426/19431
https://sigamosaprendiendo.mineduc.cl/wp-content/uploads/2020/09/AbrirLasEscuelas-OrientacionesAnexos-09.09.pdf
https://sigamosaprendiendo.mineduc.cl/wp-content/uploads/2020/09/AbrirLasEscuelas-OrientacionesAnexos-09.09.pdf
https://doi.org/10.1177/001316444700700201
https://doi.org/10.1111/j.1745-3984.1985.tb01065.x
https://now.ntu.ac.uk/d2l/lor/viewer/viewFile.d2lfile/6605/62186/CBA%20Revised/page_01.htm


97 

 

https://radio.uchile.cl/2021/11/11/ministerio-de-educacion-anuncia-retorno-obligatorio-

de-las-clases-presenciales-a-partir-de-marzo-de-2022/ 

Pathan,M. M. (2012). Computer Assisted Language Testing [CALT]: Advantages, Implications 

and Limitations. Sebha: The University of Sebha Press. 

Priyo, A., & Nugroho, A. (2020). EFL Classes Must Go Online! Teaching Activities and 

Challenges during COVID-19 Pandemic in Indonesia. Register Journal, 13(1), 49–76. 

https://doi.org/10.18326/rgt.v13i1.49-76 

Roever, C. (2001). Web-Based Language Testing. Language Learning & Technology, 

5(2), 84–94. https://llt.msu.edu/vol5num2/roever/default.html 

Sato, T., & Ikeda, N. (2015). Test-taker perception of what test items measure: a potential 

 impact of face validity on student learning. Language Testing in Asia, 5(1). 

https://doi.org/10.1186/s40468-015-0019-z  

Sulaiman, Z.; & Khan, M. (2019). COMPUTER ASSISTED LANGUAGE TESTING 

(CALT): ISSUES AND CHALLENGES. 1-11.  

Suvorov, R., & Hegelheimer, V. (2013). Computer-Assisted Language Testing. The 

Companion to Language Assessment, II(1), 594–613. 

https://doi.org/10.1002/9781118411360.wbcla083  

Winke P.M., Isbell D.R. (2016) Computer-Assisted Language Assessment. In: Thorne 

S., May S. (eds) Language, Education and Technology. Encyclopedia of Language and 

Education (3rd ed.). Springer, Cham. https://doi.org/10.1007/978-3-319-02328-1_25-1 

Zuskin, R. D. (1993). Assessing L2 Sociolinguistics Competence: In Search of Support from 

Pragmatic Theories. Pragmatics and Language Learning, 4(1), 166–180.  

https://radio.uchile.cl/2021/11/11/ministerio-de-educacion-anuncia-retorno-obligatorio-de-las-clases-presenciales-a-partir-de-marzo-de-2022/
https://radio.uchile.cl/2021/11/11/ministerio-de-educacion-anuncia-retorno-obligatorio-de-las-clases-presenciales-a-partir-de-marzo-de-2022/
https://doi.org/10.18326/rgt.v13i1.49-76
https://doi.org/10.1186/s40468-015-0019-z
https://doi.org/10.1002/9781118411360.wbcla083
https://doi.org/10.1007/978-3-319-02328-1_25-1


98 

 

Appendix 

Appendix 1: Oral Project format change survey. 
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Appendix 2: Oral Project Guidelines and Rubrics used in 2019 and 2021. 
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Appendix 3: Survey Answers. 

 

 The following link leads to a downloadable excel spreadsheet, in which the answers of 

the survey shown in Appendix 1 were organized:  

 

Oral Project format change survey answers 

https://docs.google.com/spreadsheets/d/1-tgtewlmjMhOck93ZhoYUxdHyepvFssSNg6CMRGaH9k/edit?usp=sharing

