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## Resumen

## ESTUDIO DE PROTOCOLOS DISTRIBUIDOS INTERACTIVOS SOBRE CLASES DE GRAFOS HEREDITARIOS.

En el presente trabajo se estudian protocolos distribuidos para el reconocimiento de ciertas clases de grafos geométricos. En estos protocolos, existe un probador con poder ilimitado pero no confiable, llamado Merlín, que le entrega mensajes a los nodos de un grafo, buscando convencerlos de que el grafo cumple un cierto predicado. Posterior a que Merlín entrega los mensajes, los nodos pueden entrar de inmediato en la etapa de verificación, durante la cual intercambian los mensajes que poseen con sus vecinos y, cada uno, de forma local, decide con esta colección de mensajes si acepta o rechaza. Se debe cumplir que si el grafo satisface el predicado, entonces existe una asignación de mensajes de Merlín a los nodos que hace que todos acepten. Si no cumple el predicado, para cualquier colección de mensajes entregados por Merlín, al menos un nodo debe rechazar. Este modelo, donde inmediatamente después de recibir los mensajes dados por Merlín los nodos entran en la etapa de verificación, es el modelo llamado proof labeling schemes. Si se permite que haya más rondas de interacción entre los nodos y Merlín, al modelo lo llamamos protocolos interactivos distribuidos.

El primer capítulo se dedica a definir toda la teoría necesaria de Teoría de Grafos y algunos resultados de Teoría de Números, junto con protocolos distribuidos para resolver ciertos problemas particulares que son usados como subrutinas en los protocolos distribuidos aquí diseñados. También se introducen las clases de grafos geométricos de intersección que son estudiados en este trabajo: Grafos de permutación, trapezoidales, circulares, $k$-circularespoligonales y cuadrado unitario.

En el segundo capítulo, se estudian los grafos de permutación y trapezoidales, donde se da una caracterización de ellos y un protocolo (proof labeling scheme) para reconocerlos.

En el tercer capítulo se introducen y resuelven de forma distribuida dos problemas independientes, llamados Corresponding Order y Linear Assignation, que permiten compartir información verificable entre nodos que no son vecinos.

En el cuarto capítulo se estudian las clases de grafos circulares, $k$-circulares-poligonales y de cuadrado-unitario. Para estas tres clases se presentan algoritmos distribuidos interactivos que necesitan de 3 rondas de interacción alternada entre Merlín y los nodos para reconocerlas.

Finalmente, en el quinto capítulo se prueba que el largo de los mensajes que son necesarios para reconocer cualquiera de las clases estudiadas en este trabajo es de $\Omega(\log n)$.

## THE STUDY OF INTERACTIVE DISTRIBUTED PROTOCOLS ON HEREDITARY GRAPH CLASSES.

In the present work distributed protocols for the recognition of certain classes of geometric graphs are studied. In these protocols, there is an unreliable prover with unlimited computational power, called Merlin, who sends messages to the nodes of a graph, seeking to convince them that the graph meets a certain predicate. Once Merlin sends the messages, the nodes can immediately enter the verification stage, during which they exchange the information they have with their neighbors and each node locally decides with this information whether to accept or reject. It must be true that if the graph satisfies the predicate, then there is a Merlin assignment of messages to nodes that makes them all accept. If it does not satisfy the predicate, for any information delivered by Merlin, at least one node must reject (that is, Merlin cannot fool the nodes). This model, where immediately after receiving the information given by Merlin the nodes enter the verification stage, is the proof labeling schemes model. If we allow more rounds of interaction between the nodes and Merlin, where the information that nodes send to Merlin are random bits, the model is called distributed interactive protocols.

In the first chapter of the present thesis we recall some well-known notions of Graph Theory and some results of Theory of Numbers, together with some distributed protocols (interactive and non-interactive) that solve particular problems that are used as subroutines in our distributed protocols. The classes of geometric intersection graphs that are studied in this work are also introduced: permutation, trapezoid, circle, $k$-polygon circle and unit-square graphs.

In the second chapter, permutation and trapezoid graphs are studied, and we obtain a characterization that allows us to give an algorithm with only one round of interaction (proof labeling scheme) to recognize (separately) both classes of graphs, with messages of maximum length $\mathcal{O}(\log n)$.

In the third chapter, two independent problems, called Corresponding Order and Linear Assignation, are introduced and solved in a distributed way. These algorithms have a relevance beyond the application given in this work, since they allow messages to be shared between pairs of nodes that are not neighbors, being able to verify that both received the correct messages.

In the fourth chapter, the classes of circle, $k$-polygon circle and unit-square graphs are studied. For these three classes the interactive distributed algorithms which are introduced use 3 rounds of interaction between Merlin and the nodes to recognize them, with a maximum message length of $\mathcal{O}(\log n)$ bits.

Finally, in the fifth chapter, $\Omega(\log n)$ lower bounds are presented in the number of bits necessary to recognize any of the classes studied in this work. This implies that the algorithms presented in Chapter 2 are optimal in terms of shared information, and the protocols in Chapter 4 are optimal in terms of shared information, and they could only be improved by reducing the number of interaction rounds.
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## Introduction

Distributed Computing seeks to study scenarios in which the participants of a network, characterized as nodes of a graph, must carry out a certain task, or make a decision regarding a global property of the network (for example, if there is a certain number of participants all connected to each other). The key point is that, for these tasks, the nodes only have local information that they can share with their network neighbors (those with whom they are connected) to carry out, each of them, the specified task.

Specifically, in the tasks that correspond to decision algorithms, the nodes must decide whether or not the network satisfies a certain predicate, and for this, as each node only has local information (for example, the number of neighbors it has) together with information delivered by its neighbors in a certain number of rounds, it must decide locally whether to ACCEPT or REJECT. To be correct, distributed decision algorithms must satisfy that, if the graph satisfies the property being studied, then all the nodes of the graph must accept; and, if it does not, then at least one node must reject.

The local nature of the information known by each participant brings an inherent problem: For some cases it is necessary for two nodes whose distance in the network is very large to share information with each other. For instance, in order to determine if the network (seen as a graph) has a cycle of odd size. This means that, despite the fact that the number of messages exchanged in each round is small, many interaction rounds are needed in order to verify whether or not the network meets the proposed predicate.

One way to measure the efficiency of distributed algorithms is to study the maximum amount of bits that needs to be exchanged in each round by the nodes, called the proofsize of the algorithm. In this sense, in recent years a distributed algorithm model called proof labeling schemes (PLS) has been proposed, which correspond to distributed decision algorithms in which the nodes first receive messages delivered by an all-powerful but untrusted prover called Merlin, and then perform a round where they exchange messages with their neighbors. Finally, each node makes a decision of where to ACCEPT or REJECT . The proofsize of the algorithms in this model corresponds to the maximum number of bits that needs to be exchanged (by Merlin or between the nodes) to carry out the decision. An example of this model may be to form a valid spanning tree. To do this, Merlin communicates to each node the root $r \in V$ of the spanning tree, as well as who is its parent and the distance to the root. With this information, the nodes exchange messages between themselves and verify that they all were told that the same node $r$ was the root, in addition to verifying that if its distance from the root is $d$, then the distance from its parent to the root is $d-1$. If all nodes check this information, then the spanning tree proposed by Merlin is valid and all nodes accept; if not, the model is invalid and at least one node rejects.

The fact that there is an entity with unlimited computing power is not a problem for the model, since these models are inherently algorithms of verification, so the aim is that, regardless of the messages delivered by Merlin, he is not able to fool the nodes if the graph does not satisfy the property. In this sense, this round between the nodes can be understood as the distributed version of the NP class, because it is known that the NP class is equal to the class of languages which have a deterministic interactive proof (DIP class).

There are some problems for which lower bounds on the proof-size of proof labeling schemes have been found. For example, any PLS solving the symmetry problem, where the nodes are asked to decide whether the graph $G$ has a non-trivial automorphism (i.e., a non-trivial one-to-one mapping from the set of nodes to itself preserving edges) requires a proof-size of $\Omega\left(n^{2}\right)$ [76]. To study how many rounds of interaction affects the proofsize necessary to solve certain problems, the notion of distributed interactive protocols was introduced in [99] and subsequently studied in [35, 62, 126, 128]. Specifically, this model seeks to study protocols where, by allowing the interaction between the nodes and Merlin, the proof-size is significantly reduced. In the case of symmetry problem, if three rounds of interaction between the nodes and Merlin are allowed, the proof-size is reduced to $\mathcal{O}(\log n)$ bits [99], which represents an exponential optimization compared with the proof-size needed in the PLS model.

In this work we are interested in developing distributed decision algorithms to decide if a graph is in some geometric intersection graph class. A graph $G=(V, E)$ is a geometric intersection graph if every node $v \in V$ is identified with a geometric object of some particular type, and two nodes are adjacent if the corresponding objects intersect. The geometric intersection class have all the graphs defined by the same geometric object. Geometric intersection graph classes have been studied from both the theoretical and practical point of view. On the one hand, many hard problems can be efficiently solved or approximated when the input graph is restricted to a geometric intersection class of graphs. On the other hand, these graphs appear naturally in many applications such as sensor networks, scheduling problems, and others. The recognition of graph classes has started to be intensively studied. Different results related to the recognition of trees, bipartite graphs, bounded diameter graphs, triangle-free graphs, planar graphs, bounded genus graphs, $H$-minor free graphs, etc., have been obtained. [52, 53, 19]

The goal of the present work is to design efficient distributed protocols for the recognition of relevant geometric intersection graph classes, namely permutation graphs, trapezoid graphs, circle graphs, polygon-circle and unit square. More precisely, for the two first classes proof labeling schemes are given to recognizing them with logarithmic proof-size. For the other two classes, three-round distributed interactive protocols with $\mathcal{O}(\log n)$ proof-size are presented. Finally, logarithmic lower-bounds on the proof-size of any proof labeling schemes recognizing any of the aforementioned geometric intersection graph classes are given.

## Organization

In Chapter 1 we present the basic definitions related to graph theory needed in this work as well as the formal definition of the distributed models, along with some known and important distributed result used as sub-routines in some of the results presented later.

In Chapter 2 the proof-labeling schemes to recognize the classes of permutation and trapezoid graphs are presented. For this, first we present some structural results related to this classes that are used later to present the distributed protocols. Finally, the correctness of algorithms are proved.

In Chapter 3, two important distributed interactive protocols are presented, the Cor-
responding Order Problem and Linear Assignation Problem. This two problem are used later in the recognition of the remainder geometric intersection classes, but they have have their own value because they represent two specific problems related to the order and how information is transmitted in a distributed network that appear inherently in many problems when they seek to be solved in a distributed model.

In Chapter 4, we present distributed interactive protocols to recognize the class of circle, polygon-circle and unit square graphs. Each of them needs three rounds of interaction between the nodes and Merlin. For the first two of them, we first present some structural characterization to be used later in the protocols. For the recognition of unit square graphs, it is necessary to first define some characterizations of the square model used in the definition of the class, with the idea to define a more appropriate language to later present the protocol.

Finally, in Chapter 5 we present lower bounds to the size proof of each class studied in this work in the proof-labeling scheme model, which give us that the PLS presented in Chapter 2 are optimal respect the proof-size of them. Also, this gives a clue that the only improvement in the algorithms presented in Chapter 4 are respect the number of round needed, but no regarding the proof-size. The technique used to achieve this lower bounds relieve in a useful theorem to get lower bounds, where the main work is in create an appropriate graph.

## Results

The results obtained in the present work can be summarized in the following table.

| Class | Rounds | Proof-size |
| :---: | :---: | :---: |
| PERMUTATION | 1 | $\mathcal{O}(\log n)$ |
| TRAPEZOID | 1 | $\mathcal{O}(\log n)$ |
| CIRCLE | 3 | $\mathcal{O}(\log n)$ |
| POLYGON-CIRCLE | 3 | $\mathcal{O}(\log n)$ |
| UNIT-SQUARE | 3 | $\mathcal{O}(\log n)$ |

Also, regarding lower bounds, we get, for the proof labeling scheme model, a lower bound on the proof-size of $\mathcal{O}(\log n)$ bits.

## Preliminaries

A simple and undirected graph is a pair $G=\left(V_{G}, E_{G}\right)$ of sets such that $E \subseteq\{\{u, v\}\}_{u, v \in V}$, where the elements of $V$ are called the nodes of the graph and the elements of $E$ the edges. To avoid heavy notation, the edges $e \in E$ with $e=\{u, v\}$ will be denoted simply as $e=u v^{1}$. If the graph $G$ is obvious by context we omit the subindex and we simply denote $G=(V, E)$. A graph $G=(V, E)$ is complete if for all $u, v \in V, u v \in E$.

Two graphs $G=\left(V_{G}, E_{G}\right)$ and $H=\left(V_{H}, E_{H}\right)$ are isomorphic if there exists a one-to-one function $f: V_{G} \rightarrow V_{H}$ such that for all $u, v \in V_{G}, u v \in E_{G}$ iff $f(u) f(v) \in E_{H}$.

Given a graph $G=(V, E)$, we define the open neighbor of a node $v$ as $N(v)=\{u \in$ $V: u v \in E\}$. The closed neighbor is denoted as $N[v]$ and correspond to $N(v) \cup\{v\}$. The degree of $v$ is the size of $N(v)$ and it is denoted as $d(v)$.

Given two graphs $H=\left(V_{H}, E_{H}\right)$ and $G=\left(V_{G}, E_{G}\right)$, we say $H$ is subgraph of $G$ when $V_{H} \subseteq V_{G}$ and $E_{G} \subseteq E_{G}$. In the same way, given a subset of nodes $U \subseteq V$, the induced subgraph given by $U$ is $(U, E(U))$, where $E(U)$ are the edges with both nodes in $U$.

Given a graph $G=(V, E)$, a path $P=\left(V_{P}, E_{P}\right)$ in $G$ is a subgraph of $G$ such that there exists an enumeration of the nodes $V_{P}=\left\{v_{1}, \ldots, v_{k}\right\}$ and $E_{P}=\left\{\left\{v_{i}, v_{i+1}\right\}: i \in[k-1]\right\}$. The nodes $v_{1}$ and $v_{k}$ are called the endpoints of the path. The graph $G$ is said to be connected if there exists a path between every pair of nodes.

A cycle $C=(V, E)$ is a graph such that $C$ is a path and the two endpoints are connected, i.e., $v_{1} v_{k} \in E$. Given a graph $T$, we say $T$ is a forest iff $T$ does not have any cycle as subgraph. If $T$ is also connected, then we say that $T$ is a tree. A clique of a graph $G=(V, E)$ is a subset of vertices $C \subseteq V$ such that every two distinct vertices in the clique are adjacent. That is, the induced subgraph by $C$ is complete.

In the rest of the work, we always assume that the input graph is connected. For more details about graph definitions we refer to the textbook of Diestel [43].

In the following, all graphs $G=(V, E)$ are simple and undirected. When the nodes of an $n$-node graph are enumerated with unique values in $[n]$, we denote $G=([n], E)$.

On other side, given $n, m \in \mathbb{N}$ with $n<m$, we denote as $\mathbb{Z}_{n}$ the set $\{0, \ldots, n-1\},[n]$ the set of integers $\{1, \ldots, n\},[n, m]_{\mathbb{N}}=[n, m] \cap \mathbb{N}$ (where $[n, m]$ is the standard real interval) and $S_{n}$ the set of permutations of $[n]$.

[^0]
### 1.1 Distributed Model

Let $G$ be a simple connected $n$-node graph, let $I: V(G) \rightarrow\{0,1\}^{*}$ be an input function assigning labels to the nodes of $G$, where the size of all inputs are polynomially bounded on $n$. Let id : $V(G) \rightarrow\{1, \ldots, \operatorname{poly}(n)\}$ be a one-to-one function assigning identifiers to the nodes. A distributed language $\mathcal{L}$ is a (Turing-decidable) collection of triples ( $G$, id, $I$ ), called network configurations.

A distributed interactive protocol consists of a constant series of interactions between a prover called Merlin, and a verifier called Arthur. The prover Merlin is centralized, has unlimited computing power and knows the complete configuration ( $G$, id, $I$ ). However, he cannot be trusted. On the other hand, the verifier Arthur is distributed, represented by the nodes in $G$, and has limited knowledge. In fact, at each node $v$, Arthur is initially aware only of his identity $\operatorname{id}(v)$, and his label $I(v)$. He does not know the exact value of $n$, but he knows that there exists a constant $c$ such that $\operatorname{id}(v) \leq n^{c}$. Therefore, for instance, if one node $v$ wants to communicate $\operatorname{id}(v)$ to its neighbors, then the message is of size $\mathcal{O}(\log n)$.

Given any network configuration ( $G$, id, $I$ ), the nodes of $G$ must collectively decide whether $(G, \mathrm{id}, I)$ belongs to some distributed language $\mathcal{L}$. If this is indeed the case, then all nodes must accept; otherwise, at least one node must reject (with certain probabilities, depending on the precise specifications we are considering).

A proof labeling scheme (or just PLS) is a distributed algorithm in which there is an initial round used by the prover Merlin to give a certificate of information $c(v)$ to each node $v \in V$. After this, there is a verification round where the neighbors $u, v$ can interchange information $c_{v, u}$ (that can be their id, label $(v)$ and/or certificate $c(v)$ ) between neighbors, and then each of them decides if accepts or rejects.

The proof-size of a PLS is $\mathcal{O}(f(n))$ if the size of the largest message interchanged (including the certificates given by Merlin and the messages shared between neighbors) in a $n$-node graph $G$ is bounded by a constant factor of $f(n)$.

A correct distributed algorithm has to satisfied two conditions.
Completeness. If the configuration $(G$, id,$I)$ is in the distributed language $\mathcal{L}$, then there exist certificates $\{c(v)\}_{v \in V}$ 'that make all the nodes accept.

Soundness. If the configuration $(G$, id, $I$ ) is not in the distributed language $\mathcal{L}$, then for any collection of certificates $\{c(v)\}_{v \in V}$ given by Merlin, at least one node rejects.

Distributed Interactive protocols are an extension of PLS and have two phases: an interactive phase and a verification phase. If Arthur is the one which starts the interactive phase, he picks a random string $r_{1}(v)$ at each node $v$ of $G$ and send them to Merlin. Merlin receives $r_{1}$, the collection of these $n$ strings, and provides every node $v$ with a certificate $c_{1}(v)$ that is a function of $v, r_{1}$ and $(G$, id,$I)$. Then again Arthur picks a random string $r_{2}(v)$ at each node $v$ of $G$ and sends $r_{2}$ to Merlin, who, in his turn, provides every node $v$ with a certificate $c_{2}(v)$ that is a function of $v, r_{1}, r_{2}$ and $(G, \mathrm{id}, I)$. This process continues for a fixed number of rounds. If Merlin is the party that starts the interactive phase, then he provides
at the beginning every node $v$ with a certificate $c_{0}(v)$ that is a function of $v$ and $(G$, id, $I)$, and the interactive process continues as explained before. In the last interaction round, the verification phase begins. This phase is a one-round deterministic algorithm executed at each node. More precisely, every node $v$ broadcasts a message $M_{v}$ to its neighbors. This message may depend on $\operatorname{id}(v), I(v)$, all random strings generated by Arthur at $v$, and all certificates received by $v$ from Merlin. Finally, based on all the knowledge accumulated by $v$ (i.e., its identity, its input label, the generated random strings, the certificates received from Merlin, and all the messages received from its neighbors), the protocol either accepts or rejects at node $v$. Note that Merlin knows the messages that each node broadcasts to its neighbors because there is no randomness in this last verification round.

Definition 1.1 Let $\mathcal{V}$ be a verifier and $\mathcal{M}$ a prover of a distributed interactive proof protocol for languages over graphs of $n$ nodes. If $(\mathcal{V}, \mathcal{M})$ corresponds to an ArthurMerlin $k$-round, with proof-size $\mathcal{O}(f(n))$, we write $(\mathcal{V}, \mathcal{M}) \in \mathrm{dAM}_{\text {prot }}[k, f(n)]$.

Definition 1.2 Let $\varepsilon \leq 1 / 3$. The class $\operatorname{dAM}_{\varepsilon}[k, f(n)]$ is the class of languages $\mathcal{L}$ over graphs of $n$ nodes for which there exists a verifier $\mathcal{V}$ such that, for every configuration ( $G$, id, $I$ ) of size $n$, the two following conditions are satisfied.
Completeness. If $(G$, id,$I) \in \mathcal{L}$ then, there exists a prover $\mathcal{M}$ such that $(\mathcal{V}, \mathcal{M}) \in$ $\mathrm{dAM}_{\text {prot }}[k, f(n)]$ and

$$
\operatorname{Pr}[\mathcal{V} \text { accepts }(G, \text { id }, I) \text { in every node given } \mathcal{M}] \geq 1-\varepsilon
$$

Soundness. If $(G$, id,$I) \notin \mathcal{L}$ then, for every prover $\mathcal{M}$ such that $(\mathcal{V}, \mathcal{M}) \in$ $\mathrm{dAM}_{\text {prot }}[k, f(n)]$, and

$$
\operatorname{Pr}[\mathcal{V} \text { rejects }(G, \text { id, } I) \text { in at least one nodes given } \mathcal{M}] \geq 1-\varepsilon
$$

We also denote $\operatorname{dAM}[k, f(n)]=\mathrm{dAM}_{1 / 3}[k, f(n)]$, and omit the subindex $\varepsilon$ when its value is obvious from the context.

Note that the definition of Completeness and Soundness changes in the interactive model because in this case the algorithms are probabilistic, and then one is looking for a very small probability of fail the original conditions.

For small values of $k$, instead of writing $\operatorname{dAM}[k, f(n)]$, we alternate M's and A's. For instance: $\mathrm{dMAM}[f(n)]=\operatorname{dAM}[3, f(n)]$. In particular $\operatorname{dAM}[f(n)]=\operatorname{dAM}[2, f(n)]$. Moreover, we denote $\mathrm{dM}[f(n)]$ the model where only Merlin provides a certificate, and no randomness is allowed (in other words, the model dM is the PLS model).

### 1.2 Geometric Intersection Graph Classes

A graph $G=(V, E)$ is a geometric intersection graph if every node $v \in V$ is identified with a geometric object of some particular type, and two vertices are adjacent if the corresponding
objects intersect. The two simplest non-trivial, and arguably two of the most studied geometric intersection graphs are interval graphs and permutation graphs. In fact, most of the best-known geometric intersection graph classes are either generalizations of interval graphs or generalizations of permutation graphs. It comes as no surprise that many papers address different algorithmic and structural aspects, simultaneously, in both interval and permutation graph $[6,58,59,90,116,105,146]$.

In both interval and permutation graphs, the intersecting objects are (line) segments, with different restrictions imposed on their positions. In interval graphs, the segments must all lie on the real line. In permutation graphs, the endpoints of the segments must lie on two separate, parallel real lines. In Figure 1.1 we show an example of a permutation graph.


Figure 1.1: An example of a permutation graph with its corresponding intersection model.

Although the class of interval graphs is quite restrictive, there are a number of practical applications and specialized algorithms for interval graphs [74, 80, 101]. Moreover, for several applications, the subclass of unit interval graphs (the situation where all the intervals have the same length) turns out to be extremely useful as well [16, 92].

The class of permutation graphs behaves as the class of interval graphs in the sense that, on one hand, permutation graphs can be recognized in linear time [105] and, on the other hand, many NP-complete problems can be solved efficiently when the input is restricted to permutation graphs [28, 110]. A graph $G$ is a circle graph if $G$ is the intersection model of a collection of chords in a circle (see Figure 1.2). Clearly, circle graphs are a generalization of permutation graphs. In fact, permutation graphs can be characterized as circle graphs that admit an equator, i.e., an additional chord that intersects every other chord. Circle graphs can be recognized in time $\mathcal{O}\left(n^{2}\right)$ [142]. Many NP-complete problems can be solve in polynomial time when restricted to circle graphs [97, 144].


Figure 1.2: An example of a circle graph with its corresponding intersection model.
The class of trapezoid graphs is a generalization of both interval graphs and permutation graphs. A trapezoid graph is defined as the intersection graph of trapezoids between two horizontal lines (see Figure 1.3). Ma and Spinrad [115] showed that trapezoid graphs can be recognized in $\mathcal{O}\left(n^{2}\right)$ time. Trapezoid graphs were applied in various contexts such as VLSI design [37] and bioinformatics [3]. Also, trapezoid and circle graphs are incomparable: the
trapezoid graph of Figure 1.3 is not a circle graph, while the circle graph of Figure 1.2 is not a trapezoid graph.


Figure 1.3: An example of a permutation graph with its corresponding intersection model.
Recall that the way permutation graphs were generalized to circular graphs is by placing the ends of the segments in a circle (as chords) instead of placing the ends of the segments in two parallel lines. The same approach is used to generalize trapezoidal graphs and thus introducing polygon circle graphs.

More precisely, a polygon circle graph is the intersection graph of convex polygons of $k$ sides, all of whose vertices lie on a circle. In this case we refer to a $k$-polygon circle graphs. In Figure 1.4 we show an example of a 3-polygon circle graph. Both trapezoid graphs and circle graphs are proper subclasses of polygon circle graphs. Note that the polygon circle graph of Figure 1.4 is neither a trapezoid graph nor a circle graph.


Figure 1.4: An example of a 3-polygon circle graph with its corresponding intersection model.
The problem of recognizing whether a graph is a $k$-polygon circle graphs, for any $k \geq$ 3, is NP-complete [133]. Nevertheless, many NP-complete problems have polynomial time algorithms when restricted to polygon circle graphs [66, 67]. In an unpublished result, M. Fellows proved that the class of polygon circle graphs is closed under taking induced minors.

There is another natural generalization of interval graphs, which is based on the dimension. More precisely, since interval graphs are defined in one dimension (in the real line), they can be generalized to two (or more) dimensions. But this generalization is neither unique nor straightforward. For instance, intervals may be generalized to rectangles or they may be generalized to disks or squares.

In the particular case of unit interval graphs (intervals graphs where all the segments have the same size), these fixed-size intervals are typically generalized either to unit disks (if we consider the Euclidean norm), or to unit squares (if we consider the Manhattan norm). Unit disks and unit square are particularly relevant in the context of wireless networking, where servers are modeled as points in the plane and the range of wireless transmission is assumed to be constant [31, 123].

Many graph problems which are NP-complete become tractable when the input is restricted to unit disk graphs. For example, finding a maximum clique can be solved in polynomial time for unit disk graphs [30]. On the other hand, Breu and Kirkpatrick showed that the recognition of unit disk graphs is NP-hard [22]. Regrettably, is not known whether the recognition of unit disk graphs is in NP. A naive certificate for the recognition problem would be the coordinates of the centers of the corresponding disks. Nevertheless, in some cases, the number of bits required to represent these coordinates is far too big. In fact, McDiramid and Müller showed in [120] the existence of a family of unit disk graphs on $n$ vertices for which, in any realization, the center of at least one disk must be encoded with $2^{2^{\mathcal{O}(n)}}$ bits.

Going from unit disks graphs to unit square graphs removes geometric intricacies and tends to simplify the structure of graphs and its representation maintaining several key aspects.A unit-square graph corresponds to the intersection model of a set of squares in the plane, all of the same size. See Figure 4.1 for an example.


Figure 1.5: An example of a unit square graph with its corresponding intersection model.

The recognition of unit square graphs is also NP-hard. The proof is a simple adaptation of the one given by Breu and Kirkpatrick for unit disk graphs [22]. Nevertheless, in the case of unit square graphs, in contrast with unit disk graphs, the recognition problem is known to be in NP. In fact, in [127] the authors prove that any unit square graph can be represented with all the centers of the squares specified by rational coordinates of at most $\mathcal{O}(\log (n))$ bits. Hence, the recognition of unit square graphs is indeed NP-complete.

Just as it happens with unit disk graphs, restricting the input to unit square graphs often simplifies many graph problems, allowing the existence of efficient algorithms. For instance, Neuen proved that the graph isomorphism problem for unit square graphs can be solved in polynomial time [130].

This motivation takes us in this work to study and design distributed algorithms to verify if a given graph $G=(V, E)$ is some of these geometric graphs. Formally, we are interested in recognize the following distributed algorithms

Permutation-Recognition $=\{\langle G$, id $\rangle$ s.t. $G$ is a permutation graph $\}$.
Trapezoid-Recognition $=\{\langle G$, id $\rangle$ s.t. $G$ is a trapezoid graph $\}$.
Circle-Recognition $=\{\langle G$, id $\rangle$ s.t. $G$ is a cicle graph $\}$.
$k$-Polygon-Circle-Recognition $=\{\langle G$, id $\rangle$ s.t. $G$ is a $k$-polygon-circle graph $\}$.
Unit-Square-Recognition $=\{\langle G$, id $\rangle$ s.t. $G$ is a unit-square graph $\}$.
The five graph classes studied in this work are hereditary. A graph class is hereditary it is closed under induced subgraphs.

### 1.3 Toolbox

In our results we use some previously defined and studied protocols as subroutines. In some cases, we consider protocols that solve problems which are more general than just decision problems (as, for instance, the construction of a spanning tree).

But before describing these distributed problems, we present a result regarding density of prime numbers, which is necessary to allow us describe more compact protocols in the distributed interactive setting.

Theorem 1.3 (Bertrand's Postulate) For any integer $n$ bigger than 1, there exists a prime number $p$ such that $n \leq p \leq 2 n$.

Also, in some protocols we want to shrink the proof-size, and in order to do that, we use hash functions to compact the messages interchanges in a way collision occurs with very small probability.

Theorem 1.4 Let $m, p \in \mathbb{N}$, where $p$ is prime. There exists a family of functions $h:\{0,1\}^{m} \rightarrow \mathbb{Z}_{p}$ of size $|\mathcal{H}|=p$ such that for $x, y \in\{0,1\}^{m}$, we have the following properties.
(1) Linearity: $h(x+y)=h(x)+h(y) \bmod p$.
(2) Small collision probability: If $x \neq y$, then

$$
\mathbb{P}_{h \in \mathcal{H}}(h(x)=h(y)) \leq \frac{m}{p}
$$

### 1.3.1 Spanning Tree and Related Problems

The construction of a spanning tree is an important building block for several protocols in the PLS model. Given a network configuration $\langle G, i d\rangle$, the Spanning-Tree problem asks to construct a spanning tree $T$ of $G$, where each node has to end up knowing which of its incident edges belong to $T$.

Proposition 1.5 There is a 1-round protocol for Spanning-Tree with certificates of size $\mathcal{O}(\log n)$.

The following Protocol allows the nodes, helped by Merlin, to construct a valid spanning tree.

Protocol 1.6 First, Merlin gives to each node $v \in V$ the following information

- The root's identifier $r \in V$ of the spanning tree.
- The identifier $p_{v}$ of it's father in the tree.
- Its distance $d(v)$ and the distance of its father $d\left(p_{v}\right)$ to the root $r$.

Then, in the verification round, each node $v \in V$ verifies

- All of them receives the same root $r \in V$.
- Its father $p(v)$ is its neighbor.
- If $d\left(p_{v}\right)=k$, then $d(v)=k+1$.

Each node accepts only if the three conditions are satisfied. If not, rejects.
Now we analyze the Correctness and Soundness of the Protocol.
Correctness. An honest prover provides an unique root and the correct distances in the three so all nodes accept.

Soundness. If Merlin gives two or more different roots, then the nodes reject because there are two neighbors $u, v$ with different root node. If the three given by Merlin forms a cycle, then there exist two nodes such that $u$ is father of $v$ but $d(v)<d(v)$, then $v$ rejects. Then the three constructed by Merlin has to be correct and thus the distance too.

Proof-size analysis. The identifiers of the node can be encoded in $\mathcal{O}(\log n)$ and the maximum distance in a $n$-node graph between two nodes is $n-1$, thus the distances $d(v)$ can also be encoded in $\mathcal{O}(\log n)$.

From the protocol of Proposition 1.5 it is easy to construct another one for problem Size, where the nodes, given the input graph $G=(V, E)$, have to verify the precise value of $|V|$ (recall we are assuming the nodes are only aware of a polynomial upper bound on $n=|V|$ ).

Proposition 1.7 [104] There is a 1-round protocol for Size with certificates of size $\mathcal{O}(\log n)$.

Protocol 1.8 In the first round, Merlin gives to each node $v \in V$ a certificate with the following information

- The information needed according to Protocol 1.6 to construct a valid spanning tree $T$
- The number of nodes $c_{v}$ in $T_{v}$, the T-subtree rooted in $v$.

Then, in the verification round each node $v \in V$ validate that the spanning tree constructed is correct according to verification round of Protocol 1.6 and that

$$
c_{v}=1+\sum_{\substack{\omega \text { children } \\ \text { of } v}} c_{\omega}
$$

. The root $r$ of the tree also checks that $c_{r}=n$. If the verification goes well then the node accepts and if one of them fails, reject.

Finally, for two fixed nodes $s, t \in V$, problem $s, t$ - Path is defined in the usual way: given a network configuration $\langle G, \mathrm{id}\rangle$, the output is a path $P$ that goes from $s$ to $t$. In other words, each node must end up knowing whether it belongs to $P$ or not; and, if it belongs to the path, it has to know which of its neighbors are its predecessor and successor in $P$.

Proposition 1.9 [104] There is a 1-round protocol for $s, t$ - Path with certificates of size $\mathcal{O}(\log n)$.

### 1.3.2 Problems Equality and Permutation

A second important building block to be used in interactive protocols, is a protocol to solve problem Equality, which it is defined as follows. Given $G$ a connected $n$-node graph, each node $v$ receives a pair of lists $\left\{a_{v}^{i}\right\}_{i \in[\ell]}$ and $\left\{b_{v}^{i}\right\}_{i \in[\ell]}$, with $\ell<n$ and each value $a_{v}^{i}$, $b_{v}^{i}$ can be encoded with $\mathcal{O}(\log (n))$ bits. The problem Equality consists of verifying whether the multi-sets $\mathcal{A}=\left\{a_{v}^{i}: v \in V, i \in[[\ell]]\right\}$ and $\mathcal{B}=\left\{b_{v}^{i}: v \in V, 1 \in[\ell]\right\}$ are equal.

Proposition 1.10 [128] Problem Equality belongs to dAM ${ }_{1 / 3}[\log n]$.

Protocol 1.11 The following two-round protocol resolves Equality using $\mathcal{O}(\log n)$ bits.
Given a value $a$ which representation has $c \log n$ bits can thought as a member of a finite field $\mathbb{F}_{q}$ with $n^{c+3} \leq q \leq 2 n^{c+3}$. Now, given the multi-sets $\mathcal{A}$ and $\mathcal{B}$, we define the polynomials $p_{\mathcal{A}}(x)$ and $p_{\mathcal{B}}(x)$ as follow

$$
p_{\mathcal{A}}(x)=\prod_{a \in \mathcal{A}}(a-x), \quad p_{\mathcal{B}}(x)=\prod_{b \in \mathcal{B}}(b-x)
$$

Since $\mathcal{A}$ and $\mathcal{B}$ have at most $\ell \cdot n$ elements, $p_{\mathcal{A}}(x)$ and $p_{\mathcal{B}}(x)$ are polynomial of degree at most $\ell \cdot n \leq n^{2}$. Whit this, $p_{\mathcal{A}}$ and $p_{\mathcal{B}}$ can coincide in at most $n^{2}$ points (unless they are equal).

Then, if $\mathcal{A} \neq \mathcal{B}$, by taking an element $s \in \mathbb{F}_{q}$ uniformly at random, the probability that $p_{\mathcal{A}}(s)=p_{\mathcal{B}}(s)$ is at most $\frac{1}{n}$.

As the nodes don't have shared randomness, we simulate in the following way.
In the first round, each node $u$ sample $s_{u}$ at random, along with a random number $\alpha_{u} \in\left[n^{2}\right]$ and sends them to Merlin.

Now, in the second round, Merlin first answer a pair $(s, \alpha)$ supposed to be a pair $\left(s_{u}, \alpha_{u}\right)$ send it by a node with minimal $\alpha_{u}$. Also, sends the information needed according to protocol 1.6 to construct a valid spanning tree with root $u^{*}$. Finally, the prover sends each to node $u$ the evaluation in the value $x=s$ of the polynomials on the subtree $T_{u}$,

$$
A_{u}^{s}=\prod_{\omega \in T_{u}, i \in[\ell]}\left(s-a_{\omega, i}\right), \quad B_{u}^{s}=\prod_{\omega \in T_{u}, i \in[\ell]}\left(s-b_{\omega, i}\right)
$$

Finally, in the verification round the nodes verify

1. The correctness of the spanning tree given by Merlin according to Protocol 1.6.
2. The existence of a node $v$ that sent $\left(s, \alpha_{s}\right)$ and the correctness of $\alpha_{s}$.
3. Considering $C_{v}$ to be the set of children of $v$ at $T$, it holds that

$$
A_{u}^{s}=\prod_{\omega \in C_{v}} A_{\omega}^{s} \times \prod_{i \in[\ell]}\left(a_{v}^{i}-s\right), \quad B_{u}^{s}=\prod_{\omega \in C_{v}} B_{\omega}^{s} \times \prod_{i \in[\ell]}\left(b_{v}^{i}-s\right)
$$

If $C_{v}=\emptyset\left(v\right.$ is a leaf) then simply verifies $A_{u}^{s}=\prod_{i \in[\ell]}\left(a_{v}^{i}-s\right)$ and $B_{u}^{s}=\prod_{i \in[\ell]}\left(b_{v}^{i}-s\right)$.
4. If $v=u *$ is the root of the spanning tree, then also check that $A_{u^{*}}^{s}=B_{u^{*}}^{s}$.

If the above is verify, then the node accepts. Else, rejects.

- Correctness. The protocol succeeds as long as $\alpha_{s}$ is uniquely minimal value. However, it is easy to see that $\mathbb{P}\left(\exists i \neq j: \alpha_{i}=\alpha_{j}\right) \leq \frac{1}{n}$. Thus, w.l.o.g. we assume all $\alpha_{i}^{\prime}$ 's are different.

If $\mathcal{A}=\mathcal{B}$ as multisets, then for any $s \in \mathbb{F}_{q}$ it holds that $p_{\mathcal{A}}(s)=p_{\mathcal{B}}(s)$. So for any tree $T$ with root $u^{*}$ and any value $s \in \mathbb{F}_{q}$ it holds that $A_{u^{*}}^{s}=B_{u^{*}}^{s}$.
For this, if $\mathcal{A}=\mathcal{B}$, an honest prover just has to send the correct information which needs to deliver and then all the nodes accept with probability $\geq \frac{1}{3}$.

- Soundness. Assume that $\mathcal{A} \neq \mathcal{B}$. Suppose that $p_{\mathcal{A}}(s) \neq p_{\mathcal{B}}(s)$. In order for the prover to cheat, it must gives to the root $u^{*}$ values $\hat{A}_{u^{*}}^{s}, \hat{B}_{u^{*}}^{s}$ such that $\hat{A}_{u^{*}}^{s} \neq p_{\mathcal{A}}(s)$ or $\hat{B}_{u^{*}}^{s} \neq p_{\mathcal{B}}(s)$, since otherwise $u^{*}$ verifies that $p_{\mathcal{A}}(s) \neq p_{\mathcal{B}}(s)$ and it rejects. However, since the root $r$ performs a local verification of that values with its neighbors in the tree, it must hold that the prover gaves wrong values to one of its children as well, lets say this child is $u$. This argument continues with one of the children of $u$ and then, iterating the argument, it must hold that a leaf of the tree receives a wrong value by Merlin, and this leaf can verify locally and output rejects because it checks that one equality of 3 . of the verification round doesn't hold.
Then, we bound the probability that two products collide. Consider the polynomial $f(x)=p_{\mathcal{A}}(s)-p_{\mathcal{B}}(s)$, which has degree at most $n$ over the field $\mathbb{F}$.

Claim $1.12 f$ is not the zero polynomial.
Proof. Remember we know that $\mathcal{A} \neq \mathcal{B}$. Suppose there exists an element $z \in \mathcal{A} \backslash \mathcal{B}$. Then, we get that $p_{\mathcal{A}}(z)=0$ and $p_{\downarrow}(z) \neq 0$, therefore $f(z) \neq 0$ and thus $f$ is not the zero polynomial. The same argument holds if $z \in \mathcal{B} \backslash \mathcal{A}$. Since $\mathcal{A}$ and $\mathcal{B}$ are multisets, there is a third possibility that the multisets share the same elements only with different multiplicities. Let $C=\mathcal{A} \cap \mathcal{B}$ and define

$$
g(x)=f(x) / \prod_{c \in \mathcal{C}}(c-x)
$$

It is enough to show that $g$ is not the zero function. Define $\mathcal{A}^{\prime}=\mathcal{A} \backslash \mathcal{C}$ and $\mathcal{B}^{\prime}=\mathcal{B} \backslash \mathcal{C}$. We know for these subsets that there must be an element that is in one set and not in other. Assume without loss of generality that there exists an element $z \in \mathcal{A}^{\prime} \backslash \mathcal{B}^{\prime}$. Since $z \notin \mathcal{C}$ we get that $g(z) \neq 0$ and therefore $f$ is not the zero polynomial.
The polynomial $f$ has at most $n \ell \leq n^{2}$ roots and since the field $\mathcal{F}$ is of size $n^{c+3}$ we get that

$$
\mathbb{P}_{r}\left[p_{\mathcal{A}}(s)=p_{\mathcal{B}}(s)\right]=\mathbb{P}_{r}[f(s)=0] \leq \frac{n \ell}{n^{c+3}} \leq \frac{1}{n}
$$

And then, for $n \geq 3$ we have that the probability of a collision between $p_{\mathcal{A}}(s)$ and $p_{\mathcal{B}}(s)$, and thus the probability of have all the nodes answering accept, is less than $\frac{1}{3}$.

Proof-size analysis. Construct a valid spanning three can be done with a proof-size of $\mathcal{O}(\log n)$ bits. The computation of $A_{u}^{s}$ and $B_{u}^{s}$ can be done with the local messages $\left\{a_{\omega, i}\right\}_{\omega \in N(v), i \in[\ell]}$, and as $\ell$ is fixed, every node just share its values $\left\{a_{u}^{i}\right\}_{i \in \ell}$ with its neighbors, which can be done with $\mathcal{O}(\log n)$ bits. Then, the overall messages shared have a size of $\mathcal{O}(\log n)$.

A closely related problem is Permutation, where a graph $G=([n], E)$ receives some function $\pi$ by an external entity, and the nodes must verify whether $\pi$ is indeed a permutation (a bijective function from $[n]$ to $[n]$ ). Note that the input is given in a distributed way, by given $\pi(v)$ to each node $v \in V$. Using the protocol for EQUALITY as subroutine, it is possible to solve Permutation with proof-size $\mathcal{O}(\log n)$.

Proposition 1.13 [128] Problem Permutation belongs to $\mathrm{dMAM}_{1 / 3}[\log n]$.

Protocol 1.14 The following three-round protocol resolves Permutation.
In the first round, Merlin sends to each node $i$ its image $\pi(i)$ and a value $y_{i}$ supposed to be equal to $\pi(i+1 \bmod p)$. Also gives them the number of nodes $n$.

In the second and third round the nodes and Merlin interacts according to Protocol 1.11 to verify if $\mathcal{A}=\{\pi(i): i \in[n]\}$ and $\mathcal{B}=\left\{y_{i}: i \in[n]\right\}$ are equal as multi-sets.

In the verification round the nodes interact according to Protocol 1.11 and verifies the number node $n$ is correct according to verification round of Protocol 1.8.

The Completeness and Soundness of Protocol 1.14 is inherited by Protocol 1.8 and Protocol 1.11.

## Chapter 2

## Proof Labeling Schemes

In this chapter we give PLS to recognize the class of permutation and trapezoid graphs. Both classes are studied in similar way. First, we give some characterization of the class nice to work in a distributed setting, and then, using as main tool this characterizations, we give a PLS to recognize each class.

### 2.1 Permutation Graphs

We begin this section with a characterization of permutation graphs. Then, we use this characterization to prove the existence of a PLS solving the problem of recognize Permutation Graphs.

Given $\pi \in S_{n}$, we say that a pair $i, j \in[n]$ is an inversion under $\pi$ if

$$
(i-j)(\pi(i)-\pi(j))<0
$$

The definition of a permutation graph can be restated as follows (see [20]).
Definition 2.1 A graph $G=([n], E)$ is a permutation graph if there exists a permutation $\pi \in S_{n}$ such that for every $i, j \in[n]$, the pair $\{i, j\}$ is an edge of $G$, if and only $i, j$ is an inversion under $\pi$.
In such a case we say that $\pi$ is a proper permutation model of $G$.
Let us fix a graph $G=([n], E)$. In order to verify if $G$ is a permutation graph, the PLS proposed later has to be able of recognize if, given a permutation $\pi \in S_{n}$, it is satisfied Definition 2.1. This means that, (c1) if two nodes are neighbors, they have to form an inversion, and (c2) no-adjacent nodes don't have to form an inversion under $\pi$. Since nodes only receive local information from their neighbors, the most complicated part of the protocol is verify ( c 2 ), because two non adjacent nodes $i, j$ can form an inversion but they can be faraway in graph distance.

To avoid heavy notation in order to work with (c2), we define a weaker notion of permutation model for a graph.

Definition 2.2 Given a graph $G=([n], E)$, we say that a permutation $\pi \in S_{n}$ is a semi-proper permutation model of $G$ if $\pi$ satisfies that for every pair $i, j \in[n]$, if $\{i, j\}$ is an edge of $G$ then $i, j$ is an inversion under $\pi$.

Thus, a semi-proper permutation model only satisfied (c1), but no necessary (c2).
The following proposition and lemma characterize permutation graphs.

Proposition 2.3 Let $G=([n], E)$ be a permutation graph, $\pi$ a proper permutation model and let $\{i, j\} \in E$ such that $i<j$. The following two conditions holds

1. All values $s \in[\pi(j)+1, \pi(i)-1]_{\mathbb{N}}$ satisfy that $s=\pi(k)$, for some node $k$ that is neighbor of $i$ or $j$.
2. All values $h \in[i+1, j-1]_{\mathbb{N}}$ are neighbors of $i$ or $j$.

Proof. First, let $s \in[\pi(j)+1, \pi(i)-1]_{\mathbb{N}}$. As $\pi$ is a permutation, exists $k \in[n]$ such that $\pi(k)=s$. If $k$ is no neighbor of $i$, then $k<i$, but then, as $i<j$ it also holds that $k<j$, so the pair $j, k$ is an inversion under $\pi$ and as $\pi$ is a proper permutation model of $G$, then $\{k, j\} \in E$. This prove 1., and the proof for 2 . is analogous.

We denote $N_{G}^{+}(i)$ and $N_{G}^{-}(i)$ the sets of neighbors of node $i$ with, respectively, higher and fewer identifiers than $i$. Formally,

$$
\begin{aligned}
& N_{G}^{+}(i)=\left\{j \in N_{G}(i): j>i\right\} \\
& N_{G}^{-}(i)=\left\{j \in N_{G}(i): j<i\right\}
\end{aligned}
$$

We also denote by $d^{+}(i)$ and $d^{-}(i)$ the number of neighbors of $i$ with, respectively, higher and lower identifiers than $i$. Formally, $d^{+}(i)=\left|N_{G}^{+}(i)\right|$ and $d^{-}(i)=\left|N_{G}^{-}(i)\right|$. From previous definition is direct that $\left|N_{G}(i)\right|=d^{+}(i)+d^{-}(i)$.

Remark 2.4 Remember that we are only considering undirected graphs, so the notation $N^{+}(i), N^{-}(i), d^{+}(i)$ and $d^{-}(i)$ must not be confused with the in/out neighborhood or degrees used for directed graphs.

With this, we are ready to give a characterization of permutation graphs in terms of local conditions satisfied by the nodes.

Lemma 2.5 Let $G=([n], E)$ be a graph and let $\pi$ be a semi-proper permutation model of $G$. Then $\pi$ is a proper permutation model of $G$ if and only if, for every $i \in[n]$,

$$
i+d^{+}(i)=\pi(i)+d^{-}(i)
$$

Proof. Suppose first that $G$ is a permutation graph and $\pi$ is a proper permutation model for $G$. Given a node $i \in[n]$, observe that all neighbors $j \in N^{+}(i)$ satisfy $0 \leq \pi(j)<\pi(i)$. Otherwise, $(i, j)$ would not be an inversion under $\pi$. Analogously, if $j \in N^{-}(i)$ then $\pi(i)<$ $\pi(j) \leq n$. Hence, the pre-images of $\{1,2, \ldots, \pi(i)-1\}$ under $\pi$ are the nodes in $N^{+}(i)$ and
nodes in $[i-1] \backslash N^{-}(i)$. Therefore, $\pi(i)-1=d^{+}(i)+(i-1)-d^{-}(i)$, from which the equality $i+d^{+}(i)=\pi(i)+d^{-}(i)$ is deduced.

Let us suppose that $G$ is not a permutation graph. We show the existence of a node $i^{*} \in[n]$ such that $i^{*}+d^{+}\left(i^{*}\right) \neq \pi\left(i^{*}\right)+d^{-}\left(i^{*}\right)$. Remember that we are assuming that $\pi$ is a semi-proper permutation model for $G$. Then, we have that necessarily there exists a pair $\{i, j\} \notin E$ such that $i, j$ is an inversion under $\pi$. For a node $i \in[n]$, let us denote by $a^{-}(i)$ and $a^{+}(i)$ the number of nodes with, respectively, fewer and larger identifier than $i$, forming an inversion with $i$, but that are not adjacent to $i$. Formally:

$$
\begin{aligned}
& a^{+}(i)=\mid\{j \in\{i+1, \ldots, n\}:\{i, j\} \notin E \text { and }\{i, j\} \text { form an inversion under } \pi\} \mid \\
& a^{-}(i)=\mid\{j \in\{1, \ldots, i-1\}:\{i, j\} \notin E \text { and }\{i, j\} \text { form an inversion under } \pi\} \mid
\end{aligned}
$$

The pre-images of the set $\{1, \ldots, \pi(i)-1\}$ under $\pi$ are: The $d^{+}(i)$ neighbors higher than $i$ (because the nodes in $N^{+}(i)$ form an inversion with $i$, as $\pi$ is semi-proper); the $a^{+}(i)$ nodes that are not neighbors of $i$ but form an inversion with $i$; and the nodes in set $\{1, \ldots, i-1\}$ that do not form a inversion with $i$, which are exactly $(i-1)-\left(d^{-}(i)+n^{-}(i)\right)$, then we have that $\pi(i)-1=d^{+}(i)+a^{+}(i)+(i-1)-\left(a^{-}(i)+d^{-}(i)\right)$, from which it is concluded that

$$
i+d^{+}(i) \neq \pi(i)+d^{-}(i) \Longleftrightarrow a^{-}(i) \neq a^{+}(i)
$$

Therefore, we have to show that there exists a node $i$ such that $a^{-}(i) \neq a^{+}(i)$. Let $U \subseteq V$ be the set of nodes forming an inversion with another node that is not its neighbor. Formally

$$
U=\{j \in[n]: \exists k \in\{j, k\} \notin E \text { and }\{j, k\} \text { is a inversion under } \pi\}
$$

Let $i^{*}=\min U$. Then, by definition of $U$ there exists a $k \in[n]$ such that $\left\{i^{*}, k\right\}$ is an inversion under $\pi$ and $\left\{i^{*}, k\right\} \notin E$. Also, since $i^{*}$ is the minimum node in $U$, necessarily $k>i^{*}$. Hence $a^{-}\left(i^{*}\right)=0$ and $a^{+}\left(i^{*}\right) \geq 1$. Therefore $i^{*}$ satisfies the condition $n^{-}(i) \neq n^{+}(i)$ and therefore $i^{*}+d^{+}\left(i^{*}\right) \neq \pi\left(i^{*}\right)+d^{-}\left(i^{*}\right)$.

We are now ready to define our protocol and main result regarding the recognition of permutation graphs.

Theorem 2.6 There is a PLS to recognize Permutation-Recognition with proofsize of $\mathcal{O}(\log n)$ bits.

Sketch of Proof. As commented before, the main idea of the PLS is the following. Merlin gives to each node $v$ its identifier $\ell_{1}(v) \in[n]$ and image $\pi\left(\ell_{1}(v)\right)$ under a supposed proper permutation model $\pi$. The rest of the information given by the prover is to let the nodes verify that effectively conditions (c1) and (c2) are satisfied. In fact, check (c1) for a node $v$ is easy because each neighbor $\omega \in N(v)$ shares with him it values $\ell_{1}(\omega)$ and $\ell_{2}(\omega)$, and then $v$ just has to verify they form and inversion. The main work on this protocol is to verify condition (c2), for which it is necessary for the nodes to verify Merlin effectively gave them a semi-proper permutation model (i.e., $\pi$ is bijective and satisfies Definition 2.2), and then check if equality of Lemma 2.5 is satisfied. If at least one node doesn't satisfy it, then $\pi$ is
not a proper permutation model and the node has to reject. In order to verify that $\pi$ is at least a semi-proper permutation model it is necessary to check that $\pi$ is bijective, and to do that, Merlin gives a path between the nodes with identifier 1 and $n$, and then, if $\pi$ is not bijective, one node of the path rejects because it notices condition of Proposition 2.3 is not satisfied. In the same way the nodes verify if Merlin gave to each node a unique identifier in $[n]$. Also, there are little details to be check, for example, check that Merlin gave them the correct number nodes $n$.

Protocol 2.7 The next is a one round protocol for Permutation-Recognition : The certificate provided by the prover to node $v$ is interpreted as follows:

1. The certification of the number of nodes $n$, according to a protocol for Size.
2. Values $\ell_{1}(v), \ell_{2}(v) \in[n]$, where $\ell_{1}$ and $\ell_{2}$ are injective functions from $V$ to $[n]$. The pair $\left(\ell_{1}(v), \ell_{2}(v)\right)$ is interpreted as a value of a permutation $\pi$ such that $\pi\left(\ell_{1}(v)\right)=\ell_{2}(v)$.
3. Value $p_{v}$ corresponding to the minimum value grater than $\ell_{1}(v)$ that not an image under $\ell_{1}$ of a neighbor of $v$. Formally, $p_{v}=\min \left\{k \in\left\{\ell_{1}(v)+1, \ldots, n\right\}: \forall u \in N(v), k \neq \ell_{1}(u)\right\}$.
4. Value $q_{v}$ corresponding to the minimum value greater that $\ell_{2}(v)$ that is not an image under $\ell_{2}$ of a neighbor of $v$. Formally, $q_{v}=\min \left\{k \in\left\{\ell_{2}(v)+1, \ldots, n\right\}: \forall u \in N(v), k \neq\right.$ $\left.\ell_{2}(u)\right\}$.
5. The certification of a path $P_{\ell}$ between the nodes $u$ and $w$ such that $\ell_{1}(u)=1$ and $\ell_{1}(w)=n$, according to the protocol for $s, t-$ PATH.
6. The certification of a path $P_{\pi}$ between the nodes $u$ and $w$ such that $\ell_{2}(u)=1$ and $\ell_{2}(w)=n$, according to the protocol for $s, t-$ Path.

Then, in the verification round, each node shares with its neighbors their certificates. Using that information each node $v$ can compute $d^{+}(v)$ and $d^{-}(v)$, and check the following conditions:
a. The correctness of the number of nodes $n$ according to the protocol of Size.
b. The correctness of the paths $P_{\pi}$ and $P_{\ell}$ according to the protocol of $s, t-$ Path.
c. The values $\ell_{1}(v), \ell_{2}(v)$ belong to the set $\{1, \ldots, n\}$.
d. Forms an inversion with its neighbors, i.e., $\forall \omega \in N(v),\left(\ell_{1}(v)-\ell_{1}(\omega)\right)\left(\ell_{2}(v)-\ell_{2}(\omega)\right)<0$.
e. The equality $\ell_{1}(v)+d^{+}(v)=\ell_{2}(v)+d^{-}(v)$ holds.
f. For each $\omega \in N(v)$ such that $\ell_{1}(\omega)<p_{\omega}<\ell_{1}(v), p_{\omega}=\ell_{1}(u)$ for some $u \in N(v)$.
g. For each $\omega \in N(v)$ such that $\ell_{2}(\omega)<q_{\omega}<\ell_{2}(v), q_{\omega}=\ell_{2}(u)$ for some $u \in N(v)$.

We now analyze the soundness and completeness of our protocol.

Completeness. Suppose that $G$ is a permutation graph. Then a honest prover chooses $\ell_{1}$ and $\ell_{2}$ such that $\pi:[n] \rightarrow[n]$ defined by $\pi\left(\ell_{1}(v)\right)=\ell_{2}(v)$ is a proper permutation model of $G$. If the prover sends the real value of $n$, the nodes verify condition a according to the completeness of the protocol for Size. Similarly, if the paths $P_{\ell}$ and $P_{\pi}$ are valid, condition b is verified according to the completeness of the protocol for $s, t-\mathrm{Path}$. Once that condition a is verified, then $\mathbf{c}$, $\mathbf{d}$ and e can be verified looking to the certificates in the neighborhood. Finally, the correctness of $p_{v}$ and $q_{v}$ are verified by conditions $\mathbf{f}$ and $\mathbf{g}$, which are satisfied by Proposition 2.3.

Soundness. Suppose $G$ is not a permutation graph. If a dishonest prover provides a false value of $n$, or false paths $P_{\ell}$ or $P_{\pi}$, then at least one node rejects it by soundness of the protocols for Size and $s, t-$ Path, respectively. Then, we can assume that the prover has not cheated on those values.

Suppose that the prover gives a function $\ell_{1}$ such that $\left\{\ell_{1}(v)\right\}_{v \in V} \neq[n]$. If some $\ell_{1}(v)$ is not in the set $[n]$ then $v$ rejects in the verification of condition $\mathbf{b}$. Then, we assume the existence of $j \in[n]$ such that $j \neq \ell_{1}(v)$ for all $v \in V$. As Merlin cannot send an invalid path $P_{\ell}$, necessarily $1<j<n$. Also, by correctness of the path, there exists nodes $u_{1}, u_{2}$ in the path such that $\{u, v\} \in E$ and $\ell_{1}(u)<j<\ell_{1}(v)$. From all possible choices of $u$ and $v$, let us choose the pair such that $\ell_{1}(u)$ is maximum. Now we prove that $v$ fails to check condition f and rejects. Indeed, as no vertex has $j$ as image through $\ell_{1}$, then $p_{u} \leq j$. If $p_{u}=j$, then $v$ fails to check condition f and rejects. Suppose that $p_{u}<j$ and $v$ verifies condition f . Then there must exist $\omega \in N(v)$ such that $p_{u}=\ell_{1}(\omega)<j$, contradicting the choice of $u$. We deduce that if condition f is verified by every node, necessarily $\ell_{1}$ is an injective function from $V$ into $[n]$.

By an analogous argument, we deduce that if condition $g$ is verified by every node, then necessarily $\ell_{2}$ is an injective function from $V$ into $[n]$.

Suppose then that the dishonest prover provides the right value of $n$, as well as injective functions $\ell_{1}$ and $\ell_{2}$. If condition $d$ is verified, then $\pi$ is a semi-proper permutation model of $G$. Then, since $G$ is not a permutation graph, at least one node must fail upon verify condition e by Lemma 2.5.

Proof-size Analysis. The certification for Size and $s, t$-Path has proof-size of $\mathcal{O}(\log n)$ bits, given by Proposition 1.7 and Proposition 1.9. On the other hand, for each $v \in V$, the values $\ell_{1}(v), \ell_{2}(v), q_{v}, p_{v}$ are $\mathcal{O}(\log n)$ as they are numbers in $[n]$. Therefore, overall the total communication is $\mathcal{O}(\log n)$.

### 2.2 Trapezoid Graphs

The protocol for Trapezoid is a sort of generalization of the protocol for permutation graphs. Indeed, for this class we can give an analogous characterization, that later is used to build a compact one-round PLS to recognize Trapezoid graphs.

In a model of a trapezoid graph, there are two parallel lines $\mathcal{L}_{t}$ and $\mathcal{L}_{b}$. We denote these lines as the top and bottom lines, respectively. Each trapezoid has sides contained in each line, and then is defined by four vertices, two in the top line, and two in the bottom line. Formally, each trapezoid $T$ is defined by the set $T=\left\{t_{1}, t_{2}, b_{1}, b_{2}\right\}$, where $t_{1}<t_{2}$ and $b_{1}<b_{2}$, with $t_{1}, t_{2} \in \mathcal{L}_{t}$ and $b_{1}, b_{2} \in \mathcal{L}_{b}$ (see Figure 2.1).


Figure 2.1: Each trapezoid $T$ is defined by the set $T=\left\{b_{1}, b_{2}, t_{1}, t_{2}\right\}$.
The definition of a permutation graph can be restated as follows (see [20])
Definition 2.8 A trapezoid graph $G=(V, E)$ is the intersection graph of a set of trapezoids $\left\{T_{v}\right\}_{v \in V}$ satisfying the following conditions. The vertices of each trapezoid have values in $[2 n]$, two corresponding to the upper line and the other to the bottom line. The vertices defining the set $\left\{T_{v}\right\}_{v \in V}$, are all different, i.e., no pair of trapezoids share vertices.

Therefore, in both the top and the bottom lines, all elements in $[2 n]$ correspond to a vertex of some trapezoid. The trapezoid model in the example of Figure 1.3 satisfies these conditions.

For $v \in V$, we call $\left\{t_{1}(v), t_{2}(v), b_{1}(v), b_{2}(v)\right\}$ the vertices of $T_{v}$. Moreover, we say that $\left\{t_{1}(v), t_{2}(v), b_{1}(v), b_{2}(v)\right\}$ are the vertices of node $v$. In the following, a trapezoid model satisfying these conditions is called a proper trapezoid model for $G$. Given a graph $G=(V, E)$ (that is not necessarily a trapezoid graph), a semi-proper trapezoid model for $G$ is a set of trapezoids $\left\{T_{v}\right\}_{v \in V}$ satisfying previous conditions, such that, for every $\{u, v\} \in E$, the trapezoids $T_{v}$ and $T_{u}$ have nonempty intersection. The difference between a proper and a semi-proper model is that in the first we also ask every pair of non-adjacent edges have non-intersecting trapezoids.

Given a trapezoid graph $G=(V, E)$ and a proper trapezoid model $\left\{T_{v}\right\}_{v \in V}$, we define the following sets for each $v \in V$ :

$$
\begin{aligned}
& F_{t}(v)=\left\{i \in[2 n]: i<t_{1}(v) \text { and } i \in\left\{t_{1}(w), t_{2}(w)\right\}, \text { for some } w \notin N(v)\right\} \\
& F_{b}(v)=\left\{i \in[2 n]: i<b_{1}(v) \text { and } i \in\left\{b_{1}(w), b_{2}(w)\right\}, \text { for some } w \notin N(v)\right\}
\end{aligned}
$$

Intuitively, the set $F_{t}(v)$ has the positions in the upper line to the left of $T_{v}$ which are vertices of a trapezoid $T(\omega)$, with $\omega \notin N(v)$. Analogous to $T_{b}(v)$. We also call $f_{t}(v)=\left|F_{t}(v)\right|$ and $f_{b}(v)=\left|F_{b}(v)\right|$.

Analogous to the previous section, the following Lemmas characterize trapezoid graphs by equalities calculable by the nodes with local information given by their neighbors.

Lemma 2.9 Let $G=(V, E)$ an $n$-connected trapezoid a graph. Then every proper trapezoid model $\left\{T_{v}\right\}_{v \in V}$ of $G$ satisfies for every $v \in V$ :

$$
f_{b}(v)=f_{t}(v)
$$

Proof. Let $\left\{T_{v}\right\}_{v \in V}$ be a proper trapezoid model of $G$. Then, given a node $v \in V$, all the coordinates in $F_{t}(v)$ are vertices of some $w \neq N(v)$. Such trapezoids $T_{w}$ have their two upper vertices in the set $\left\{1, \ldots, t_{1}(v)\right\}$ and their two lower vertices in $\left\{1, \ldots, b_{1}(v)\right\}$, as otherwise $T_{w}$ and $T_{v}$ would intersect. Then, the cardinality of the set $F_{t}(v)$ is equal to the cardinality of the set $F_{b}(v)$, as every position in $\{1, \ldots, 2 n\}$ corresponds to a vertex of some node, so if a position $j<b_{1}(v)$ is not in $F_{b}(v)$, then has to be a vertex of some neighbor of $v$. Analogous for the positions $j<t_{1}(v)$ in the upper line.

Lemma 2.10 Let $G=(V, E)$ be a $n$-node graph that is not a trapezoid graph. Then, for every semi-proper trapezoid model $\left\{T_{v}\right\}_{v \in V}$ of $G$, at least one of the following conditions is true:

1. There exists a node $v \in V$ such that some position in $\left\{b_{1}(v), \ldots, b_{2}(v)\right\}$ or $\left\{t_{1}(v), \ldots, t_{2}(v)\right\}$ is a vertex of $\omega \notin N(v)$.
2. There exists $v \in V$ such that $f_{b}(v) \neq f_{t}(v)$.

## Proof.

Let $G$ be a graph that is not a trapezoid graph and $\left\{T_{v}\right\}_{v \in V}$ a semi-proper trapezoid model. As $G$ is not a permutation graph, by definition necessarily there exist a pair $\{v, \omega\} \notin E$ such that $T_{v} \cap T_{\omega} \neq \emptyset$. We distinguish two possible cases (see Figure 2.2):

- $\left[b_{1}(v), b_{2}(v)\right]_{\mathbb{N}} \cap\left[b_{1}(\omega), b_{2}(\omega)\right]_{\mathbb{N}} \neq \emptyset$ or $\left[t_{1}(v), t_{2}(v)\right]_{\mathbb{N}} \cap\left[t_{1}(\omega), t_{2}(\omega)\right]_{\mathbb{N}} \neq \emptyset$.
- $\left[b_{1}(v), b_{2}(v)\right]_{\mathbb{N}} \cap\left[b_{1}(\omega), b_{2}(\omega)\right]_{\mathbb{N}}=\emptyset$ and $\left[t_{1}(v), t_{2}(v)\right]_{\mathbb{N}} \cap\left[t_{1}(\omega), t_{2}(\omega)\right]_{\mathbb{N}}=\emptyset$.


Figure 2.2: Representation of the two possible intersection cases.

In the first case of Figure 2.2, depicted in left, at least one vertex of a trapezoid is contained in the other. In the case of the right hand, the trapezoids intersect, but they not contain each other vertex.

Clearly if the first case holds, then condition 1 is satisfied. Suppose then that there is no pair $\{v, \omega\} \notin E$ such that $T_{v} \cap T_{\omega} \neq \emptyset$ satisfying the first case. Then necessarily the second case holds. Let $u$ be a node for which there exists a node $\omega \in V \backslash N(u)$ such that $T_{u} \cap T_{w} \neq \emptyset$. For all possible choices of $u$, let us pick the one such that $b_{1}(u)$ is minimum. Then $u$ satisfies the following conditions:
(a) There exists a node $\omega \in V$ such that $\omega \notin N(v)$ and $T_{u} \cap T_{\omega} \neq \emptyset$
(b) All nodes $\omega \in V$ such that $\omega \notin N(v)$ and $T_{u} \cap T_{\omega} \neq \emptyset$ satisfy that $t_{2}(\omega)<t_{1}(u)$ and $b_{2}(u)<b_{1}(\omega)$
(c) None of the positions in $\left\{1, \ldots, b_{1}(u)\right\}$ is occupied by a vertex of a node $\omega$ such that $\{u, \omega\} \notin E$ and $T_{u} \cap T_{\omega} \neq \emptyset$. If not, minimality of $b_{1}(u)$ is contradicted.

Observe that conditions (a) and (b) imply that $f_{t}(u)>0$, while condition (c) implies that $f_{b}(u)=0$. We deduce that condition 2 holds by $u$.

Theorem 2.11 There is a PLS to recognize Trapezoid-Recognition with proofsize of $\mathcal{O}(\log n)$ bits.

Sketch of Proof. The main idea to recognize trapezoid graphs involves Lemma 2.9 and Lemma 2.10 as follow. Merlin gives to each node the vertices in $[2 n]$ at both, lower and upper line, corresponding it's trapezoid in a supposed valid model $\left\{T_{v}\right\}_{v \in V}$. Next, the nodes has to validate at least Merlin didn't cheat giving the same vertex to two different nodes, for which nodes uses Protocol 1.14, and then, they validate if equality of Lemma 2.9 is satisfied (notice that this can be check by a node $v$ only with local information given by its neighbors). If this equality holds, then the node accepts, and if not reject. Later we prove the Completeness and Soundness of the protocol using mainly the results of Lemmas lemma 2.9 and lemma 2.10 because they give us exactly what we want in a distributed algorithm: If a graph $G$ is a trapezoid graph, then Lemma 2.9 says that there exists a proper trapezoid model $\left\{T_{v}\right\}_{v \in V}$ satisfying the conditions of the protocol below, and if $G$ is not a trapezoid graph, then Lemma 2.10 ensures that any semi-proper model of $G$ would satisfied equality of Lemma 2.9 in all nodes.

Protocol 2.12 Given an instance $\langle G=(V, E)$, id $\rangle$, the certificate provided by the prover to node $v \in V$ is interpreted as follows.

1. The certification of the total number of nodes $n$, according to some protocol for Size.
2. The certification of a path $P_{t}$ between the nodes with vertex 1 and $2 n$ in the upper line and a path $P_{b}$ between the nodes with vertex 1 and $n$ in the lower line according to a protocol for $s, t-\mathrm{Path}$.
3. Values $b_{1}(v), b_{2}(v), t_{1}(v), t_{2}(v) \in[2 n]$, such that $b_{1}(v)<b_{2}(v)$ and $t_{1}(v)<t_{2}(v)$, representing the vertices of a trapezoid $T_{v}$.
4. Value $p_{v}$ corresponding to the minimum position in the upper line greater that $t_{1}(v)$ that is not a vertex of a neighbor of $v$.
5. Value $q_{v}$ corresponding minimum position in the lower line grater than $b_{1}(v)$ that is not a vertex of a neighbor of $v$.

Then, in the verification round, each node shares with its neighbors their certificates. Using that information each node $v$ can compute $f_{t}(v)$ and $f_{b}(v)$, and check the following conditions:
a. The correctness of the value of $n$, according to some protocol for SizE.
b. The correctness of the paths $P_{b}$ and $P_{t}$, according to a protocol for $s, t-$ Path.
c. The vertices of the trapezoid of $v$ are in $[2 n]$.
d. $T_{v} \cap T_{\omega} \neq \emptyset$ for all $\omega \in N(v)$.
e. All values in $\left[t_{1}(v)+1, t_{2}(v)-1\right]_{\mathbb{N}}$ and $\left[b_{1}(v)+1, b_{2}(v)-1\right]_{\mathbb{N}}$ are vertex of some neighbor of $v$.
f. $t_{2}(v)<p_{v}$ and $b_{2}(v)<q_{v}$.
g. If $\omega \in N(v)$ and $p_{\omega}<t_{2}(v)$, then $v$ verifies that $p_{\omega}$ is a vertex of some other neighbor.
h. If $\omega \in N(v)$ and $q_{\omega}<b_{2}(v)$, then $v$ verifies that $q_{\omega}$ is a vertex of some other neighbor.
i. $f_{b}(v)=f_{t}(v)$.

Each node accepts if all conditions are satisfied. If not, the node rejects.
We now analyze the soundness and completeness of our protocol.

Completeness. Suppose that $G$ is a trapezoid graph. An honest prover just has to send the real number of nodes $n$, a trapezoid model $\left\{T_{v}\right\}_{v \in V}$ of G and valid paths $P_{b}$ and $P_{t}$ according to the trapezoid model. Then, the nodes verify $\mathbf{a}, \boldsymbol{b}$ by the completeness of the protocols for Size and $s, t-$ Path. Conditions c, $\mathbf{d}, \mathbf{e}, \mathbf{f}, \mathbf{g}$ and $\mathbf{h}$ are verified by the correctness of the model $\left\{T_{v}\right\}_{v \in V}$. Condition i is also verified, by Lemma 2.9.

Soundness. Suppose $G$ is not a trapezoid graph. If a dishonest prover provides a wrong value of $n$, or wrong paths $P_{t}$ or $P_{b}$, then at least one node rejects verifying a or $\mathbf{b}$. Then, we assume that the prover cannot cheat on these values.

Suppose that the prover gives values $\left\{T_{v}\right\}_{v \in V}$ such that $\cup_{v \in V}\left\{t_{1}(v), t_{2}(v)\right\} \neq[2 n]$. If some vertex of a node is not in the set [2n], then that node fails to verify condition cand
rejects. Without loss of generality, we can assume that there exists a $j \in[2 n]$ such that $t_{1}(v), t_{2}(v) \neq j$, for every $v \in V$. If a node $\omega$ satisfies that $t_{1}(\omega)<j<t_{2}(\omega)$, then node $\omega$ fails to verify condition e and rejects. Then $j$ is not contained in any trapezoid. As $P_{t}$ is correct, $j$ must be different than 1 and $2 n$. Also by the correctness of $P_{t}$, there exist a pair of adjacent nodes $u, v \in V$ such that $t_{2}(u)<j<t_{1}(v)$. From all possible choices for $u$ and $v$, we pick the one such that $t_{2}(u)$ is maximum. We claim that $v$ fails to check condition $g$. Since $j$ is not a vertex of any node, then $p_{u} \leq j$. If $v$ verifies condition g , then necessarily $p_{u}<j$. Then, there must exist a node $\omega \in N(v)$ such that $p_{u}=t_{1}(\omega)$. But since we are assuming that $j$ is not contained in any trapezoid, we have that $t_{2}(\omega)<j$, contradicting the choice of $u$.

Therefore, if conditions a-h are verified, we can assume that the nodes are given a semi-proper trapezoid model of $G$. Since we are assuming that $G$ is not a trapezoid graph, by lemma 2.10 we deduce that condition i cannot be satisfied and some node rejects.

Proof-size Analysis. the certification for Size and $s, t-\mathrm{Path}$ have proof-size of $\mathcal{O}(\log n)$ bits, given by proposition 1.7 and proposition 1.9. On the other hand, for each $v \in V$, the values $b_{1}(v), b_{2}(v), t_{1}(v), t_{2}(v), p_{v}, q_{v}$ are $\mathcal{O}(\log n)$ as they are numbers in [2n]. Overall the total communication is $\mathcal{O}(\log n)$.

## Chapter 3

## Distributed Interactive Protocols

Before present the main distributed interactive protocols in the next chapter, we present two distributed problems which we prove to have a compact protocol to solve them. This two problems are no just useful to solve our particular recognition graph protocols, but they have their own value because represents two natural problems that arise in more general distributed problems and we present a distributed interactive solution to them.

### 3.1 Corresponding Order Problem

First we tackle a problem that we call itCorresponding Order, which is defined as follow.
Corresponding order problem. Given a graph $G=([n], E)$ and a number $N \geq n$, each node receives an element $n(i) \in[N]$ and its claimed position $\pi(i)$ in the set $\{n(i)\}_{i \in V}$, how can we recognize the ordering $\{\pi(i)\}_{i \in V}$ with respect to $\{n(i)\}_{i \in V}$ is correct?

Notice that a natural problem in a distributed setting is that nodes are only in interaction with it's neighbors but there are situations when far-away graph nodes need to interact in some way and validate an information. To solve Corresponding Order allows us in a way to solve this because notice that the ordering $\pi$ has no relation with the distance of the nodes in the graph, so if this ordering can be validated, then the nodes would have a natural ordering respect a collection $\{n(i)\}_{i \in V}$ (which may not be permutation) to share and validate information.

Theorem 3.1 Corresponding Order has a $\operatorname{dMAM}_{1 / 3}[\log n+\log N]$ Protocol that solves it. In specific, if $N \in O(n)$, then the Protocol is $\mathrm{dMAM}_{1 / 3}[\log n]$

Protocol 3.2 In the first round, Merlin send to each node $i \in V$ : a pair $(n(i), \pi(i))$ (the number of $[N]$ and the corresponding position $\pi(i))$, a pair $(u(i), \pi(i)+1 \bmod n)(u(i)$ the claimed successor of $n(i)$ in $\left.\{n(i)\}_{i \in V}\right)$, the information needed according to Protocol 1.8 to give the number of nodes $n$, and the information needed according to Protocol 1.6 to
construct a valid spanning tree $T_{r}$ rooted in $r \in V$.
In the following round (including verification round), besides to the explicit information, the nodes shares the information to verify the number of nodes using Protocol 1.8 and that $\{\pi(i)\}_{i \in V}$ is a permutation using Protocol 1.14.

Then, in the second round, each node $v \in V$ sends to Merlin an index $i_{v} \in[|\mathcal{H}|]$ (corresponding to a hash function $h_{i_{v}}$ ).

In the Last round, Merlin sends to each node $i \in[n]$.

- The index $i_{r}$ sent by the root in the previous round.
- The following vectors

$$
\begin{aligned}
& \overline{h_{i}}=\sum_{k \in T_{r}[i]} h_{i_{r}}\left(e_{k}\right) \\
& \overline{g_{i}^{a}}=\sum_{k \in T_{r}[i]} h_{i_{r}}\left(e_{k}^{\prime}\right)
\end{aligned}
$$

Where $T_{r}[i]=T_{r}(i) \cup\{i\}$ and $T_{r}(i)$ are the children of $i$ in the tree $T_{r}$.
The vectors $e_{k}, e_{k}^{\prime} \in\{0,1\}^{n \log N}$ have $n$ blocks of sizes $\log N$ each one. Both vectors $e_{k}, e_{k}^{\prime}$ have only one block distinct of $0^{\log N}$, with the value $|n(i)|_{2}$ in the $\pi(k)$ th block and $u(k)$ in the $\left(\pi(k)+{ }_{n} 1\right)$ th block, respectively, padding with $0^{\prime} s$ if necessary.

In the Verification Round, first, each node verifies that $\{\pi(i)\}_{i \in V}$ is a permutation in accordance of Protocol 1.14 and the correctness of the spanning tree running the verification round of Protocol 1.6. If it passes these verification, then it continues. Else, it rejects.

In addition, each node $i \in[n]$ verifies the correctness of the hash values checking that

$$
\begin{align*}
& \overline{h_{i}}=h_{i_{r}}\left(e_{i}\right)+\sum_{j \in T_{r}(i)} \overline{h_{j}}  \tag{3.1}\\
& \overline{h_{i}^{a}}=h_{i_{r}}\left(e_{i}^{\prime}\right)+\sum_{j \in T_{r}(i)} \overline{h_{j}^{a}} \tag{3.2}
\end{align*}
$$

Finally, each node $i \neq r$ ACCEPT iff equalities 3.1 and 3.2 hold and the successor $u(i)$ given by Merlin is bigger than $n(i)$. The root, in order to accept has to verify in addition that $h_{i}=h_{i}^{a}$.

We analyze the correctness of the above protocol.
Correctness. If the ordering $\{\pi(i)\}_{i \in[n]}$ is correct respect $\{n(i)\}_{i \in[n]}$, then Merlin just has to send the real successor $u(i)$ of each node and a real information to construct a spanning tree and the hash values $h_{i} n h_{i}^{a}$. Then, with this information the nodes verify $\{\pi(i)\}_{i \in[n]}=[n]$ and then, each node $i \neq r$ verifies the correctness of the hash values, and the following vectors are equal

$$
\begin{aligned}
e & =\sum_{i \in[n]} e_{i} \\
e^{\prime} & =\sum_{i \in[n]} e_{i}^{\prime}
\end{aligned}
$$

So, by linearity of $h_{i_{r}}$, we have $\overline{h_{r}}=\overline{h_{r}^{a}}$ and then, the root ACCEPTS.
Soundness. If $\{\pi(i)\}_{i \in[n]}$ is not the correct order of $\{n(i)\}_{i \in[n]}$, then

$$
\begin{equation*}
\exists i, j \in[n], n(i)<n(j) \text { and } \pi(i)>\pi(j) \tag{3.3}
\end{equation*}
$$

If the information sent by Merlin passes the verification of:

- $\{\pi(i)\}_{i \in[n]}=[n]$.
- The correctness of the spanning tree.

Suppose the root $r$ accept, then $h_{r}=h_{r}^{a}$, and by Theorem 1.4, with probability $\frac{1}{n^{c}}$ we have that $e=e_{p}$.

If $e=e_{p}$, Merlin gave to each node a valid successor $u(i) \in\{n(i)\}_{i \in[n]}$ such that there exists a node $j \in[n]$ to which Merlin gives the pair $(u(i), \pi(i)+1 \bmod n)$.

Then, by (3.3), there exists a pair of nodes $u, v$ such that $\pi(u)=\pi(v)+1$ and $n(u)<n(v)$ (if not, vector $e$ is increasing and this contradict 3.3), so $v$ checks that the predecessor given by Merlin is higher than $n(v)$ and then $v$ rejects.

That is, if $\{\pi(i)\}_{i \in[n]}$ is not the correct order of $\{n(i)\}_{i \in[n]}$, with probability $\geq 1-\frac{1}{n^{c}}$ a node REJECTS to every input given by Merlin.

Proof-size Analysis. The proof-size needed to construct a valid spanning tree and check the number-node $n$ can be done with $\mathcal{O}(\log n)$ bits by Protocols 1.6 and 1.8 , respectively. Also, by Theorem 1.4, $|\mathcal{H}|$ has size $p$ and we take $p$ to be polynomial on $n$, so the size of $|\mathcal{H}|$ is polynomial in $n$ and then encode $j \in[|\mathcal{H}|]$ can be done in $\mathcal{O}(\log n)$. Finally, $h_{i}$ and $h_{i}^{a} \in\{0, \ldots, p-1\}$ also are encoded in $\left.\mathcal{O}(] \log n\right)$. Overall, the proof-size is of $\mathcal{O}(\log n)$ bits.

Notice that Corresponding Order protocol can be extended to verify any total order $\preccurlyeq$ in $\mathbb{R}^{k}$ ( $k$ fixed) which defines a order $\pi: V \rightarrow[n]$ to the nodes, according to some collection of labels $\{\ell(v)\}_{v \in V}$ with $\ell(v) \in \mathbb{R}^{k}$ (i.e., $\pi(v)<\pi(\omega)$ iff $\ell(v) \preccurlyeq \ell(\omega)$ ). Just it is necessary to replace $c(v)$ by $\ell(v)$ and use a hash function in $\mathcal{H}_{k n^{2}, p}{ }^{1}$, and interact the same way in Protocol 3.2, hashing the vectors $\ell(v)$ in this new hash function. As $k$ is fixed, interchanging $\ell(v)$ still is $\mathcal{O}(\log n)$. We call this more general problem as and it is define as follow in the next section.
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### 3.2 Linear Assignation Problem

Consider the next problem called Linear Assignation: Given a graph $G=(V, E)$, each node receive its position $\pi(v) \in[n]$ according to a total order $\preccurlyeq$ (known by the nodes) and two values $n(v), s(v) \in\{0,1\}^{q}$ for some $q$ constant known $(q \in O(n))$, such that, supposedly, the predecessor $\omega$ of $v$ in the total order receive the value $s(\omega)=n(v)$ and $s(v)=n(z)$, with $z$ the successor of $v$ in the total order. Can the nodes verify correctness of values $n(v)$ and $s(v)$ given to each node? Notice the predecessor/successor in the total order isn't neighbors necessarily.

Theorem 3.3 Linear Assignation problem has a $\mathrm{dAM}_{1 / 3}[\log n]$ algorithm that solves it.

Protocol 3.4 (LAP) In the first round, each node $v$ sends to Merlin a random bit $b_{v} \in[m]$, with $m=\left|\mathcal{H}_{n q, p}\right|$.

In the second round, Merlin sends to each node $v \in V$

- The position $\pi(v)$ according to the total order $\preccurlyeq$.
- The values $n(v)$ and $s(v)$ in $\{0,1\}^{q}$.
- Information to construct a valid spanning tree rooted in $r \in V$.
- The random bit $b_{r}$ chosen by the root $r$ of the spanning tree.
- The following vectors

$$
\begin{aligned}
& \overline{h_{v}^{c}}=\sum_{\omega \in T_{r}[v]} h_{r}\left(e_{\omega}\right) \\
& \overline{h_{v}^{s}}=\sum_{\omega \in T_{r}[v]} h_{r}\left(e_{\omega}^{\prime}\right)
\end{aligned}
$$

Where the vectors $e_{\omega}, e_{\omega}^{\prime} \in\{0,1\}^{n \times q}$ have $n$ blocks of sizes $q$ each one. Both vectors $e_{k}, e_{k}^{\prime}$ have only one block distinct of $0^{q}$, with the value $n(\omega)$ in the $\pi(\omega)$ th block and $s(\omega)$ in the $\left(\pi(\omega)+{ }_{n} 1\right)$ th block, respectively, padding with $0^{\prime} s$ if necessary.

Finally, in the Verification round each node $v \in V$ verifies

- The correctness of the spanning tree according to the verification round of Protocol 1.6.
- the following equalities holds

$$
\begin{aligned}
& \overline{h_{v}^{c}}=h_{r}\left(e_{v}\right)+\sum_{\omega \in T_{r}(v)} \overline{h_{\omega}^{c}} \\
& h_{v}^{s}=h_{r}\left(e_{v}^{\prime}\right)+\sum_{\omega \in T_{r}(v)} \overline{h_{\omega}^{s}}
\end{aligned}
$$

- If $v=r$, it verifies also that $\overline{h_{r}^{c}}=\overline{h_{r}^{s}}$.

If the above conditions are verified by the node, then it accepts. If not, it rejects.

- Completeness. If Merlin send honest information, then by Theorem 1.4, the hashed values $\overline{h_{r}^{c}}$ and $\overline{h_{r}^{s}}$ with probability $\geq \frac{2}{3}$, and with the same probability the rest of nodes verifies the correctness of hashed values on the spanning tree.
- Soundness. The Protocol should reject if

1. The order $\{\pi(v)\}_{v \in V}$ is not right. Equivalently ${ }^{2}$, it should rekect if there exists a value $k \in[n]$ such that $\pi(v) \neq k$ for all $v \in V$.
2. The equalities $s(\omega)=n(v)$ or $s(v)=n(u)$ do not hold for $\omega$ and $u$ the predecessor of $v$, respectively.

In case 1., the $k$-block in $\hat{e}=\sum_{v \in V} e_{v}$ is equal to $0^{q}$, the same $k$-block in $\hat{e^{\prime}}=\sum_{v \in V} e_{v}^{\prime}$ is $0^{q}$ iff there is not a node with position $\pi(\omega)=k+1$. Then block $k+1$ in $\hat{e}$ is $0^{q}$. Iteratively, there is not a node $s$ with position $\pi(s)=n$. But Merlin gives to some node this position. Then, it has to exists a position $\hat{k}$ such that the $\hat{k}$-block equal to $0^{q}$ in $\hat{e}$ but not equal to $0^{q}$ in $\hat{e^{\prime}}$, so $\hat{e} \neq \hat{e^{\prime}}$ and then by Theorem 1.4 the root rejects with probability $\geq \frac{2}{3}$.
In case 2., again denoting $\hat{e}=\sum_{v \in V} e_{v}$ and $\hat{e^{\prime}}=\sum_{v \in V} e_{v}^{\prime}$. It is true that $\overline{h_{r}^{c}} \neq \overline{h_{r}^{s}}$ with probability $\geq \frac{2}{3}$, and then, by construction of the vectors, it is satisfied that $\hat{e} \neq \hat{e}^{\prime}$ because there exists a node $v$ such that $s(\omega) \neq n(v)$ or $s(v) \neq n(u)$ with $\omega$ and $u$ the predecessor/successor of $v$, respectively. For this, $\hat{e}$ and $\hat{e}^{\prime}$ differs in the position $\pi(v)$ or the position $\pi(v)+1$, and then, again by Theorem 1.4, the root rejects with probability $\geq \frac{2}{3}$.
In any case, the Protocol rejects with probability $\geq \frac{2}{3}$.
Proof-size Analysis. All values shared not corresponding to hashed values are $\mathcal{O}(n)$ so can be encoded with $\mathcal{O}(\log n)$ bits. The size $p$ of the hashed values again is chosen such that $p$ is $\mathcal{O}\left(n^{k}\right)$ for some fixed $k \in \mathbb{N}$, so they can also be encoded with $\mathcal{O}(\log n)$ bits.
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## Chapter 4

## Three-round Distributed Interactive Protocols

In this chapter, we study the recognition of Circle-Recognition ,k-Polygon-CircleRecognition and Unit-Square-Recognition in the distributed interactive setting. The need of more rounds is in order to shrink the proof-size needed by the protocols, or to use the protocols described in Chapter 4 in order of validate the correctness of some messages. These messages are related to the same problem presented in Chapter 2, which is that, given the definition of a geometric intersection graph class, it is relatively easy for two adjacent nodes to check if they satisfy the geometric characterization of been neighbors, but it is hard to check if two no-adjacent nodes effectively does not satisfy the condition. The distributed interactive protocols here presented use three round of interaction and have proof-size of $\mathcal{O}(\log n)$ bits.

### 4.1 Circle Graphs

First, we tackle the recognition of Circle-Recognition. Unlike the cases of permutation and trapezoid graphs, for this class we are unable to provide a one-round protocol. Instead, we give a compact three round interactive protocol, which is based in the following characterization of circle graphs (see [20]):

A graph $G=(V, E)$ is a circle graph if and only each node $v \in V$ can be associated to an interval $I_{v}=\left[m_{v}, M_{v}\right] \subseteq \mathbb{R}$ such that:

C1 For each $u, v \in V,\{u, v\} \in E$ then $I_{u} \cap I_{v} \neq \emptyset, I_{u} \nsubseteq I_{v}$ and $I_{v} \nsubseteq I_{u}$.
C2 For each $u, v \in V, I_{u} \cap I_{v} \neq \emptyset, I_{u} \nsubseteq I_{v}$ and $I_{v} \nsubseteq I_{u}$ then $\{u, v\} \in E$.
C3 For each $v \in V, m_{v}, M_{v} \in[2 n]$, and $\left\{m_{v}\right\}_{v \in V} \cup\left\{M_{v}\right\}_{v \in V}=[2 n]$, i.e., for every pair of different nodes $u, v \in V, m_{u} \neq m_{v}$ and $M_{u} \neq M_{v}$.

In words, for every circle graph of size $n$ there is a collection of $n$ intervals with extremes
in [2n] whose extremes do not coincide, and where two nodes are adjacent if and only if their corresponding intervals have nonempty intersection, and one interval is not included in the other. We remark that the later characterization is not an intersection model of a circle graphs, as we ask more than simply the intersection of the objects. Given a graph $G=(V, E)$, a set of intervals $\left\{I_{v}\right\}_{v \in V}$ satisfying conditions C1, C2 and C3 is called a proper model for $G$. A set of intervals satisfying conditions C1 and C3 is called a semi-proper model for $G$.

Let $G=(V, E)$ be a graph, $\left\{\left[m_{v}, M_{v}\right]\right\}_{v \in V}$ be a semi-proper model for $G$, and let $v \in V$. We denote by $n_{m}(v)$ the number of nodes $u \in N(v)$ whose lower limit $m_{u}$ is such that $m_{v} \leq$ $m_{u} \leq M_{v}$ and $M_{u} \notin\left[m_{v}, M_{v}\right]$. Similarly, we denote by $n_{M}(v)$ the number of nodes $u \in N(v)$ such that $m_{v} \leq M_{u} \leq M_{v}$ and $m_{u} \notin\left[m_{v}, M_{v}\right]$. We also denote by $\pi_{m}(v)$ (respectively $\pi_{M}(v)$ ) the position of $m_{v}\left(\right.$ resp. $\left.M_{v}\right)$ respect $\left\{m_{u}\right\}_{u \in V}\left(\right.$ resp. $\left.\left\{M_{u}\right\}_{u \in V}\right)$.

Analogously, for each $v \in V$ we denote $\overline{n_{m}(v)}$ (resp. $\overline{n_{M}(v)}$ the number of nodes $u \notin N(v)$ such that $m_{u} \in\left[m_{v}, M_{v}\right]$ (resp. $M_{u} \in\left[m_{v}, M_{v}\right]$ ).

Lemma 4.1 Let $G=(V, E)$ be a graph, $\left\{\left[m_{v}, M_{v}\right]\right\}_{v \in V}$ be a semi-proper model for $G$ and $\left\{\pi_{m}(v)\right\}_{v \in V},\left\{\pi_{M}(v)\right\}_{v \in V}$ the relative position of $m_{v}$ and $M_{v}$ respect the sets $\left\{m_{v}\right\}_{v \in V}$ and $\left\{M_{v}\right\}_{v \in V}$, respectively, for each $v \in V$. Then $\left\{\left[m_{v}, M_{v}\right]\right\}_{v \in V}$ is a proper model for $G$ if and only if, for every $v \in V$,

$$
2\left(\pi_{M}(v)+\pi_{m}(v)\right)=M_{v}+m_{v}+n_{m}(v)-n_{M}(v)
$$

Proof. Let $v \in V$ be an arbitrary node. Observe that there are $n-\pi_{M}(v)$ nodes $u$ such that $M_{u}>M_{v}$. Then, there are $n-M_{v}+\pi_{M}(v)$ nodes $w$ such that $m_{w}>M_{v}$, because if a position in $\left[M_{v}, 2 n\right]$ is either the lower or upper limit of an interval. Similarly, there are $n-\pi_{m}(v)$ nodes $w$ satisfying $m_{w} \geq m_{v}$, and then $n-m_{v}+\pi_{m}(v)$ nodes $u$ such that $M_{u}>m_{v}$.

Then, in $\left[m_{v}, M_{v}\right.$ ] there are $\pi_{m}(v)+\pi_{M}(v)-m_{v}$ nodes $u$ such that $m_{u} \in\left[m_{v}, M_{v}\right]$ and $M_{v}-\pi_{m}(v)-\pi_{M}(v)$ nodes $w$ such that $M_{w} \in\left[m_{v}, M_{v}\right]$. For each $v \in V$, let us call $S_{s}$ be the set of nodes $z$ such that $\left[m_{z}, M_{z}\right] \subset\left[m_{v}, M_{v}\right]$.

Suppose that $\left\{\left[m_{v}, M_{v}\right]\right\}_{v \in V}$ is a proper model for $G$, and for each $v \in V$. Then, we have that $\overline{n_{m}(v)}=\pi_{m}(v)+\pi_{M}(v)-m_{v}-n_{m}(v)-\left|S_{v}\right|, \overline{n_{M}(v)}=M_{v}-\pi_{m}(v)-\pi_{M}(v)-n_{M}(v)-\left|S_{v}\right|$ and $\overline{n_{M}(v)}=\overline{n_{m}(v)}=0$, because as $\left\{\left[m_{v}, M_{v}\right]\right\}_{v \in V}$ is a proper model, then if $\overline{n_{M}(v)}>0$ or $\overline{n_{m}(v)}>0$ for some $v \in V$, exists $u \notin N(v)$ such that $\left[m_{v}, M_{v}\right] \cap\left[m_{u} \cap M_{u}\right] \neq \emptyset$, which it is a contradiction. We deduce that $\pi_{m}(v)+\pi_{M}(v)-m_{v}-n_{m}(v)=M_{v}-\pi_{m}(v)-\pi_{M}(v)-n_{M}(v)$, from which we deduce $2\left(\pi_{M}(v)+\pi_{m}(v)\right)=M_{v}+m_{v}+n_{M}(v)-n_{m}(v)$.

Suppose now that $\left\{\left[m_{v}, M_{v}\right]\right\}_{v \in V}$ is not a proper model for $G$. Then, there exist a pair of nodes $\{u, v\} \notin E$ such that $\left[m_{u}, M_{u}\right] \cap\left[m_{v} \cap M_{v}\right] \neq \emptyset$ with the intervals not containing each other. From all such pairs, let us pick one such that $m_{v}$ is minimum. Then necessarily there exists $m_{\omega} \in\left[m_{v}, M_{v}\right], M_{\omega}>M_{v}$ and $\{v, \omega\} \notin E$. This implies that $n_{m}(v)+\left|S_{v}\right|<$ $\pi_{m}(v)+\pi_{M}(v)-m_{v}$. On the other hand, the choice of $v$ implies that all nodes such $u$ such that $M_{u} \in\left[m_{v}, M_{v}\right]$ either belong to $N(v)$ or belong to $S_{v}$. Then $n_{M}(v)+\left|S_{v}\right|=$ $M_{v}-\pi_{m}(v)-\pi_{M}(v)$. We deduce that $\overline{n_{m}(v)}>0$ and $\overline{n_{m}(v)}=0$, and then $2\left(\pi_{M}(v)+\pi_{m}(v)\right) \neq$ $M_{v}+m_{v}+n_{M}(v)-n_{m}(v)$.

Now we are ready to give the main result of this section.
Theorem 4.2 Circle-Recognition belongs to dMAM $[\mathcal{O}(\log n)]$.

Protocol 4.3 Consider the Protocols 1.8,1.14 and 3.2 for Size, Permutation and CorreSponding Order, respectively. Given an instance $\langle G$, id $\rangle$, consider the following three-round protocol. In the first round, the prover provides each node $v$ with the following information:

1. The certification of the total number of nodes $n$, according to the protocol for Size.
2. The limits of the interval $I_{v}=\left[m_{v}, M_{v}\right]$, and the values $\pi_{m}(v)$ and $\pi_{M}(v)$.
3. The certification of $\left\{m_{v}\right\}_{v \in V} \cup\left\{M_{v}\right\}_{v \in V}=[2 n]$ according to the protocol for PermuTATION.
4. The certification of the correctness of $\left\{\left(m_{v}, \pi_{m}(v)\right)\right\}_{v \in V}$ according to the protocol for Corresponding Order.
5. The certification of the correctness of $\left\{\left(M_{v}, \pi_{M}(v)\right)\right\}_{v \in V}$ according to the protocol for Corresponding Order.

Then, in the second and third round the nodes perform the remaining interactions of the protocols for Permutation and corresponding order.

In the verification round, the nodes shares all the information given by Merlin and then, each node checks first the correctness of 1-5 according to the verification rounds for Size, Permutation and corresponding order. Then, each node $v$ computes $n_{m}(v)$ and $n_{M}(v)$, and checks the following conditions:
a. For every $u \in N(v), I_{v} \cap I_{u} \neq \emptyset, I_{v} \nsubseteq I_{u}$ and $I_{u} \nsubseteq I_{v}$.
b. $2\left(\pi_{M}(v)+\pi_{m}(v)\right)=M_{v}+m_{v}+n_{M}(v)-n_{m}(v)$.

We now analyze completeness and soundness.

Completeness. Suppose that input graph $G$ is a circle graph. Then Merlin gives a proper model $\left\{\left[m_{v}, M_{v}\right]\right\}_{v \in V}$ for $G$. Merlin also provides the correct orders $\left\{\pi_{m}(v)\right\}_{v \in V}$ and $\left\{\pi_{M}(v)\right\}_{v \in V}$, the correct number of nodes $n$, and the certificates required in the sub-routines. Then, the nodes verify correctness of 1-5 with probability greater than $2 / 3$, by the correctness of the protocols for Size, Permutation and Corresponding Order. Finally, condition $a$ is verified by definition of a proper model, and condition $b$ is verified by Lemma 4.1. We deduce that every node accepts with probability greater than $2 / 3$.

Soundness Suppose now that $G$ is not a circle graph. By the soundness of the protocols for Size, Permutation and Corresponding Order, we know that at least one node
rejects the certificates not satisfying $1-5$, with probability greater than $2 / 3$. Suppose then that conditions 1-5 are verified. Observe that each set of intervals satisfying condition a form a semi-proper model for $G$. Since $G$ is not a circle graph, by Lemma 4.1 we deduce that at least one node fails to verify a or $\mathbf{b}$. All together, we deduce that at least one node rejects with probability greater than $2 / 3$.

Proof-size Analysis. the certification for Size, Permutation and Corresponding Order have $\mathcal{O}(\log n)$ proof-size, given by Protocol 1.8, Protocol 1.14 and Protocol 3.2. Also, for each $v \in V$, the values $m_{v}, M_{v}, \pi_{m}(v), \pi_{M}(v)$ can be encoded in $\mathcal{O}(\log n)$ as they are numbers in $[2 n]$ or $[n]$. Overall the total communication is $\mathcal{O}(\log n)$.

### 4.2 Polygon Circle Graphs

In this section, we give a three-round protocol for the recognition of polygon-circle graph. This extension is based in a non-trivial extension of the properties of circle graphs.

Remember that a n-node graph $G=(V, E)$ is a $k$-polygon-circle graph if and only if $G$ is the intersection model of a set of $n$ polygons of $k$ vertices inscribed in a circle, namely $\left\{P_{v}\right\}_{v \in V}$. Further, every $k$-polygon-circle graph admits a model satisfying the following conditions [20]: (1) for each $v \in V$, the polygon $P_{v}$ is represented as a set of $k$ vertices $\left\{p_{1}(v), \ldots, p_{k}(v)\right\}$ such that, for each $i \in[k-1], 0 \leq p_{i}(v)<p_{i+1}(v) \leq n \cdot k-1$, and $(2) \bigcup_{v \in V} \bigcup_{i \in[k]}\left\{p_{i}(v)\right\}=\mathbb{Z}_{n k}$. In other words, each value in $[k \cdot n]$ corresponds to a unique vertex of some polygon. A set of polygons satisfying conditions (1) and (2) are called a proper polygon model for $G$. Similar to previous cases, when we just ask that adjacent nodes have intersecting polygons (but not necessarily the reciprocal) we say that the model is a semi-proper polygon model for $G$.

Let $G$ be a graph and $\left\{P_{v}\right\}$ be a semi-proper model for $G$. For each $v \in V$. Let us call $\alpha(v)$ the set of points in $\left\{1, \ldots, p_{1}(v)\right\} \cup\left\{p_{k}(v), \ldots, k n\right\}$ that do not correspond to a neighbor of $v$. For each $i \in[k]$, we also call $\beta_{i}(v)$ the set of positions $j \notin \alpha(v)$ such that $p_{i}(w)=j$ for some $w \in V$. Formally,

$$
\begin{gathered}
\alpha(v)=\left\{i \in\left[0, p_{1}(v)\right]_{\mathbb{N}} \cup\left[p_{k}(v), k n-1\right]_{\mathbb{N}}: \forall u \in N(v), i \notin P_{u}\right\} \\
\beta_{i}(v)=\left\{j \in \alpha(v): \exists \omega \in V, p_{i}(\omega)=j\right\}
\end{gathered}
$$

Lemma 4.4 Let $G=(V, E)$ be a graph, and let $\left\{P_{v}\right\}_{v \in V}$ a semi-proper model for $G$. Then $\left\{P_{v}\right\}_{v \in V}$ is a proper model for $G$ if and only if $|\alpha(v)|=k\left|\beta_{1}(v)\right|$ for every $v \in V$.

Proof. Let us suppose first that $\left\{P_{v}\right\}_{v \in V}$ is a proper model for $G$ and $v$ be an arbitrary node. If $\alpha(v)=\emptyset$ the result is direct. Then, let us suppose that $\alpha(v) \neq \emptyset$, and let us pick $q \in \alpha(v)$. Then necessarily there exists $i \in[k]$ such that $q$ belongs to $\beta_{i}(v)$. Observe that for each node $w$ such that $p_{i}(w) \in \beta_{i}(v)$, the $k$ the vertices $V\left(P_{w}\right)$ are contained in $\alpha(v)$. Otherwise, the polygons $P_{w}$ and $P_{v}$ have non-empty intersection, which contradicts the fact
that $\left\{P_{v}\right\}_{v \in V}$ is a proper model, because if $p_{i}(\omega) \in \alpha(v)$, then $w \notin N(v)$. This implies that $|\alpha(v)|=k\left|\beta_{i}(v)\right|$, for every $i \in[k]$. In particular $|\alpha(v)|=k\left|\beta_{1}(v)\right|$.

Let us suppose now that $\left\{P_{v}\right\}_{v \in V}$ is not a proper model for $G$. Let us define the set $C$ of vertices having non-neighbor with intersecting polygons, formally

$$
C=\left\{v \in V: \exists w \in V,\{v, w\} \notin E \text { and } P_{v} \cap P_{w} \neq \emptyset\right\}
$$

Now pick $v \in C$ such that $p_{1}(v)$ is maximum, and call $C_{v}$ the set of non-neighbors of $v$ whose polygons intersect with $P_{v}$. Let $w$ be an arbitrary node in $C_{v}$. By the maximality of $p_{1}(v)$, we know that $p_{1}(w) \in \beta_{1}(v)$. But since $P_{w} \cap P_{v} \neq \emptyset$, there must exist $i \in[k]$ such that $p_{i}(w) \notin \beta_{i}(v)$. This implies that $\left|\beta_{1}(v)\right| \geq\left|\beta_{i}(v)\right|$ for every $i \in[k]$, and at least one of these inequalities is strict. Since $|\alpha(v)|=\sum_{i \in[k]}\left|\beta_{i}(v)\right|$, we deduce that $k\left|\beta_{1}(v)\right|>|\alpha(v)|$.

Let $G=(V, E)$ be a graph, and $\left\{P_{v}\right\}_{v \in V}$ be a semi-proper polygon model for $G$. For each $i \in[k]$ and $v \in V$, we denote by $\pi_{i}(v)$ the cardinality of the set $\left\{u \in V: p_{i}(u)<p_{i}(v)\right\}$, and denote by $\sigma_{i}(v)$ the cardinality of the set $\left\{q<p_{i}(v): \exists u \in V: p_{1}(u)=q \vee p_{k}(u)=q\right\}$. For a node $v$, we denote $N_{1, k}(v)$ the number vertices of polygons corresponding to neighbors of $v$, that are contained $\left[0, p_{1}(v)\right]_{\mathbb{N}} \cup\left[p_{k}(v), k n\right]_{\mathbb{N}}$. Formally,

$$
N_{1, k}(v)=\left|\left\{q \in\left[0, p_{1}(v)\right]_{\mathbb{N}} \cup\left[p_{k}(v), k n\right]_{\mathbb{N}}: \exists w \in N(v), q \in P_{w}\right\}\right|
$$

$$
\text { And } N_{1}=\left|\left\{q \in\left[0, p_{1}(v)\right]_{\mathbb{N}}: \exists \omega \in N(v), p_{1}(\omega)=q\right\}\right|
$$

Lemma 4.5 Let $G=(V, E)$ be a graph, and $\left\{P_{v}\right\}_{v \in V}$ be a semi-proper polygon model for $G$ and $\left\{\pi_{1 k}(v)\right\}_{v \in V}$ the relative positions of $p_{1}(v)$ and $p_{k}(v)$ respect the set $\left\{p_{1}(v)\right\}_{v \in V} \cup\left\{p_{k}(v)\right\}_{v \in V}$ for each $v \in V$. Then, $\sigma_{k}(v)=\pi_{1 k}(v)-1$.

Proof. Direct by definition of $\sigma_{k}(v)$ and $\left\{\pi_{1 k}(v)\right\}_{v \in V}$.
Lemma 4.6 Let $G=(V, E)$ be a graph, and $\left\{P_{v}\right\}_{v \in V}$ be a semi-proper polygon model for $G$ and $\left\{\pi_{1}(v)\right\}_{v \in V},\left\{\pi_{k}(v)\right\}_{v \in V}$ the relative positions of $p_{1}(v)$ and $p_{k}(v)$ respect the sets $\left\{p_{1}(v)\right\}_{v \in V}$ and $\left\{p_{k}(v)\right\}_{v \in V}$, respectively, for each $v \in V$. Then,

$$
\begin{aligned}
|\alpha(v)| & =k n-p_{k}(v)+p_{1}(v)-1-N_{1, k}(v) \\
\left|\beta_{1}(v)\right| & =n-\sigma_{k}(v)+\pi_{k}(v)+\pi_{1}(v)-N_{1}(v)
\end{aligned}
$$

Proof. Let $\left\{P_{v}\right\}_{v \in V}$ be a semi-proper polygon model for $G$ and $v$ be an arbitrary node. First, observe that there are $p_{1}(v)$ integer positions for vertices in $\left[p_{1}(v)\right]$ and $(k n-1)-p_{k}$ positions for vertices in $\left[p_{k}, k n-1\right]$. Then, there are $k n-p_{k}+p_{1}(v)-1$ available integer positions in $\left[p_{1}(v)\right] \cup\left[p_{k}(v), k n-1\right]_{\mathbb{N}}$. Since $N_{1, k}(v)$ of these positions are occupied by a polygon corresponding some neighbor of $v$, we deduce that $|\alpha(v)|=k n-p_{k}+p_{1}(v)-1-$ $N_{1, k}(v)$.

Second, observe that the set $\left\{p_{1}(u), p_{k}(u)\right\}_{u \in V}$ uses $2 n$ of the $k n$ possible positions. Then, there are $2 n-\sigma_{k}(v)$ positions in $\left[p_{k}(v)+1, n \cdot k-1\right]_{\mathbb{N}}$ used by elements of $\bigcup_{u \in V}\left\{p_{1}(u), p_{k}(u)\right\} \cap$ $\left[p_{k}(v)+1, k n-1\right]_{\mathbb{N}}$. Of These $2 n-\sigma_{k}(v)$ positions, there are $n-\pi_{k}$ positions used by vertices in $\bigcup_{u \in V}\left\{p_{k}(u)\right\} \cap\left[p_{k}(v)+1, k n-1\right]_{\mathbb{N}}$. Therefore, there are $n-\sigma_{k}(v)+\pi_{k}(v)$ positions in
$\left[p_{k}(v), n \cdot k-1\right]$ used by elements of $\bigcup_{u \in V}\left\{p_{1}(u)\right\} \cap\left[p_{k}(v)+1, k n-1\right]_{\mathbb{N}}$. This means that there are $n-\sigma_{k}(v)+\pi_{k}(v)$ elements of the set $\left\{p_{1}(u)\right\}_{u \in V}$ in $\left[p_{k}(v), k n-1\right]_{\mathbb{N}}$. Finally, noticing that there are $\pi_{1}(v)_{N 1}(v)$ positions used by $\bigcup_{u \in V}\left\{p_{1}(u)\right\} \cap\left[0, p_{1}(v)\right]_{\mathbb{N}}$, we deduce that $\left|\beta_{1}(v)\right|=n-\sigma_{k}(v)+\pi_{k}(v)+\pi_{1}(v)-N_{1}(v)$.

We are now ready to give the main result of this section.

Theorem $4.7 k$-Polygon-Circle-Recognition belongs to dMAM ${ }_{1 / 3}[\log n]$.
Proof. Consider the protocols for Size, Permutation and Corresponding Order of Protocols 1.8, 1.14 and 3.2. Given an instance $\langle G$, id $\rangle$, consider the following three round protocol. In the first round, the prover provides each node $v$ with the following information:

1. The certification of the total number of nodes $n$, according to the protocol for Size.
2. The vertices of the polygon $P_{v}$, denoted $V\left(P_{v}\right)=\left\{p_{1}(v), \ldots, p_{k}(v)\right\}$.
3. The values of $\pi_{1}(v), \pi_{k}(v)$ and $\sigma_{k}(v)$.
4. The certification to prove that $\bigcup_{v} V\left(P_{v}\right)=\mathbb{Z}_{k n}$ according to the protocol for Permutation.
5. The certification of the correctness of $\left\{\left(p_{1}(v), \pi_{1}(v)\right)\right\}_{v \in V}$ according to the protocol for Corresponding Order.
6. The certification of the correctness of $\left\{\left(p_{k}(v), \pi_{k}(v)\right)\right\}_{v \in V}$ according to the protocol for Corresponding Order.
7. The certification of the correctness of $\left\{\left(p_{1}(v), \sigma_{1}(v)\right\}_{v \in V}\right.$ and the collection $\left\{p_{k}(v), \sigma_{k}(v)\right\}_{v \in V}$ according to the protocol for Corresponding Order.

Then, in the second and third round the nodes perform the remaining interactions of the protocols for Permutation and Corresponding Order. In the verification round, the nodes first check the correctness of 1-7 according to the verification rounds for Size, Permutation and Corresponding Order, as appropriate.

Remark: In order to check 7, each node has to play two different roles $v^{\prime}, v^{\prime \prime}$ : one to verify $\left\{\left(p_{1}(v), \sigma\left(v^{\prime}\right)\right\}_{v \in V}\right.$, and the other one to verifies $\left\{\left(p_{k}(v), \sigma\left(v^{\prime \prime}\right)\right\}_{v \in V}\right.$, where $\sigma\left(v^{\prime}\right)=\sigma_{1}(v)$ and $\sigma\left(v^{\prime \prime}\right)=\sigma_{k}(v)$. To do so, Merlin gives to $v$ the certificates of $v^{\prime}$ and $v^{\prime \prime}$, and $v$ answers with the random bits as if they were generated by $v^{\prime}$ and $v^{\prime \prime}$. Obviously, this increases the communication cost by a factor of 2 .

Then, each node $v$ computes $\sigma_{k}(v)$ according to Lemma 4.5 and $|\beta(v)|$ and $|\alpha(v)|$ according to the expressions of Lemma 4.6, and checks the following conditions:
a. $\forall u \in N(v), P_{u} \cap P_{v} \neq \emptyset$.
b. $|\alpha(v)|=k\left|\beta_{1}(v)\right|$.

We now analyze completeness and soundness.

Completeness. Suppose that input graph $G$ is a $k$-polygon-circle graph. Then Merlin gives a proper polygon model $\left\{P_{v}\right\}_{v \in V}$ for $G$. Merlin also provides the correct number of nodes $n$, correct orders $\left\{\pi_{1}(v)\right\}_{v \in V},\left\{\pi_{k}(v)\right\}_{v \in V},\left\{\pi_{1 k}(v)\right\}_{v \in V}$, and the certificates required in the corresponding sub-routines. Then, the nodes verify correctness of 1-7 with probability greater than $2 / 3$, by the correctness of the protocols for Size, Permutation and Corresponding Order. Finally, condition a is verified by definition of a proper model, and condition $b$ is verified by Lemma 4.4. We deduce that every node accepts with probability greater than $2 / 3$.

Soundness. Suppose now that $G$ is not a $k$-polygon-circle graph. By the soundness of the protocols for Size, Permutation and corresponding order, we now that at least one node rejects the certificates not satisfying 1-7, with probability greater than $2 / 3$. Suppose then that conditions 1-7 are verified. Observe that every set of polygons satisfying condition a form a semi-proper polygon model for $G$. Since $G$ is not a $k$-polygon-circle graph, by Lemma 4.4 we deduce that at least one node fails to verify a or $\mathbf{b}$. All together, we deduce that at least one node rejects with probability greater than $2 / 3$.

Proof-size Analysis. The certification for Size, Permutation and Corresponding Order have $\mathcal{O}(\log n)$ proof-size, given by Protocols Protocol 1.8, 1.14 and 3.2. On the other hand, for each $v \in V$, the values $\pi_{1}(v), \pi_{k}(v), \pi_{1 k}(v), V\left(P_{v}\right)$ can be encoded in $\mathcal{O}(\log n)$ as they are numbers in $[n]$, $[2 n]$ or $[k n]$ ( $k$ fixed). Overall the total communication is $\mathcal{O}(\log n)$.

### 4.3 Unit-Square Graphs

Given a graph $G=(V, E)$ of size $n$, an unit-square model of $G$ is a function $p: V \rightarrow \mathbb{R}^{2}$, such that, every vertex $v \in V$ is associated with a unit square $S_{v}$ in $\mathbb{R}^{2}$ defined by:

$$
S_{v}=\left\{z \in \mathbb{R}^{2}: \max |p(v)-z| \leq \frac{1}{2}\right\} .
$$

In words, a unit square model is an assignation of centers of closed balls of diameter 1 defined with the Manhattan norm. A unit square model $p$ is called proper if, for every $u, v \in V$,

$$
\{u, v\} \in E \Longleftrightarrow S_{u} \cap S_{v} \neq \emptyset
$$

In other words, a unit square model is proper if the intersection graph of $\left\{S_{v}\right\}_{v}$ corresponds to $G$. A graph $G$ is a unit square graph if it admits a proper unit square model. See Figure 4.1 for an example.


Figure 4.1: Example of a graph $G$ in the left hand, and a proper unit-square model in the right hand.

The certification protocol for the recognition of a unit square graph $G$ includes a unitsquare model $p$ for $G$; this is, the coordinates of the centers of the unit squares associated to the vertices. Remember that in the verification round, the nodes interchange certificates with their neighbors. Then, in the verification round the nodes can check if the squares of their neighbors intersect with their square, and it immediately rejects if this is not satisfied.

Definition 4.8 Given $G$ a unit square graph and a unit square model $p$ for $G$. The model $p$ is called semi-proper if, for every pair of vertices, $u, v \in V\{u, v\} \in E$ implies that $S_{u} \cap S_{v} \neq \emptyset$.

In other words, a semi-proper unit square model for a graph $G$ is a model in which all adjacent nodes have intersecting squares. The difference between a semi-proper and a proper unit square model is that in a semi-proper we admit non-adjacent nodes with intersecting squares.

Definition 4.9 Given $G$ a unit square graph and $p$ a semi-proper unit-square model. A pair of vertices $\{u, v\}$ are called ghosts between them if $\{u, v\} \notin E$ and $S_{u} \cap S_{v} \neq \emptyset$.

Given some model $p$ for a graph $G$, the local verification has two parts: For one side, the nodes has to check that it's unit squares intersects the unit squares of it's neighbors, and (2) it's unit squares does not have to intersect the unit square of nodes that are not it's neighbors. In resume, it is necessary to difference between semi-proper and proper unit square model for a graph.

Nice unit square models. As we mentioned in the introduction, in [127] it is shown that every unit-square graph $G=(V, E)$ admits a model where, for every $v \in V, p(v)$ can be encoded in $\mathcal{O}(\log n)$ bits. Such models are called efficient.

Definition 4.10 Given a point $q=\left(q_{1}, q_{2}\right) \in \mathbb{R}^{2}$, it's say that $q$ is an integer point if either $q_{1}$ or $q_{2}$ are integers. When $q$ belongs to $\mathbb{Z}^{2}$, we say that $q$ is a total integer point.
A unit square model $p$ of a graph $G$ is called nice if $p(v)$ is efficient, and $p(v)$ is not an integer point, for every $v \in V$.

Remark 4.11 The nice unit square models have the following useful property: for every vertex $v$, the square $S_{v}$ contains exactly one full-integer point.

Interestingly, every unit square graph admits a nice and proper unit square model, as we show in the following lemma.

Lemma 4.12 Every unit-square graph admits a nice and proper unit-square model.
Proof. Let $G$ be a unit square graph and let $p$ be an efficient and proper unit square model, provided by [127]. Suppose that $p$ is not nice. Let us call $X$ the set of non-integer coordinates of points in $p(V)$. Formally,

$$
X=\left\{x \in \mathbb{R}: x \notin \mathbb{Z} \text { and }\left(\exists v \in V: x=p(v)_{1} \text { or } x=p(v)_{2}\right)\right\}
$$

Suppose that $X$ is nonempty. Define $\varepsilon$ as the minimum distance between a coordinate of $X$ and a point in $\mathbb{Z}$. Formally, $\varepsilon=\min \{|x-a|: x \in X, a \in \mathbb{Z}\}$. Observe that $0<\varepsilon<1$ and can be encoded in $\mathcal{O}(\log n)$ bits as well.

Now define the unit-square model $p^{\prime}$ obtained from $p$ translating each point in $\varepsilon / 2 \cdot(1,1)$. Formally for every $v \in V, p^{\prime}(v)=p(v)+\varepsilon / 2 \cdot(1,1)$. Observe that $p^{\prime}$ is also an efficient and proper unit-square model, as $p^{\prime}$ corresponds to a translation of $p$ and $\varepsilon / 2$ can be encoded in $\mathcal{O}(\log n)$ bits. Let $v$ be an arbitrary vertex. If some coordinate of $p(v)$ is an integer, then necessarily that coordinate is not going to be an integer in $p^{\prime}(v)$ (as $\varepsilon \notin \mathbb{Z}$ ). Also, by definition of $\varepsilon$, if a coordinate of $p(v)$ is not an integer, then neither that coordinate in $p^{\prime}(v)$ is an integer. It's deduced that $p^{\prime}$ is a nice and proper unit square model for $G$.

Total integer components. Remark 4.11 implies that for every nice unit square model $p$ of a graph $G=(V, E)$, we can define a partition of $V$ consisting in the squares that contain
a given total integer point $q \in \mathbb{Z}^{2}$. More precisely, for $q \in \mathbb{Z}^{2}$ we define,

$$
V_{q}=\left\{v \in V: q \in S_{v}\right\} \text { and } V=\bigcup_{q \in \mathbb{Z}^{2}} V_{q} .
$$

For each $q \in \mathbb{Z}^{2}$, the set $V_{q}$ is called the $q$-component of $G$. Observe that the some sets $V_{q}$ can be empty. In a proper unit square model, the non-empty $q$-components induce maximal cliques of $G$.

Let ( $G$, id) be a unit square graph where the nodes have unique id's given by id. Let $p$ be a nice unit square model. For each non-empty $q$-component, the leader of $V_{q}$ is defined as the vertex $v \in V_{q}$ with maximum id.

For each $(i, j) \in \mathbb{Z}^{2}$, we define the neighbor components of $(i, j)$-component as the set of $q$-components such that the Manhattan distance between $p$ and $p$ is exactly $1 .{ }^{1}$. Observe that in a nice semi-proper unit square model, every pair of adjacent nodes $u, v$ belong to adjacent components.

For $q=\left(q_{1}, q_{2}\right) \in \mathbb{Z}^{2}$, we denote by $S_{q}=\cup_{v \in V_{q}} S_{v}$ the area of the component, and by $\partial S_{q}$ the set of square vertices on its perimeter. Relative to $S_{q}$, define the lower-left stair of the $q$-component, denoted by $\partial S_{q}^{l l}$, as the portion of the perimeter $\partial S_{q}$ intersecting the set $\left\{(x, y): x \leq q_{1}\right.$ and $\left.y \leq q_{2}\right\}$. Similarly, the upper-right stair of the $q$-component, denoted by $\partial S_{q}^{u r}$, is the portion of $\partial S_{q}$ that intersects the set $\left\{(x, y): x \geq q_{1}\right.$ and $\left.y \geq q_{2}\right\}$. The upper-left stair and lower-right stair are defined analogously and denoted as $\partial S_{q}^{u l}$ and $\partial S_{q}^{l r}$, respectively.

The vertices of a stair are defined as the points of the stair that are the star and/or end of a stair's step.

For example, consider the next unit square model for $K_{4}$.


Figure 4.2: Left: A unit square graph $G$. Right: A nice unit square model of $G$

Then, the lower-left and lower-right stair of the unit square model of Figure 4.2 are the the white paths marked in Figure 4.3.

[^3]
(a) lower-left stair marked with black and its vertices $v_{1}, \ldots, v_{7}$

(b) lower-right stair marked with black and its vertices $v_{1}, \ldots, v_{7}$

Figure 4.3
Now, the last notion needed is the node steps of a lower-left or lower-right stair.
Definition 4.13 Given a unit square model of a graph $G$ and the lower-left stair of a component $(\mathrm{i}, \mathrm{j})$, a node $v$ in the component are said to be in the lower-left stair if its left and lower sides are part of the stair. The step define by $v$, denoted by $\operatorname{step}(v)$ is the horizontal border of $S_{v}$ in $\partial S_{q}^{l l}$.
The size of a stair is the number of squares participating in the stair, and the lower-left stair of $(i, j)$-component with is represented by left $t_{i, j}:=\left(\operatorname{step}\left(v_{1}\right), \ldots, \operatorname{step}\left(v_{k}\right)\right)$, with $k$ the size of the stair and $v_{1}, \ldots, v_{k}$ the nodes participating in the stair (from left to right). The representation of the other stairs is defined analogously.

For example, in the above configuration, there are three nodes in the lower-left stair, with steps $\left(v_{3}, v_{4}\right)$ (red) and ( $v_{5}, v_{6}$ ) (purple). Notice also that the red node is not part of the lower-right stair.

Total orders in the two dimensional grid. We consider the following four total orders that can be defined over $[n]^{2}$.

1. Vertical order. Given by $(a, b) \preccurlyeq_{v}(c, d) \Longleftrightarrow(a<c) \vee(a=c \wedge b<d)$
2. Horizontal order. Given by $(a, b) \preccurlyeq_{h}(c, d) \Longleftrightarrow(b<d) \vee(b=d \wedge a<c)$
3. Positive diagonal. Given by $(a, b) \preccurlyeq_{d p}(c, d) \Longleftrightarrow n_{a, b}<n_{c, d} \vee\left(p_{a, b}=p_{c, d} \wedge a<c\right)$ Where $p_{a, b}$ is the only integer value such that $b=a+p_{a, b}$
4. Negative diagonal. Given by $(a, b) \preccurlyeq_{d p}(c, d) \Longleftrightarrow n_{a, b}<n_{c, d} \vee\left(n_{a, b}=n_{c, d} \wedge a<c\right)$ Where $n_{a, b}$ is the only integer value such that $b=-a+n_{a, b}$

To exemplify, consider the following square model of $K_{4}$.


Figure 4.4: Unit square model of $K_{4}$

In this setting, as there is only one square intersecting each total integer point, so the only possible representative set is $V$. Then, the four natural orders are:

(a) Vertical order.

(a) Positive diagonal order.
(b) Negative diagonal order.

(b) Horizontal order.


Figure 4.6: Four orders of Figure 4.4.
Where the position of each node is the position of the total integer point contained in it.
Notice that it is not well define what happens if we consider two square in the same total integer point, but this case does not happen in our ordering on the Protocol.

We now have all the necessary to present the Protocol.

Theorem 4.14 There is a $\mathrm{dMAM}_{1 / 3}[\mathcal{O}(\log n)]$ protocol to recognize Unit-Square-Recognition.

Sketch of Protocol. In the first round, Merlin gives to each node $v$ its respective unit square $S_{v}$ satisfying Lemma 4.12, defined by its rational center $\left(x_{v}, y_{v}\right)$. Notice that if each node share its square with their neighbors, then each node $v$ locally can verify if $S_{v} \cap S_{u} \neq \emptyset$ for all $u \in N(v)$. Then, all the rest information shared is to verify that if two nodes $u, v$ aren't neighbors, then $S_{v} \cap S_{u}=\emptyset$ (which, by only knowing $S_{v}$, the nodes cannot verify locally). This is, each nodes needs to verify to no have ghosts.

In order too verify that there is no ghosts in the representation given by Merlin, we separate the verification in three cases. Each node $v$ in component ( $\mathrm{i}, \mathrm{j}$ ) needs to verify

1. that $v$ is neighbor of all nodes with square in the same component.
2. There is no node $\omega$ in components $(\mathrm{i}, \mathrm{j}+1),(\mathrm{i}, \mathrm{j}-1),(\mathrm{i}-1, \mathrm{j}),(\mathrm{i}+1)$ ghost of $v$.
3. There is no node $\omega$ in the diagonal components $(\mathrm{i}-1, \mathrm{j}-1),(\mathrm{i}-1, \mathrm{j}+1),(\mathrm{i}+1, \mathrm{j}+1)$ or $(\mathrm{i}+1, \mathrm{j}-1)$ ghost of $v$.

In order to check this, the way of do it is the follow. To verify 1., Merlin chooses a representative of each component with at least one square. Then the nodes needs to verify that Merlin didn't cheat. That is, the nodes verify that effectively Merlin just gave one representative by component. If the nodes verify this, we prove that at least one node rejects if there are ghosts $u, v$ in the same component. With this, if a node $v$ is not neighbor of all the nodes in the same component, the Protocol rejects with high probability.

To verify 2., Merlin gives to each node the closest point $c_{i, j}$ in its component to the successor component, and the closest point from the predecessor ${ }^{2}$ component to its component. The nodes needs to verify the correctness of the closest point to the successor component (which nodes can verify locally if they are neighbors of all the other nodes in the component), and that, its successor receive the same value. To do this last verification, we use the Linear Assignation Protocol to verify a correct assignation by Merlin. If the nodes can verify this, if $v$ and $u$ are ghosts, assuming w.l.o.g., $v$ is successor of $u$ in vertical or horizontal order, then $v$ rejects, because Merlin sent the right closest point of $u$ 's component, which is at least a point in $S_{u}$, and then $v$ rejects because it realizes intersect a square containing the closest point given by Merlin.

For example, consider the following graph and a model given by Merlin


Figure 4.7: To the left, a path with 5 nodes and to the right an invalid unit square model
In the model to the right, red and yellow nodes are ghosts, and then one of them should reject. In this case, the red node is successor of yellow node in vertical order. So, if Merlin

[^4]gave to the red node the correct closest point to component $(i, j)$ in component $(i, j-1)$, then this point is included in $S_{v}$, but then the red node realizes there is a square intersecting it in component $(i, j-1)$, but it doesn't has a neighbor in that component, so reject. If the red node doesn't have this information cannot realizes it has a ghost in component $(i, j-1)$.

Observation: The graph above is a unit square graph and has a valid unit square model, but this model in specific is invalid.

To verify 3., if there exists ghosts $u, v$ that are predecessor/successor in some diagonal order, in this case Merlin give to each component its lower-(right/left) stair, and the lower(right/left) stair of the next component in both diagonal orders, then if two nodes $u, v$ are ghosts, suppose $u$ is in component $(i-1, j-1)$ and $v$ in component $(i, j)$. If $u$ and $v$ have a common neighbor $\omega$ in component $(i-1, j-1)$ or $(i, j)$, then if $u, v$ shares how many neighbors they have in its neighbor components, $\omega$ rejects because can verify this value. For example if $\omega$ is in component $(i, j)$, is neighbor of all the nodes in that component (if not, is guaranteed that the Protocol rejects by above argument), so is is neighbor of $u, \omega$ receives from $u$ its square $S_{u}$ and can calculate how many nodes in $(i, j)$-component are its neighbors (if $v$ is ghost of $u$ then the number $k$ of neighbors in $(i, j)$-component given by $u$ to $\omega$ is smaller than the real).

If $u$ and $v$ don't have a common neighbor in one of its components and they are ghosts, then $u$ has to cross the lower-left stair of component $(i, j)$. Assuming that $v$ is part of the lower-left stair (if $v$ is not part of lower-left stair, exists other node $z$ in $(i, j)$-component ghost of $u$ ), then it is enough for the nodes in component $(i, j)$ and $(i-1, j-1)$ to both construct part of the lower-left stair of component $(i, j)$ where $S_{u}$ crosses the stair, because if its construction is equal, then nodes in $(i-1, j-1)$-component notice $S_{u}$ crosses the lower-left stair of $(i, j)$-component and then at least one of them rejects.

For example, consider the following unit square model for the same graph of Figure 4.7


Figure 4.8: Invalid model for the path of 5 nodes in Figure 4.7
In the model of Figure 4.8, the red and yellow nodes are ghosts again, and if red node is in component $(i, j)$, yellow node is in component $(i-1, j-1)$. Notice that $u$ crosses the lower-left stair of component $(i, j)$ (which it only step is given by $v$ ), so if Merlin gives to $u$ that portion of the lower-left stair of $(i, j)$, then $u$ notices that intersects a node in component $(i, j)$ and rejects. To prevent Merlin of sending an invalid lower-left stair of component $(i, j)$ to the nodes in component $(i-1, j-1)$, Linear Assignation Protocol is used to verify the lower-left stair constructed by the nodes in component $(i, j)$ (they can construct it locally) is the same that the one given to the nodes in its predecessor component. As the size of a stair is $\mathcal{O}(n)$, compare the entire stair can need $\mathcal{O}(n \log n)$ bits, so in order to shrink the message interchanged, it is necessary to hash the stairs to be compared.

Now, we present the formal protocol to recognize Unit-Square-Recognition .
Protocol 4.15 In the First round, Merlin sends to each node $v \in V$ :

1. The total number of nodes $n$, and the corresponding certification of this value according to Protocol of Theorem 1.8;
2. a bit $r b(v)$ indicating if $v$ is representative of its component $(r b(v)=1)$ or not $(r b(v)=$ 0 ) and the number of nodes in that component $g(v)$. If $r b(v)=0$, also sends the representative's ID of the component, and if $r b(v)=1$, the position $\pi_{h}(v), \pi_{v}(v), \pi_{d p}(v)$ and $\pi_{d n}(v)$ of the $(i, j)$-component respect horizontal, vertical, diagonal positive and diagonal negative order, respectively, and the corresponding predecessor component in each order.
3. Number of neighbors $a_{k, h}$ in each neighbor's component of $S_{v}$, with $k, h \in\{i-1, i, i+$ $1\} \times\{j-1, j, j+1\}$.
4. Values $f_{1}^{h}(v)$ and $f_{1}^{v}(v)$ representing the maximum values $x_{0}$ and $y_{0}$, satisfying that there exists $z_{0}, w_{0}$ such that $\left(x_{0}, z_{0}\right)$ and $\left(w_{0}, y_{0}\right)$ are in some square of the predecessor component, respect to horizontal and vertical order, respectively.
5. Values $f_{2}^{h}(v)$ and $f_{2}^{v}(v)$ representing the maximum values $x_{1}$ and $y_{1}$, satisfying that there exists $z_{1}, w_{1}$ such that $\left(x_{1}, z_{1}\right)$ and $\left(w_{1}, y_{1}\right)$ are in some square of the component, respectively.
6. A bit $s_{d p}$ and $s_{d n}$ indicating if the node $v$ is part of the lower-left and lower-right stair, respectively, and the step step $p_{l l}(v)$ and $s t e p_{l r}(v)$ defined by $S_{v}$ in each stair, respectively.
7. If $s_{d p}=1$ (resp. $s_{d n}=1$ ), a bit $t_{d p}$ (resp. $t_{d n}$ ) to indicate if there is a node in the predecessor's component respect diagonal positive (resp. negative) order which upperright vertex (resp. upper-left vertex) is under the step defined by $S_{v}$ in the lower-left (resp. lower-right) stair, respectively.
8. If $S_{v}$ is under some step $\operatorname{step}\left(\omega_{1}\right)$ of component $(i+1, j+1)$-component, the step $\left(\omega_{1}\right)$. If $S_{v}$ is under some step $\operatorname{step}\left(\omega_{2}\right)$ of component $(i-1, j+1)$-component, the $\operatorname{step}\left(\omega_{2}\right)$.

In the Second Round each node $v \in V$ sends to Merlin

- A random string $i_{1}(v)$ according to Corresponding Order protocol to verify each of four orders.
- A random string $i_{2}(v) \in[X]$ with $X=\left|\mathcal{H}_{n^{2}, q_{1}}\right|$ denoting a hash function $h_{i_{2}(v)}$ to verify correctness of lower-left and lower-right stair given by Merlin in next round
- A random string $i_{3}(v) \in[K]$ with $K=\left|\mathcal{H}_{n q_{1}, q_{2}}\right|$ indicating a hash function $h_{i_{2}(v)} \in$ $\mathcal{H}_{n q_{1}, q_{2}}$ to verify a correct distribution of the hashed stairs between the nodes and its predecessors, given by Merlin in the next round.
- A random string according to Equality protocol to verify $\left\{f_{1}^{v}(v)\right\}_{v \in V}=\left\{f_{2}^{v}(v)\right\}_{v \in V}$ and $\left\{f_{1}^{h}(v)\right\}_{v \in V}=\left\{f_{2}^{h}(v)\right\}_{v \in V}$

In the Third Round, Merlin sends to each node $v \in V$, which square $S_{v}$ is in component $(i, j)$ :

- The information according to Corresponding Order Protocol to verify the positions respect the four orders given.
- The information needed according to Equality Protocol, to verify $\left\{f_{1}^{v}(v)\right\}_{v \in V}=$ $\left\{f_{2}^{v}(v)\right\}_{v \in V}$ and $\left\{f_{1}^{h}(v)\right\}_{v \in V}=\left\{f_{2}^{h}(v)\right\}_{v \in V}$.
- Two hashed vectors $s t_{r}^{c}(v)$ and $s t_{r}^{s}(v)$ claimed to be

$$
\begin{aligned}
& \left.s t_{p}^{c}(v)=h_{i_{2}(r)}\left(\operatorname{step}_{l l}\left(v_{1}\right), \ldots, \text { step }_{l l}\left(v_{k}\right)\right)\right) \\
& s t_{p}^{s}(v)=h_{i_{2}(r)}\left(\operatorname{step}_{l l}\left(\omega_{1}\right), \ldots, \text { step }_{l l}\left(\omega_{k_{2}}\right)\right)
\end{aligned}
$$

Being $v_{1}, \ldots, v_{k_{1}}$ the nodes in the lower-left stair and $t_{d p}=1$.
Analogously, $\operatorname{step}\left(\omega_{1}\right), \ldots, \operatorname{step}\left(\omega_{k_{2}}\right)$ the lower-left stair steps of component (i+1,j+1) such that there is a node in the ( $\mathrm{i}, \mathrm{j}$ )-component with right upper vertex under that steps. (Merlin gave this steps in point 8. of round 1).

- Analogously, give the same hash values $s t_{n}^{c}(v)$ and $s t_{n}^{s}(v)$ according to the lower-right stair and negative diagonal order.
- The information needed according to Linear Assignation Protocol, using the hash function $h_{i_{3}(r)} \in \mathcal{H}_{n p, q}$ given by the root.

Then, in the Verification round, each node shares all the messages given by Merlin. Then each node $v$ verifies:

1. Correctness of number-node $n$ according to Protocol 1.8.
2. that $S_{v} \cap S_{u} \neq \phi$ for all $u \in N(v)$ and $g(v)=g(z)$ for all neighbors $z$ in the same component.
3. Using the spanning three that $\sum_{v \in R} g(v)=n$ with $R$ set of representatives.
4. Correctness of positions in the four orders using verification round of Corresponding Order Protocol.
5. That $\left\{f_{1}^{v}(v)\right\}_{v \in V}=\left\{f_{2}^{v}(v)\right\}_{v \in V}$ and $\left\{f_{1}^{h}(v)\right\}_{v \in V}=\left\{f_{2}^{h}(v)\right\}_{v \in V}$ according to EQUALITY Protocol.
6. Every node checks the is a unique representative of its component.
7. If $\omega$ is the component's representative, $v$ verifies that $f_{1}^{v}(\omega)$ and $f_{1}^{h}(\omega)$ are not in $S_{v}$ if $a_{i-1, j}(v)=0$ and $a_{i, j-1}(v)=0$, respectively. (If $v$ has no neighbors in components $(i-1, j)$ and $(i, j-1)$, then the closest points $f_{1}^{v}(\omega), f_{1}^{h}(\omega)$ of this components to $(i, j)$ has to be outside $S_{v}$ )
8. Correctness of $s t_{p}^{c}(v)$ and $s t_{n}^{c}(v)$ reconstructing the respective hash with the vertex of all squares in the component such that $s_{d p}=1$ and $s_{d n}=1$, respectively.
9. Correctness of $\left\{s t_{p}^{c}(v)\right\}_{v \in V}$ and $\left\{s t_{p}^{s}(v)\right\}_{v \in V}$ respect DP order and $\left\{s t_{n}^{c}(v)\right\}_{v \in V}$ and $\left\{s t_{n}^{s}(v)\right\}_{v \in V}$ respect DN order using verification round of Linear Assignation Protocol.

Node $v$ accepts if the above verification are satisfied. If not, rejects.
In order to verify the Correctness and Soundness of the above Protocol, consider the following proposition.

Proposition 4.16 Suppose there is two nodes $u$ and $v$ that are ghosts in the square model given by Merlin in the above Protocol. If $v$ is in the component ( $\mathrm{i}, \mathrm{j}$ ), then is satisfied

1. $u$ is in a neighbor component of $v$
2. If $u$ is in component $(\mathrm{i}, \mathrm{j})$, then in order to cheat the nodes, Merlin has to say to two different nodes in some component, that they are the representative. These two representatives are ghosts between them too.
3. If $u$ is in component $(i+1, \mathfrak{j}),(i-1, j),(i, j+1)$ or $(i, j-1)$ and $a_{k, h}(v)=0^{a}$, in order to cheat the nodes, Merlin send wrong value $f_{1}^{v}(u), f_{1}^{v}(v), f_{1}^{h}(u)$ or $f_{1}^{h}(v)$, respectively.
4. If $u$ is in component $(\mathrm{i}-1, \mathrm{j}-1),(\mathrm{i}+1, \mathrm{j}-1),(\mathrm{i}-1, \mathrm{j}+1)$ or $(\mathrm{i}+1, \mathrm{j}+1)$ and $a_{k, h}(u)=0$ and 6 . of Verification round is satisfied, then in order to cheat the nodes, Merlin sent wrong value $s t_{p}^{s}(u), s t_{n}^{s}(v), s t_{n}^{s}(u)$ or $s t_{p}^{s}(v)$, respectively.
${ }^{a}$ The corresponding $k, h$ depending on which component is $u$

Proof. Given two nodes $u$ and $v$ ghosts such that $v$ is in component $(i, j)$.

1. Direct because $S_{u}$ and $S_{v}$ are unit square.
2. If $u, v$ are ghosts and there is a unique representative vertex $\omega$ in its component, then $\omega$ if neighbor of $v$ and $u$ (if not $u$ or $v$ doesn't have a representative) and checks that $g(\omega)=g(v)=g(u)$. But $g(v)$ and $g(u)$ are less than the real number of nodes in that component, so if there is only one representative $r_{i, j}$ by component, then $\sum g\left(r_{i, j}\right)<n$, because $g(\omega)$ is less that the rial number nodes in that component, and each representative has $g\left(r_{i, j}\right)$ bounded by the rial number of nodes in the component.
Then, there have to be two representatives in some component to achieve $\sum g\left(r_{i, j}\right)=n$ in the verification round.
3. We prove that if $u$ is in component $(\mathrm{i}-1, \mathrm{j})$, then Merlin send wrong value $f_{1}^{v}(v)$ (the other cases are analogous).
If $u$ is in component $(\mathrm{i}-1, \mathrm{j})$ and $S_{u} \cap S_{v} \neq \emptyset$, then the point $(i, a)$ closest to $(i, j)$ and contained in some square of ( $\mathrm{i}-1, \mathrm{j}$ ) component is at least $(i, b)$, the point in the upper boundary of $S_{u}$. But is Merlin send the real value $f_{1}^{v}(v), v$ can checks that this point is in $S_{v}$ and then should be neighbor of a node with square in component (i-1,j); but Merlin said that $a_{i-1, j}(v)=0$, so $v$ rejects. So in order to cheat, Merlin has to send a wrong value $f_{1}^{v}(v)$, lower than the real.
4. We prove that if $S_{u}$ is in component (i-1,j-1), then Merlin send a wrong value $s t_{p}^{s}(u)$, the other cases are analogous.
If $a_{h, k}=0$, then Merlin said to $u$ that his upper-right vertex is under some step step $(u)$ of $S_{v}$ 's lower-left stair. But this step is not a real step of $S_{v}$ 's lower-left stair, because as $S_{u} \cap S_{v}$, then the lower-left stair of $v$ 'goes through' $S_{u}$, but the step given to $u$ has to be one that makes the suppose lower-left stair doesn't go through $S_{u}$.

With this, know it can be prove the Completeness and Soundness of the Protocol.
Completeness. Suppose that $G$ is a unit square graph. An honest prover just has to send the real number of nodes $n$, and correct information according to a valid unit square model $\left\{S_{v}\right\}_{v \in V}$. Then, all the hashed values have to be correct, so with probability $\geq \frac{2}{3}$ all nodes accept.

Soundness. Suppose $G$ is not a unit square graph. If a dishonest prover provides a wrong value of $n$, or a wrong spanning tree, then the nodes reject by correctness of Protocol given by Theorem 1.8.

If all nodes $v \in V$ check that $S_{v} \cap S_{u} \neq \emptyset$ for all $u \in N(v)$ using the unit square model given by Merlin, then, as $G$ is not a unit square graph, there exists two nodes $u, v \in V$ that are ghosts between them.

There are three cases. Lets prove in each case that at least one node rejects with probability $\geq \frac{2}{3}$.

If node $v$ is in component $(i, j)$, then by Proposition 4.16 the node $u$ is in a neighbor component of $(i, j)$.

First, if $u$ is in the same component $(i, j)$, by Proposition 4.16 there is a component $\left(k_{1}, k_{2}\right)$ with two different representatives $\omega_{1}$ and $\omega_{2}$. Merlin said to both they are in positions $\pi_{v}\left(\omega_{1}\right)$ and $\pi_{v}\left(\omega_{2}\right)$ about vertical order. By Correctness of Corresponding Order Protocol, w.l.o.g, if $\pi\left(\omega_{1}\right)<\pi\left(\omega_{2}\right)$, then $\pi\left(\omega_{2}\right)=\pi\left(\omega_{1}\right)+1$ (are consecutive), because if not, exists a node $\omega_{3}$ such that $\pi\left(\omega_{1}\right)<\pi\left(\omega_{3}\right)<\pi\left(\omega_{2}\right)$, and has $\omega_{3}$ is in a different component, and its component cannot be in the same time greater and lower than $(i, j)$-component ${ }^{3}$, so by

[^5]correctness of Corresponding Order Protocol, it rejects with probability $\geq \frac{2}{3}$. Then $\pi\left(\omega_{2}\right)=\pi\left(\omega_{1}\right)+1$ and Merlin should say to $\omega_{1}$ that $\omega_{2}$ is it successor and it is in the same component, so $\omega_{1}$ rejects because they check there is other representative in the component.

Second, if $u$ is in component $(\mathrm{i}+1, \mathrm{j}),(\mathrm{i}-1, \mathrm{j}),(\mathrm{i}, \mathrm{j}+1)$ or $(\mathrm{i}, \mathrm{j}-1)$, then Merlin cheats in a value $f_{1}^{v}(v), f_{2}^{v}(v), f_{1}^{h}(v)$ or $f_{2}^{h}(v)$.

If Merlin cheats on $f_{1}^{v}(v)$ or $f_{1}^{h}(v)$, as $v$ with probability $\geq \frac{2}{3}$ is neighbor of all the nodes in its component, with the same probability $v$ can verify the correctness of $f_{1}^{v}(v)$ or $f_{1}^{2}(v)$ (it can calculate the values $f_{1}^{v}(v)$ or $f_{1}^{2}(v)$ if it is neighbor of all nodes in the component), then $v$ rejects with probability $\geq \frac{2}{3}$.

If Merlin does not cheat on $f_{1}^{v}(v)$ and $f_{1}^{h}(v)$, but cheats in some $f_{2}^{v}(v)$ or $f_{2}^{h}(v)$, then exists nodes $\omega, v$ predecessor/successor in the respective order such that $f_{1}^{v}(\omega) \neq f_{2}^{v}(v)$ or $f_{1}^{h}(\omega) \neq f_{2}^{h}(v)$, and then Linear Assignation Protocol rejects with probability $\geq \frac{2}{3}$.

Finally, if $u$ is in component $(i-1, j-1),(i+1, j-1),(i-1, j+1)$ or $(i+1, j+1)$. Again two cases

1. If $a_{k, h}(v)>0$, then $v$ has a neighbor $z$ in component $(k, h)$ which is neighbor of $u$ with probability greater than $2 / 3^{4}$. The value $a_{k, h}(v)$ is smaller than the real and $z$ can count the rial number of square intersecting $S_{v}$ and then, $z$ rejects because check that the value $a_{k, h}(v)$ is incorrect.
2. If $a_{k, h}=0$, by Proposition 4.16, Merlin sent a wrong hash value $s t_{p}^{s}(u), s t_{n}^{s}(v)$ or $s t_{n}^{s}(u)$ (depending in which component is $u$ ). If $u$ is in $(i+1, j+1)$, then Merlin sent wrong value $s t_{p}^{s}(v)$ to $v$. If he sent the same wrong hash value to $u$ to satisfy $s t_{p}^{c}(u)=s t_{p}^{s}(v)$, then $u$ rejects with probability $\geq \frac{2}{3}$ because the nodes in $(i+1, \mathrm{j}+1)$ can evaluate the correct step's stair and validate that hashed value is not equal to $s t_{p}^{c}(u)$. If Merlin sent correct hashed value $s t_{p}^{c}(u)$ to $u$, then $s t_{p}^{c}(u) \neq s t_{p}^{s}(v)$ and with probability $\geq \frac{2}{3}$, at least one node rejects by Soundness of Linear Assignation Protocol.

Then, in any case, at least one node rejects with probability $\geq \frac{2}{3}$
Proof-size Analysis. The messages interchanged in the Protocol are square centers (we assume are encoded in $\mathcal{O}(\log n)$ ), ID's, positions in four orders and single bits, being of polynomial size in $n$ the last three, thus the proof-size of Protocol 4.15 is $\mathcal{O}(\log n)$.

[^6]
## Chapter 5

## Lower Bounds

In this section logarithmic lower-bounds are given in the certificate sizes of any PLS that recognizes the class of permutation, trapezoid, circle or polygon-circle graphs. In order to so, it is used a technique given by Fraigniaud et al [63], called crossing edge, and which we detail as follows. Let $G=(V, E)$ be a graph and let $H_{1}=\left(V_{1}, E_{1}\right)$ and $H_{2}=\left(V_{2}, E_{2}\right)$ be two subgraphs of $G$. We say that $H_{1}$ and $H_{2}$ are independent if and only if $V_{1} \cap V_{2}=\emptyset$ and $E \cap\left(V_{1} \times V_{2}\right)=\emptyset$.

Definition 5.1 ([63]) Let $G=(V, E)$ be a graph and let $H_{1}=\left(V_{1}, E_{1}\right)$ and $H_{2}=$ $\left(V_{2}, E_{2}\right)$ be two independent isomorphic subgraphs of $G$ with isomorphism $\sigma: V_{1} \rightarrow V_{2}$. The CROSSING of $G$ induced by $\sigma$, denoted by $\sigma_{\bowtie}(G)$, is the graph obtained from $G$ by replacing every pair of edges $\{u, v\} \in E_{1}$ and $\{\sigma(u), \sigma(v)\} \in E_{2}$, by the pair $\{u, \sigma(v)\}$ and $\{\sigma(u), v\}$.

Then, the tool that we use to build our lower-bounds is the following.
Theorem 5.2 ([63]) Let $\mathcal{F}$ be a family of network configurations, and let $\mathcal{P}$ be a boolean predicate over $\mathcal{F}$. Suppose that there is a configuration $G_{s} \in \mathcal{F}$ satisfying that (1) $G$ contains as subgraphs $r$ pairwise independent isomorphic copies $H_{1}, \ldots, H_{r}$ with $s$ edges each, and (2) there exists $r$ port-preserving isomorphisms $\sigma_{i}: V\left(H_{1}\right) \rightarrow$ $V\left(H_{i}\right)$ such that for every $i \neq j$, the isomorphism $\sigma^{i j}=\sigma_{i} \circ \sigma_{j}^{-1}$ satisfies $\mathcal{P}\left(G_{s}\right) \neq$ $\mathcal{P}\left(\sigma_{\bowtie}^{i j}(G)_{s}\right)$. Then, the verification complexity of any proof-labeling scheme for $\mathcal{P}$ and $\mathcal{F}$ is $\Omega\left(\frac{\log (r)}{s}\right)$.

### 5.1 Permutation and Trapezoid Graphs

Let us consider first permutation and trapezoid graphs. Let $\mathcal{F}$ the family of instances of Permutation-Recognition, induced by the family of graphs $\left\{Q_{n}\right\}_{n>0}$. Each graph $Q_{n}$ consists of $5 n$ nodes forming a path $\left\{v_{1}, \ldots, v_{5 n}\right\}$ where we add the edge $\left\{v_{5 i-3}, v_{5 i-1}\right\}$, for
each $i \in[n]$. It is easy to see that for each $n>0, Q_{n}$ is a permutation graph (and then also a trapezoid graph). In fig. 5.1 is depicted the graph $Q_{3}$ and its corresponding model.


Figure 5.1: Graph $Q_{3}$ and a permutation model for $Q_{3}$.
Given $Q_{n}$ defined above, consider the subgraphs $H_{i}=\left\{v_{5 i-2}, v_{5 i-1}\right\}$, for each $i \in[n]$, and the isomorphism $\sigma_{i}: V\left(H_{1}\right) \rightarrow V\left(H_{i}\right)$ such that $\sigma_{i}\left(v_{3}\right)=v_{5 i-2}$ and $\sigma_{i}\left(v_{4}\right)=v_{5 i-1}$.

Lemma 5.1 For each $i \neq j$, the graph $\sigma_{\bowtie}^{i j}\left(Q_{n}\right)$ it is neither a permutation graph nor a trapezoid graph with $\sigma_{i}: V\left(H_{1}\right) \rightarrow V\left(H_{i}\right)$ such that $\sigma_{i}\left(v_{3}\right)=v_{5 i-2}$ and $\sigma_{i}\left(v_{4}\right)=v_{5 i-1}$.

Proof. Given $i<j$, observe that in $\sigma^{i j}: V\left(H_{j}\right) \rightarrow V\left(H_{i}\right)$, the nodes $v_{5 j-3}, v_{5 j-2}, v_{5 i-1}$, $v_{5 i-3}, v_{5 i-2}, v_{5 j-1}$ form an induced cycle of length 6 (see fig. 5.2 for an example).


Figure 5.2: Graph $\sigma_{\bowtie}^{12}\left(Q_{3}\right)$, where in red are represented the crossing edges. Observe that this graph is not a trapezoid graph, as it contains an induced cycle of length 4.

As a trapezoid graph have induced cycles of length at most 4 , we deduce that $\sigma_{\bowtie}^{i j}\left(Q_{n}\right)$ is not a trapezoid graph.

Finally, as the class of permutation of permutation graph is contained in the class of trapezoid graphs, then $Q_{n}$ neither it is a permutation graph.

By Theorem 5.2 and the above result, the lower bound result is direct.
Theorem 5.2 Any PLS for Permutation-Recognition or TrapezoidRecognition has a proof-size of $\Omega(\log n)$ bits.

Proof. $M Q n$ is a permutation graph (and then also a trapezoid graph) for each $n>0$, and by Lemma $5.1 \sigma_{i}\left(Q_{n}\right)$ is neither a permutation graph nor a trapezoid graph. As there are $r=\mathcal{O}(n)$ such isomorphism $\sigma_{i}$ and subgraphs $H_{i}$, each one with one edge, then by theorem 5.2, any PLS that recognize ar k-Polygon-Circle-Recognition needs a proofsize of $\Omega(\log n)$ bits.

### 5.2 Circle And $k$-polygon-circle Graphs

We now tackle the lower-bound for circle and polygon-circle graphs. Let $\mathcal{G}$ the family of instances of Circle-Recognition, defined by the family of graphs $\left\{M_{n}\right\}_{n>2}$. Each graph $M_{n}$ consists of $6 n$ nodes, where $4 n$ nodes form a path $\left\{v_{1}, \ldots, v_{4 n}\right\}$ where we add, for each $i \in[n]$, the edges $\left\{v_{4 i-3}, v_{4 n+i}\right\},\left\{v_{4 i-2}, v_{5 n+i}\right\}$ and $\left\{v_{4 n+i}, v_{5 n+i}\right\}$. It is easy to see that for each $n>0, M_{n}$ is a circle graph (and then also a polygon-circle graph). In Figure 5.3 is depicted the graph $M_{4}$ and its corresponding model.


Figure 5.3: Graph $M_{4}$ and a permutation model for $M_{4}$.
Given $M_{n}$ defined above, consider the subgraphs $H_{i}=\left\{v_{4 n+i}, v_{5 n+i}\right\}$, for each $i \in[n]$, and the isomorphism $\sigma_{i}: V\left(H_{1}\right) \rightarrow V\left(H_{i}\right)$ such that $\sigma_{i}(4 n+1)=v_{5 n+i}$ and $\sigma_{i}(5 n+1)=v_{4 n+i}$.

Lemma 5.3 For every $k>0$ and each $i \neq j$, the graph $\sigma_{\bowtie}^{i j}\left(M_{n}\right)$ it is neither a $k$ -polygon-circle graph nor a circle graph with $\sigma_{i}: V\left(H_{1}\right) \rightarrow V\left(H_{i}\right)$ defined as $\sigma_{i}(4 n+1)=$ $v_{5 n+i}$ and $\sigma_{i}(5 n+1)=v_{4 n+i}$.

## Proof.

First, observe that in $\sigma_{\bowtie}^{i j}\left(M_{n}\right)$ we have two induced cycles defined by $C_{1}=v_{1}, \ldots, v_{4 n}$, and $C_{2}=v_{4 j-3}, v_{4 n+j}, v_{5 n+i}, v_{4 i-2}, v_{4 i-3}, v_{4 n+i}, v_{5 n+j}$. Moreover $\left|V\left(C_{1}\right) \cap V\left(C_{2}\right)\right|=4, \mid V\left(C_{1}\right)-$ $V\left(C_{2}\right) \mid=4 n-4$ and $\left|V\left(C_{2}\right)-V\left(C_{1}\right)\right|=4$. See fig. 5.4 for a representation of $\sigma_{\bowtie}^{i, i+1}\left(M_{4}\right)$.


Figure 5.4: Graph $\sigma_{\bowtie}^{i, i+1}\left(M_{4}\right)$, where in red are represented the crossing edges.

Claim 5.3 Every graph $G$ consisting in two graphs $C_{1}$ and $C_{2}$ such that $\left|V\left(C_{1}\right) \cap V\left(C_{2}\right)\right| \geq 4$, $\left|V\left(C_{1}\right)-V\left(C_{2}\right)\right| \geq 2$ and $\left|V\left(C_{2}\right)-V\left(C_{1}\right)\right| \geq 2$ is not a $k$-polygon-circle graph, for every $k>0$.

Proof. Let us denote by $v_{i}$ and $v_{f}$ two special nodes with degree 3, connecting the two cycles. Suppose there exists a $k$-polygon-circle model for $G$. Observe that, if we delete all polygons corresponding to nodes of $V\left(C_{2}\right)-V\left(C_{1}\right)$, we obtain a polygon model for $C_{1}$. However, the cycle $C_{1}$ has at least 4 nodes, because $\left|V\left(C_{1}\right)-V\left(C_{2}\right)\right| \geq 2$ and $\mid V\left(C_{1}\right) \cap$ $V\left(C_{2}\right) \mid \geq 4$. Then, there is no way to add the removed polygons corresponding to $V\left(C_{2}\right)-$ $V\left(C_{1}\right)$, without intersecting a polygon of $V\left(C_{1}\right)-V\left(C_{2}\right)$.

Then, by claim 5.3, we deduce that the graph induced by $C_{1} \cup C_{2}$ is not a $k$-polygon circle graph. Since the class of polygon-circle graphs is hereditary, we deduce that $\sigma_{\bowtie<}^{i j}\left(M_{n}\right)$ it is not a $k$-polygon-circle graph.

Finally, as the class of circle graphs is contained in the class of $k$-polygon circle graph, then $M_{n}$ neither it is a circle graph.

Direct by Theorem 5.2 and Lemma 5.3 we deduce the following result.
Theorem 5.4 Any PLS for Circle-Recognition or $k$-Polygon-Circle-
Recognition has a proof-size of $\Omega(\log n)$ bits.

Proof. $M_{n}$ is a circle graph (and then also a k-polygon circle graph) for each $n>2$, and by Lemma $5.3 \sigma_{i}\left(M_{n}\right)$ is neither a circle graph nor a k-polygon circle graph. As there are $r=\mathcal{O}(n)$ such isomorphism $\sigma_{i}$ and subgraphs $H_{i}$, each one with 1 edge, then by theorem 5.2, any PLS that recognize .r k-PolyGon-Circle-Recognition needs a proof-size of $\Omega(\log n)$ bits.

### 5.3 Unit Square Graph

Finally, to show a logarithmic lower bound on any PLS recognizing Unit-Square-Recognition consider the following graphs.

For all $p \in \mathbb{N}$, consider $S_{p}$ to be a graph defined recursively as:

- If $p=1$, then $G_{1}$ is as follow


Figure 5.5: Graph $S_{1}$

- For $p>1, S_{p}$ consists in add the following graph, denoted as increase-graph, in one endpoint of $S_{p-1}$.


Then, for example, $S_{2}$ and $S_{3}$ are as follow


Proposition 5.4 For all $p, S_{p}$ is a unit square graph.
Proof. Notice that the following are valid unit square models for $S_{1}$ and increase-graph.

(a) Unit Square Model of $S_{1}$

(b) Unit Square Model of increase - graph

Then, can be built unit square model for each $S_{p}$ joining the unit square models of $S_{1}$ and increase-graph.

Now, for all $S_{p}$, consider the set of nodes $H_{1}, \ldots, H_{r} \subset V\left(S_{p}\right)$ to be each $H_{i}$ the two nodes $v_{1}^{i}, v_{2}^{i}$ which are in $C_{6}$ and the diamond.

For example, in $S_{2}$ there are two such sets $H_{1}=\left\{v_{1}, v_{2}\right\}$ and $H_{2}=\left\{v_{3}, v_{4}\right\}$, being $v_{1}, v_{2}, v_{3}$ and $v_{4}$ the nodes marked in the following Figure


Figure 5.8: Sets $H_{1}$ and $H_{2}$ in $S_{2}$
Notice that by construction, the set of nodes $H_{1}, \ldots, H_{r}$ are pairwise independent, isomorphism and $r=\mathcal{O}(n)$.

Lemma 5.5 For each $S_{p}$ and subsets $H_{1}, \ldots, H_{r}$ as describe it above, the graph $\sigma_{\bowtie}^{i j}\left(S_{p}\right)$ is not a unit square graph. Where the isomorphism $\sigma_{i}$ is one of the possible bijection between $H_{1}$ and $H_{i}$.

Proof. By contradiction, suppose there exists $S_{p}$ and $i<j$ such that $\sigma_{\bowtie}^{i j}\left(S_{p}\right)$ is a unit square graph. For each $i<j$, the stair of 6 nodes is a subgraph of $\sigma_{\bowtie}^{i j}\left(S_{p}\right)$ as shown in the following Figure

(a) Graph $\sigma_{\bowtie}^{i j}\left(S_{p}\right)$. New edges drawn with orange.

(b) Stair subgraph of 6 nodes marked with red.

As observation, it's easy to notice that the same subgraph is obtained if we use the other possible bijection as isomorphism. Denote by $E_{6}$ the stair graph of 6 nodes.

Now, as the class of unit squares are hereditary, $E_{6}$ should also be a unit square graph, so in order to conclude, we prove that $E_{6}$ is not a unit square graph.

Claim 5.6 $E_{6}$ is not a unit square graph.
Proof. Notice that the maximum number of unit squares intersecting just a fixed unit square and no intersecting between them is 4 , then it's impossible to have a unit square model in which 5 squares no intersect between them but yes intersect another fixed square.

And then, $\sigma_{\bowtie}^{i j}\left(S_{p}\right)$ cannot be a unit square graph

Theorem 5.7 Any PLS for Unit-Square-Recognition has a proof-size of $\Omega(\log n)$ bits.

Proof.
$S_{n}$ is a is a unit square graph for all $n \geq 1$, and by Lemma $5.5 \sigma_{i}\left(M_{n}\right)$ is not a unit square graph for all possible bijection between $H_{1}$ and $H_{i}$. As there are $r=\mathcal{O}(n)$ such isomorphism $\sigma_{i}$ and $\mathcal{O}(n)$ subgraphs $H_{i}$, each one with 1 edge, then by theorem 5.2, any PLS that recognize Unit-Square-Recognition needs a proof-size of $\Omega(\log n)$ bits.
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[^0]:    ${ }^{1}$ Notice that as the graph is undirected, then $e=u v=v u$

[^1]:    ${ }^{1} p$ chosen in a way still is satisfied that $\frac{k n^{2}}{p} \leq \frac{1}{3}$

[^2]:    ${ }^{2}$ because all values $\pi(v)$ are in $[n]$

[^3]:    ${ }^{1}$ If $\left.p=(i, j)\right)$, then $q \in\{(i-1, j-1),(i, j-1),(i+1, j-1),(i-1, j),(i, j),(i+1, j),(i-1, j+1),(i, j+$ 1), $(i+1, j+1)\}$

[^4]:    ${ }^{2}$ successor and predecessor respect both vertical and horizontal order

[^5]:    ${ }^{3}$ If $\omega_{3}$ is in the same component, we can iterate the argument

[^6]:    ${ }^{4} v$ and $\omega$ are neighbors, and with probability $\geq \frac{2}{3} \omega$ is neighbor of all nodes in component $(k, h)$, and then neighbor of $u$

