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## MECANISMO ALGORÍTMICO APROXIMADO PARA CALENDARIZACIÓN DE PABELLONES CHILENOS CON SIMULACIÓN MULTI-AGENTE

Las salas de operaciones son una de las partes más importantes de los hospitales, y la principal fuente de gasto e ingresos. Calendarizar pacientes, utilizando eficientemente los recursos de las salas de operaciones podría incrementar notablemente la calidad de servicio. Sin embargo, la calendarización automática de pacientes es complicada debido a la falta de un indicador objetivo que indique a quienes atender. Las soluciones que entregan servicios de optimización han debido ser aprobadas y/o modificadas por un grupo de cirujanos debido a la baja confianza en el sistema. Los cambios realizados pueden afectar la optimalidad de los resultados y dar espacios a incentivos perversos. El diseño de mecanismos aplica teoría de juegos para lidiar con situaciones donde los valores de agentes deben ser tomados en cuenta. En este trabajo se formaliza el problema y se diseña como solución un mecanismo $2 t$-aproximado que es compatible con incentivos en esperanza. El mecanismo entrega una solución que toma en cuenta el valor de las opiniones de cirujanos sobre los pacientes en riesgo, permitiendo mejorar la calendarización.

Para evaluar el impacto práctico de la solución, se implementó el mecanismo en un ambiente de simulación que utiliza datos de numerosos hospitales chilenos. Debido a dificultades técnicas, se optó por una implementación en la cual se minimiza el error cuadrático con el resultado incentivo compatible. Los resultados son comparados con sistemas de calendarización simple y con un clasificador entrenado en datos previos, aproximando el comportamiento original. Los experimentos mostraron resultados similares a algoritmos que optimizan una métrica específica, pero también aumentando el valor señalado como beneficio social, las valuaciones de los cirujanos.


#### Abstract

Operating rooms are one of the most important parts of hospitals and the main cost and revenue source. Scheduling patients, efficiently allocating resources in operating rooms, would greatly improve service quality. However, automatic scheduling of non-emergency patients is complicated due to the lack of an objective indicator that points out who to attend. Implemented optimization solutions must be approved by a board of surgeons given low trust on the system, due to lack of decision making explainability. The changes they perform affect the optimality of results to an unknown extent and give space to misaligned incentives. Mechanism design applies game theory to deal with situations where agent valuations are taken into account. We formalize the problem and design a $2 t$-approximated mechanism which is truthful in expectation. The mechanism produces a solution that takes into account the opinions (as values) of surgeons on patients risk, while also improving the scheduling.

To address the practical impact of the solution, we implemented the mechanism solution in a simulation environment that uses the data of Chilean hospitals given by various public healthcare institutions. Given practical issues we opt for an implementation that minimizes the quadratic error to the truthful solution. Results are compared with simpler scheduling methods as well as a classifier trained in the original data, approximating current behavior. This comparison showed similar performance to metric specific optimizing methods, while also maximizing the social benefit which includes surgeon valuations.
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## Chapter 1

## Introduction

### 1.1. Motivation

Cooperation is a fundamental assumption that engineering systems make when social agents are involved. A common example can be seen in lines for a document or procedure, where the system focuses on the procedure and assumes a behavior from their users. However, there are contexts where this assumption is harder to make, such as public transportation, where cooperation is lower among drivers, and that of bids, where each agent wants to obtain the highest possible benefit.

Healthcare is an area where cooperation is high. The constant effort of medical staff on improving the well-being of the population and recently on the Covid-19 pandemic are the opposite of greedy behavior. However, regarding information asymmetry and uncertainty, the subjective opinion on urgency of attendance may give space to non-optimal planning since "a measure of clinical need (...) is very difficult to obtain" [1].

One of the main problems in Chilean healthcare is long waiting times. While several reasons exist, being self-managed, institutions present a high variability in their practices. Some hospitals are up to OECD countries, but others have poor performance [2]. A consequence of high waiting times is the apparition of comorbidities, difficulting originally simple cases.

High variability was partially solved in countries that implemented Diagnosis Related Groups(DRG) $[3,4]$. Chile is in its first steps of implementing this system. However, effective prioritization also involves using resources effectively by optimal scheduling. Results from scheduling optimization programs must be approved by a board, since there is information asymmetry between medical staff and machines, besides ethical and legal issues. The resulting schedule optimality may be affected by the modifications.

### 1.2. Results

The main objective of this work is to develop a mechanism less prone to these modifications. To do this, we ${ }^{1}$ use a medical valuation or preference in the objective function of the scheduling program. The value given to such a subjective opinion must be the real valuation of the surgeon. Our solution provides a mechanism with useful properties that allow a central system to incentivize the

[^0]prioritization, make surgeons specify their true valuations and most importantly give an schedule the personnel would be less prone to modify.

We model the problem as a combinatorial auction with an underlying scheduling problem and develop a $2 t$-approximation in expectation algorithm, which gives a $2 t$-approximation mechanism for our problem. To do this, we improve on an algorithm for $t$-interval graphs by Bar-Yehuda, which gave a $6 t$-approximation [5].

The prioritization rule to use in the simulation is of high importance. Given the possibility of an increase in risk over time, we studied the usage of a risk over waiting time function. However, we found no correlation on severity and waiting time for the same CIE-10 diagnosis. This implies that patients with high severity are not necessarily being attended before others with less severity and the same diagnosis. We use a soft deadline based on expert's opinions as prioritization.

To evaluate the mechanism, we use the data from various sources that process data of Chilean public healthcare ${ }^{2}$ [6]. The data is sensitive and required a high amount of processing due to the inner working of the Chilean healthcare technology, which allows the use of free text on most attributes. We used the data of the institutions with better data quality for the tests [7].

### 1.3. Research Questions

1. Can a health score priority list be reliably obtained from the data?
2. Is there a practical near truthful mechanism that allows scheduling considering medical staff preferences?

### 1.4. Hypothesis

1. A health score priority list can be obtained from the data using the risk index.
2. There is a near truthful mechanism that allows scheduling maximizing social benefit.
3. In the context of Chilean operating rooms: The schedule that results from the mechanism has an average waiting time lower than the middle point between a First Come First Serve (FCFS) algorithm and the current algorithm.
4. The schedule that results from the mechanism lowers the maximum waiting time compared to the current algorithm.

### 1.5. Objectives

### 1.5.1. General Objective

Develop a computationally tractable mechanism for operating room scheduling with bundles that can be used in practice. Focused on ambulatory surgeries (with the data simulation).

[^1]
### 1.5.2. Specific Objectives

1. Obtain a valuation to prioritize patients.
2. Obtain an approximation algorithm for the main optimization problem.
3. Use the algorithm to obtain a mechanism approximation.
4. Implement the approximation mechanism.
5. Test the approximation mechanism against the current algorithm and FCFS.

### 1.6. Methodology

1. Review the literature of operating room scheduling, interaction between game theory and scheduling and waiting list prioritization in healthcare.
2. Review the data, its limitations and features that will be used on the algorithm and the objective function.
3. Theoretically proof the properties of the mechanism and its results.
4. Implement the algorithm that allows the mechanism to work.
5. Implement variations of the algorithm using the current method and FCFS.
6. Create a test dataset from statistical information of the data (i.e probability distribution).
7. Perform experimentation of the mechanism against the current method and FCFS over the test dataset.

### 1.7. Structure of this Work

This thesis is structured as follows. Chapter 2 provides an overview on computational complexity, approximation algorithms and algorithmic mechanism design. Readers with a computer science background can skip to the mechanism design part in Section 2.2.

For basic topics of discrete mathematics, we refer to Chapter 1 from Diestel's "Graph Theory" book [8], and probabilities, such as the first two chapters of Mizenmacher and Upfal's book "Probability and Computing" [9].

Chapter 3 reviews the Chilean healthcare system, focusing on operating rooms, and theoretical approaches to the problem from an algorithmic perspective. Sections 3.1 and 3.2 show the difficulties on combinatorial mechanisms and the underlying scheduling problem, focused on split interval scheduling, which we use to model the problem. Section 3.3 shows results from a previous data oriented study and serves as a motivation to the operating room scheduling problem. It also contains an overview on the problems of data given current technologies on healthcare in Chile, moreover, it reviews approaches to prioritization from data.

Chapter 4 is dedicated to theoretical results. Here, the arguments for the selected model are given, the problem is modeled as a combinatorial auction with an underlying $t$-interval scheduling problem on multiple identical machines. We explain the main algorithm we modify to obtain the theoretical results as well as variations of the problem, including alternative solutions with similar approximation bounds.

Chapter 5 describes the implementation decisions of the simulation. The importance of this chapter relies on two main issues: the difficulties of implementation of the approximation mechanism algorithm and the decisions made for agent based simulation. On the first topic, we remove truthfulness from the algorithm to obtain results with the theoretical bound and compare them with other algorithms. Regarding the simulation, we detail the assumptions made over data and explain the decisions on what facilities to evaluate. Finally, we show the results of the experiments.

Chapter 6 summarizes the results obtained taking into account the assumptions made and decisions on implementation, and a discussion of potential future work on theoretical results and practical solutions for the problem.

## Chapter 2

## Background

This chapter is aimed at readers without experience in computer science and game theory, with the objective of giving an overview on the concepts used. On public healthcare problems in Chile, a quick revision can be found in Chapter 3.

This chapter is structured as follows. Section 2.1 begins with quick overview on algorithm execution time in order to explain complexity classes and measuring problem difficulty. We also show examples on ways to deal with a problem's computational hardness. The books by M. Sipser [10] and Vazirani et al. [11] are the main sources for this section. Section 2.2 explains what game theory is and what it is used for without mathematical formality. The rest of the section focuses on the concepts of algorithmic game theory and what we look for in these types of problems.

### 2.1. Computational complexity

### 2.1.1. Time complexity

Let $L=\left\{a_{0}, a_{1}, \ldots, a_{n}\right\}$ a list of ordered values where $a_{i} \in \mathbb{R}, \forall i \in\{0,1, \ldots, n\}$ and $a_{i} \leq a_{j}, i \leq$ $j, \forall i, j \in\{0,1, \ldots, n\}$. For educational purposes, we would like to know the fastest way to give the position of value $b \in \mathbb{R}$ in the list. A simple solution would be to iterate over each element in the list while updating the position value until an element of equal value is found, then, output the current position value. How much time would this algorithm take to find the correct element? Given that every computer is different it is easier to compare the number of operations made. In this case, the operations correspond to access elements, comparison between values, and a sum to the position value. In summary, we take three steps for every iteration. It is easy to see that in the worst case, when the value we are looking for is at the end of the list, the number of total steps is $3 n$. Although is is not the only theoretical way to analyze an algorithm, using the worst case is the most common one. A good resource on alternative ways of analyzing algorithms can be found in Tim Rougharden's book [12].


Figure 2.1: Binary search of the value 11 in an ordered array of 15 values. First the value in the leftmost middle position is inspected, since $11 \geq-7$, the right side is inspected. The middle of the positions [8,14] is the 11th position with value 5 , since it is lower than 11 we inspect the right side $[12,14]$ and check the middle value. This value, position 13, corresponds to the value in the search.

Another way to solve this problem would be to skip some values in the list until we are close to the one we are looking for. Suppose we check the value in the middle of the list, the floor of the middle position if the length is even. If the value we are looking for is bigger than the one inspected, we have to look for it in the right side of the list, and do the opposite if it is smaller. We inspect the middle value of the corresponding side recursively. By doing this, we reduce the search space until we reach the value when there is only one value left.

An example of this algorithm can be found on Figure 2.1. Looking for the value 11, we inspect the middle value and note that this is lower than 11 . We inspect the middle value of the right side, which is 5 , also less than 11 . Finally, we inspect the middle value on the right side of the corresponding part and arrive at the value without inspecting all values.

This way is faster than the previous one. We can check this by counting the steps like we did in the previous example. First we need to calculate the middle index to be able to jump there. This point is $\frac{h i-l i}{2}$ where $h i$ is the index of the highest value ( $n$ at the beginning) and $l i$ is the index of the lowest value ( 0 at the beginning). After that we check the value in the given position and compare it to the one we are looking for. We change the higher and lower indexes given the result or stop if the checked value is the correct one. The sum gives 4 steps per jump, however, given that we are reducing the search space by half on every jump the worst case happens when we do all the jumps until there is only one value in the search area. The number of jumps $j$ is equivalent to the amount of times we have to halve $n$ to make it one, this means $1=\frac{n}{2^{j}} \rightarrow j=\log (n)$. The total amount of steps in the worst case is $4 \log (n)$, which is strictly better than the last result.

Definition $2.1\left(\mathcal{O}\right.$ notation) Let $f, g: \mathbb{N} \rightarrow \mathbb{R}^{+}$functions. We write $f(n)=\mathcal{O}(g(n))$ if there exist two constants $c, n_{0} \in \mathbb{N}$, such that $\forall n \geq n_{0}, f(n) \leq c g(n)$.

When we are theoretically analyzing algorithms we make use of functions and big $\mathcal{O}$ notation to compare them, this is called asymptotic analysis. The big $\mathcal{O}$ notation is a way to simplify the comparison of functions, we use it to discard constants and focus on the highest order term. In $\operatorname{big} \mathcal{O}$ notation, $4 \log (n)$ is shown as $\mathcal{O}(\log (n))$, which means that the algorithm runtime has an upper bound of $c \log (n)$, for $n>n_{0}$. This is a measurement of the time it takes for the algorithm to compute the output. There are other measures for algorithms, however they are not necessary to understand this thesis.

### 2.1.2. Complexity classes

We focus on another task, which is answering the question of which problem is harder to solve? In this question, we are comparing problems instead of solutions. When we think about problem $A$ finding an element in an ordered array and problem $B$ finding an element in an unordered array, deciding which is harder to solve seems easy, given that at least in the ordered array we have a hint about where to look at, while in the unordered the only alternative is to look at every element. However, both problems belong to the same class which is $P$, the class of problems that can be solved in polynomial time. Small differences between polynomials such as $\mathcal{O}\left(n^{2}\right)$ and $\mathcal{O}\left(n^{3}\right)$ are not considered here. Theoretically, they are way more similar than $\mathcal{O}\left(n^{2}\right)$ and $\mathcal{O}\left(2^{n}\right)$, which imply way stronger differences between problems.

There is a vast amount of problems whose polynomial time algorithm has not been found. A second question can be asked about such problems: if we are given an answer, can we verify that it is a solution? A good example of this class of problems is the K-CLIQUE problem, which is to determine if a graph has a clique of size $k$. A clique is a subset of a graph where every node is connected to all nodes in the subset. While finding a clique of size $k$ over a graph is not simple, verifying that a given answer is a clique of a given size is straightforward. We only have to check if every node is connected to the other nodes in the clique and that the total amount of nodes is $k$. This can be done in polynomial time. Problems where we can verify a solution in polynomial time are in the class of nondeterministic polynomial time $(N P)$ problems. While clearly that $P \subseteq N P$, it is the main question of theoretical computer science to find out if $N P \subseteq P$ and $P=N P$.

Demonstrating that a problem belongs to a class may be a hard task and intuition may tell us that two problems share similarities and thus, they should belong to the same class. We can see this case with $k$-Independent Set and $k$-Vertex Cover.

Definition 2.2 (Vertex Cover) Let $G=(V, E)$ a graph. A vertex cover is a set of nodes $S$ such that $\forall v \in V$ there is a vertex $u \in S$ such that $(v, u) \in E$. A $k$-Vertex Cover is a vertex cover where $|S|=k$.

Definition 2.3 (Independent Set) Let $G=(V, E)$ a graph. An independent set $I$ is a set of vertices such that $\forall u, v \in I,(u, v) \notin E . A k$-independent set is an independent set of size $k$.

An example of a graph that is both, a vertex cover and an independent set can be seen in Figure 2.2.


Figure 2.2: Unweighted graph with $V=\{A, B, C, D, E, F, G, H\}$. A vertex cover is represented by the vertices in red (B,D,E,F), this set is also an independent set.

Lemma 2.1 $I$ is an independent set of $G=(V, E)$ if and only if $G-I$ is a vertex cover.
Proof.
$\rightarrow) \forall u, v \in I,(u, v) \notin E$ but $(u, w) \in E, w \in V(G-I)$ such that every edge is covered by $G-I$. $\leftarrow) \forall(u, v) \in E, u \in G-I$ or $v \in G-I$, which implies that $(w, y) \notin E, w, y \in I$, thus $I$ is an independent set.

We will formalize this notion of difficulty similarity between two problems. Notice that given a $k$-independent over a graph of size $n$, we have a vertex cover of size $n-k$. Given this result, we know that solving $k$-Independent Set has the same difficulty as solving $n-k$-Vertex Cover since to obtain a $n-k$-vertex cover we just have to pick every node that is not in the independent set, which takes time $\mathcal{O}(n)$. A reduction from problem $A$ to problem $B$ is an algorithm that transforms problem $B$ to problem $A$, such that if a solution to problem $B$ is found, then it can be used to solve problem $A$. It is important to know that most of the time this reduction must be done in polynomial time to be able to show that the problems belong to the same class. This is written as $A \leq_{P} B$. In the mentioned example Vertex Cover $\leq_{P}$ Independent Set and Independent Set $\leq_{P}$ Vertex Cover by using the respective side of the demonstration.

It is intriguing which problems can be reduced to others, and which ones can solve many other problems through a reduction. This raises the question on which classes beside the ones show, exist. While there are not only subclasses among the ones mentioned and even classes for space, this work only requires understanding of the mainly used classes.

It is highly important to know which problem can produce a solution to other problems. In the context of NP problems, we would like to have a problem which can solve most other problems in the class so we can focus our efforts in that problem. There is a subclass of problems that can solve every other problem in NP by using reductions, meaning that for every problem $A$ in NP there is a problem $B$ in the class such that we can reduce in polynomial time $A$ to $B$. The class that has this property is named NP-hard. If a problem is in NP-hard and at the same time belongs to NP, it is in the NP-complete class.

### 2.1.3. Approximation algorithms

There are many optimization problems such as Minimum Vertex Cover, Knapsack Problem, 3-SAT and others that are in NP and are key to many applications. Considering that solving an NP problem in polynomial time would solve a long time unsolved problem and the most important problem of theoretical computer science, some areas assume that $\mathrm{NP} \nsubseteq \mathrm{P}$ and look for other ways to solve these problems.

Approximation algorithms deal most of the time with NP-hard problems and sacrifice optimality to obtain a polynomial time algorithm. To exemplify their usage we will use the Minimum Vertex Cover problem, which is finding the minimum size vertex cover in a graph. Given that this problem is NP-hard, we will look for a polynomial time algorithm that reaches a near-optimal solution.

A common way to build an approximation algorithm is to relax the problem to a fractional domain, such that the fractional problem can be solved in polynomial time. Our optimization problem for Minimum Vertex Cover as an integer optimization problem can be seen to the left in 2.1, where $x_{i}=1$ means that the vertex $i$ is picked and $x_{i}=0$ if not picked. The relaxation can be seen to the right in 2.1.

$$
\begin{array}{ll}
\min \sum_{i \in V} x_{i} \quad(\operatorname{Min} \mathrm{VC}) & \min \sum_{i \in V} x_{i} \quad(\text { Relaxed Min VC }) \\
\text { Subject to } & \text { Subject to } \\
x_{i}+x_{j} \geq 1, \forall(i, j) \in E & x_{i}+x_{j} \geq 1, \forall(i, j) \in E \\
x_{i} \in\{0,1\}, \forall i \in V & 0 \leq x_{i} \leq 1, \forall i \in V
\end{array}
$$

We will use the solution to the relaxed problem to obtain the approximation. Linear programming problems such as this one can be solved in polynomial time. However, the result may give rational values, and to obtain a vertex cover it is necessary to round the solution to integer values. Since $x_{i}+x_{j} \geq 1, x_{i} \geq \frac{1}{2} \forall i \in V$, we pick values where $x_{i} \geq \frac{1}{2}$. The result is a vertex cover since we pick at least one node of every $(i, j) \in E$. Given that the fractional problem solutions space includes the integer solutions, its optimal value $\left(O P T_{f}\right)$ is at most the optimal value of the integer problem $(O P T)$, we picked every $x_{i} \geq \frac{1}{2}$, which means that $x_{i}=1$ in our approximation, at most we double the original value. We conclude that our algorithm solution is at most $2 O P T_{f}$ and at most $2 O P T$.

Definition 2.4 (Approximation) We say that an approximation algorithm for a minimization (maximization) problem is $k$-optimal if the value of the approximation is at most (least) $k\left(\frac{1}{k}\right)$ times the optimal value.

The previous algorithm is a 2-optimal approximation for Minimum Vertex Cover. This technique of using a linear programming relaxation to obtain an approximate solution from a rounding of the fractional solution raises the question about which problems can be approximated by rounding the linear programming relaxation (LP). The answer is that every LP has an integer polytope $Z$ (feasible solution), however, the main issue is how good the approximation actually is.

Given that the solution to an integer problem IP is OPT, and the solution to the LP of such a problem is FRAC, a rounded solution ROUND can be at most OPT, an illustration of the relation can be seen in figure 2.3. The ratio FRAC/ROUND is a bound over OPT/ROUND, which is the approximation ratio, however it is easier to calculate given that we do not know OPT. The value FRAC/OPT gives a value on how good the approximation can get. The maximum value of this ratio is the integrality gap. Since OPT is the maximum value of a rounded solution, an approximation whose ratio FRAC/ROUND is closer to the integrality gap is closer to be optimal.

Definition 2.5 (Integrality gap) Given a linear programming relaxation LP for a maximization problem $P$, let $F R A C(I)$ be the cost of an optimal fractional solution to instance $I$. The integrality gap of the linear programming relaxation is given by:

$$
\sup _{I} \frac{F R A C(I)}{O P T(I)}
$$



Figure 2.3: Optimal values on a line. The fractional rounding solution ROUND is at most OPT, the problem solution, the fractional solution FRAC is at least OPT. The integrality gap is the supreme of FRAC/OPT, while the approximation ratio is given by OPT/ROUND.

### 2.2. Algorithmic mechanism design

In this section most concepts are obtained from the books "Algorithmic Game Theory" by Noam Nisan et al. [13] and "20 Lecture on Algorithmic Game Theory" by Tim Roughgarden [14].

### 2.2.1. Game theory

Game theory aims to model interactions between multiple entities which decisions may affect each other. The traditional example on game theory is the Prisoner's Dilemma. On this problem, there are two prisoners who have no communication with each other and have two options: to confess or to remain silent. If both remain silent, the authorities do not have enough evidence and both get 2 years in prison. If only one confesses, all charges go to the one who remained silent, the one who confessed gets 1 year and the other gets 10 years. If both confess they sentence is divided and both are given 5 years. The best answer for the prisoners is for both to remain silent, however, when we take into account that they are unable to communicate with each other and both are looking out for their own individual interests. If prisoner 1 remains silent, the worst that can happen is for prisoner 2 to confess to lower his jail time and change prisoner 1's jail time from 2 to 10 years. On the other hand if prisoner 1 decides to confess, he goes from 1 to 5 years if the other confesses. Rationally, if both are selfish, the solution is for both to confess, because if they do, there is no gain in changing their decisions as confessing is the best strategy that does not depend on the other prisoner's strategy.

Definition 2.6 (Strategy) A strategy is a decision rule that defines the action the agent will take. Let $S_{i}$ the set of all possible strategies for an agent, $s_{i} \in S_{i}$ denotes the strategy taken by agent $i$. Let $n$ be the amount of agents. We write $S=\left(S_{1}, \ldots, S_{n}\right)$ for the set of all possible strategy vectors and $s_{-i}=\left(s_{1}, \ldots, s_{i-1}, s_{i+1}, \ldots, s_{n}\right)$ for the vector of strategies not including agent $i$, such that $\left(s_{i}, s_{-i}\right)=\left(s_{1}, \ldots, s_{n}\right)$.

Definition 2.7 (Dominant strategy solution) A dominant strategy solution corresponds to the strategy that gives the highest value under all strategy combinations the other players could take. Formally, let $s \in S$ vector of strategies, $i \in I$ a player such that $u_{i}(s)$ is the utility of player $i$ on the strategy $s$. Since the utility can change given the other players strategy we write $u_{i}\left(s, s_{-i}\right)$ to denote the utility of player $i$ given the strategies of all players in $I-i$. A vector of strategies $s \in S$ is a dominant strategy solution if:

$$
\forall i \in I, \forall s^{\prime} \in S: u_{i}\left(s_{i}, s_{-i}^{\prime}\right) \geq u_{i}\left(s_{i}^{\prime}, s_{-i}^{\prime}\right)
$$

Mechanism design, which is the main subarea of game theory we use on this thesis, creates games that have dominant strategy solutions such that a certain objective of the mechanism creator is reached. However, we will focus on the computational side of it, on problems that require algorithms for the mechanisms to work.

A concept that is similar to dominant strategy solution is the Nash equilibrium (NE). The NE is a vector of strategies such that each player cannot improve its benefit by changing strategies assuming that they know the other players strategies. The last part is the major difference between a dominant strategy solution and NE, since the first one is the strategy vector where a player cannot benefit from changing strategies without knowing the others information, a dominant strategy solution is also a NE.

Game theory mostly focuses on studying the NE and by extension, algorithmic game theory mostly focuses on studying how to calculate NE by the usage of algorithms. It is important to know that finding a NE is not an easy problem even for simple games, but even applying the concept of NP-completeness is not right for these problems given that a NE always exists, these problems have their own class, which is the Polynomial Parity Argument Directed Case (PPAD). We do not explore these topics given that mechanism design does not require these tools for the problems we present. However, the fact that many variations of the problem of finding the NE such as answering if the game has two NE or if there is an NE, which contains a strategy $S$ are NP-complete shows that problems in the area solvable in polynomial time are not found often.

### 2.2.2. Algorithmic mechanism design

Mechanism design studies how multi-agent systems can achieve desirable outcomes given independent, usually selfish agents. To illustrate a mechanism design problem we will analyze an auction. In the auction we are tasked with selling a valuable relic, naturally, there are bidders interested in such an object. We model this situation as $n$ bidders where $v_{i}$ is the valuation that the bidder (player) $i$ has for the item (our relic), $i \in[n]$. Given that there is only one item, each bidder reports the price they are willing to pay for the relic, if a player does not win the relic the utility is 0 , otherwise it is $v_{i}-p$, with $p$ the price the item was sold for. Usually in an auction the item would be given to the highest bidder, however, a bidder that knows that he can increase his utility may bid for a lower number to try to obtain the relic for a lower price. In this case the reported value depends on the strategies of other players and may result in unpredictable behavior. Prices do not necessarily represent valuations and the item may sell for a lower price to a bidder whose valuation and bid are way lower than others. There are also situations where the seller would like to sell the item to the person that appreciates the relic the most. In the previous situation a random bidder may win the auction and in order to maximize its profits, it may resell the item to this person. In both cases, we do not want the bidders to lie about their values, in other words, we would like them to be truthful. To avoid the mentioned problems we introduce Vickrey auctions. In this case the concept is simple, the winning bidder is still the one who bid the highest, however the price to be paid is the second highest bid.

Proposition 2.1 (Vickrey) For all valuations $v_{0}, \ldots, v_{n}$. Let $u_{i}$ be the utility of player $i$ if it reports its valuation $v_{i}$ and $u^{\prime}{ }_{i}$ if it reports a valuation $v^{\prime}{ }_{i}$. Then $u_{i} \geq u^{\prime}{ }_{i}, \forall i \in[n]$.

Proof. Suppose player $i$ wins bidding $v_{i}$, let $p *$ be the second highest bid. The utility is $u_{i}=$ $v_{i}-p * \geq 0$, however, if he wins by reporting a value $v_{i}^{\prime} \geq p *$ then the utility is still $u^{\prime}{ }_{i}=v_{i}-p *$. Since the utility is independent of the value reported $u_{i} \geq u^{\prime}{ }_{i} \forall i \in[n]$. Notice that if $v_{i}{ }_{i} \leq p *$ the utility is zero. Suppose player $i$ loses bidding $v_{i}$, then $u_{i}=0$. If $i$ reports $v_{i}^{\prime} \geq w_{i}$, then $u^{\prime}{ }_{i}=v_{i}-p *$ where $p * \geq v_{i}$, which implies $u^{\prime}{ }_{i} \leq 0$. Concluding that $u_{i} \geq u_{i}^{\prime} \forall i \in[n]$.

A mechanism that has this property of players maximizing their utilities by reporting their true values is called truthful, incentive compatible or strategy proof. We want to formalize this notion, however, other concepts also require a definition to formalize this property.

Definition 2.8 (Social choice function) Let $A$ be a set of possible alternatives or actions. Let $L$ set of linear orders on $A$. A social choice function is a function $f: L^{n} \rightarrow A$.

Definition 2.9 (Mechanism) Let $f$ a social choice function $V_{1}, \ldots, V_{n} \rightarrow A$ where $V_{i}$ is the valu-
ation of player $i$. Let $p=p_{1}, \ldots, p_{n}$ a vector of payments where $p_{i}: V_{1}, \ldots, V_{n} \rightarrow \mathbb{R} A$ mechanism is a pair $(f, p)$ where $f$ is a social choice function and $p$ vector of payments.

Definition 2.10 (Truthfulness) A mechanism $\left(f, p_{1}, \ldots, p_{n}\right)$ is incentive compatible, also called truthful or strategy proof if for every player $i$, every $v_{i} \in V_{i}$, and every $v^{\prime}{ }_{i} \in V_{i}$ we have that $v_{i}\left(f\left(v_{i}, v_{-i}\right)\right)-p_{i}\left(v_{i}, v_{-i}\right) \geq v_{i}\left(f\left(v_{i}^{\prime}, v_{-i}\right)\right)-p_{i}\left(v_{i}^{\prime}, v_{-i}\right)$.

In a truthful mechanism, a player does not benefit from announcing a value different than the real one.

We revisit truthfulness continually throughout this work. Moreover, our results point to another notion of truthfulness, which holds a similar meaning but applies to randomized mechanisms.

While the Vickrey auction incentives the players to bid truthfully, there is another key factor related to the objective. In fact, the rule that forces the winner to pay the second highest price has a downside for the seller, which could have won more if the winner just paid his bid, on the other hand, the winner wins the difference between his bid and the second highest. When we add the whole benefit it is equivalent to the price that the highest bidder can pay, which is also the highest value that can be transferred, the highest benefit of the system. Given an alternative $a \in A$, the sum of valuations it generates is the social welfare $\sum_{i} v_{i}(a)$. We could say that while the revenue of the seller is lower, the Vickrey auction maximizes the social welfare.

Definition 2.11 (VCG) A mechanism $(f, p)$ is called a Vickrey-Clarke-Groves(VCG) mechanism if:

- $f$ maximizes the social welfare.
- given $h_{1}, \ldots, h_{n}$ with $h_{i}: V_{i} \rightarrow \mathbb{R}$ we have that $v_{i} \in V_{i} \forall i \in[n]: p_{i}\left(v_{1}, \ldots, v_{n}\right)=h_{i}\left(v_{-i}\right)-$ $\sum_{i \neq j} v_{j}\left(f\left(v_{1}, \ldots, v_{n}\right)\right)$

The Vickrey auction meets both requirements. Moreover, a VCG mechanism is also incentive compatible, this is mostly given by the Clark's pivotal rule [13]. The Clark's pivotal rule sets $h_{i}=\max _{a \in A} \sum_{j \neq i} v_{i}(a)$, which gives the mechanism the properties of non-negative utilities for all players and makes the system (seller in the auction case) to not have to pay money to players.

There are different categories of auctions in the mechanism design area. The amount of bidders, items, bidding instances, objective functions and other constraints make each problem different from the other. Multiple and single unit auctions are types where the amount of items change, on the same topic, the stock of each item may also be higher than one, another example of a different category of auctions are iterative auctions, where the auction is performed many times with a winner and payment on each iteration, while objective functions may be different, the main focus is revenue and social welfare, finally, an example of an auction with constraints are spectrum auctions. However, the knowledge necessary for this work only involves multi-unit auctions outside of mentions to the other types, moreover, we focus on multi-unit auctions where the bids are done in bundles instead of picking a single item, these types of auctions are called combinatorial auctions.

In the context of an auction of multiple items where multiple bidders want certain bundles, aggrupations of items which hold a higher value in a bundle than the sum of individual values of each one, who should win the items? The answer is complex independent of social welfare,
the revenue of we decide to maximize or the revenue of the seller. Giving the item to the bidder with the bundle of the highest value does not necessarily get a good result. A higher value may be obtained by selling the items in that bundle to independent buyers with lower bidding prices, and other alternatives have the similar conclusions. The problem with these types of auctions is determining who won the auction. This problem is NP- complete in the general case.

Combinatorial auctions are formalized as follows: We have a set of $m$ indivisible items concurrently auctioned among $n$ bidders. Every bidder $i$ has a valuation function $v_{i}$ such that for a bundle or set of items $S, v_{i}(S)$ is the valuation of the bundle and $v_{i}(S) \leq v_{i}(T), S \subseteq T$.

For bidders to specify their valuations, which bundles they prefer over another and what item they would exchange in each bundle for another without changing their price is a complex task. In a more practical way of bidding, we focus on single-minded valuations.

Definition 2.12 (Single minded valuations) A valuation $v$ is single-minded if there is a bundle $S^{*}$ and number $a \in \mathbb{R}$ such that $v(S)=a, \forall S^{*} \in S$ and $v(S)=0$ for all other cases.

By only giving value only to bundles that contain a bundle $S$ and making every other possibility a zero value, the bidding is not only easier in the practical side, but also for processing. However, allocation of items over single-minded bidders is NP-hard while the decision problem of whether there is a social welfare of at least $k$ is NP-complete. As stated, when facing NP-hard problems we look for away around by giving up optimality. An approximation algorithm with an $\sqrt{m}$ approximation guarantee can be obtained using a greedy approach for combinatorial single-minded auctions, the greedy mechanism is also incentive compatible. However, another way of obtaining such an algorithm would be to use the same strategy we pointed out in Section 2.1.3, which relaxes the optimization problem. We will explain this approach in chapter 3.

## Chapter 3

## Literature review

The areas of algorithmic mechanism design, healthcare data and scheduling are extensive. We used results and techniques from the three areas to model and solve the problem of scheduling operating rooms in a game theoretic setting. While scheduling as a problem has a long history with many variations through the years, scheduling in operating rooms predates the mathematical formalization. In Section 3.1 we detail the operating room scheduling problem (ORSP). In Section 3.2 we point at the limits of computation in algorithmic mechanism design. We do so in the context of our problem. The most important part being Section 3.2.1, which explains a general technique for approximations in mechanism design.

Finally, in Section 3.3 we review the healthcare system in Chile, centered on operating rooms and data, its challenges and ultimately, how we deal with prioritization.

### 3.1. $\quad$ Scheduling

Jobs consist of a number of operations, each one with a processing requirement. A schedule consists of allocating each job to one or more intervals, the main problem of scheduling consists of allocating $n$ jobs on $m$ machines. Most scheduling problems require the schedule to satisfy certain conditions. These requirements usually are a release date, processing time, specific machines, precedence constraints, and others [15]. The objectives are also diverse, they include cost minimization, due date minimization, weight maximization and others.

We focus on interval scheduling, allocating jobs to machines with given starting and processing times such that jobs do not overlap. Unlike shop scheduling, our objective function corresponds to job weight maximization. Similar problems, where the objective function is mainly completion time minimization with different parameters can be found in Brucker's book as well as in the review by Anand and Pannerselvam [15, 16]. Interval scheduling problems are also referred to fixed job scheduling and $k$-track assignment. Classical interval scheduling problems consist only of a single interval per job, although we require multiple intervals per job, a survey on classical variations with single intervals can be found in Kolen et al.[17] and Kovalyov et al. [18].

Given that each surgeon or agent has a set of blocks it wants to schedule for its patients, we detail literature on scheduling multiple intervals for the same job. These disjoints intervals of a job are also referred to operations in the shop scheduling literature [15]. When there is only one block per agent (single interval) and identical machines, WEIGHT MAXIMIZING INTERVAL SCHEDULING
can be solved in polynomial time by solving a MInimum cost $k$-FLOW Problem [19].
Interval scheduling on parallel machines is not a simple task. Slight variations such as adding a deadline and tardiness penalty to the objective function make the problems NP-hard, Sterna et al. [20] study a practical approach on this variation with the additional option of dropping jobs. Multiple blocks scheduling can also be seen as a special case of scheduling with dependencies. These kinds of problems are usually seen in the context of servers such as Pedarsani et al. [21]. Thielen and Krumke have one of the few works where a game theoretic point of view has been applied to scheduling, the main framework is server scheduling [22]. Lately, this idea has been applied to cloud computing, but without jobs starting times [23]. We have to point that a dependency constraint between blocks (intervals) is a stronger constraint than having multiple blocks.

Interval scheduling with blocks per agent is referred to $t$-interval scheduling in the literature. Interval graphs are graphs that represent the time intervals of the jobs, such that each job has a vertex and if two jobs intersect, there is an edge between both vertices that represent the jobs [24]. Solving Maximum Weight Independent Set(MWIS) on interval graphs gives a solution to the interval scheduling problem. MWIS in proper interval graphs, which correspond to the case where no interval completely overlaps with another, has a polynomial time solution [25, 26]. Proper graphs belong to the class of claw-free graphs. Berman gave a $d / 2$-approximation for MWIS on $d$-claw-free graphs [27]. A more general case with an approximation are bounded degree graphs [28, 29]. Kako et al. [30] study approximations for other variations.

An alternative to scheduling with dependencies is multistage scheduling. The main difference is that jobs are restricted to a stage, we refer to work on multistage scheduling on $t$-interval graphs [31, 32].

For scheduling on $t$-interval graphs, Bar-Yehuda et al. gave a $2 t$-approximation for MWIS. Bar-Yehuda and Rawitz explored other variations for the problem such as $t$-interval scheduling with demands, the case where each job as a demand and the machines have a demand resource [5]. Butman et al. explore similar problems on these graphs [33].

### 3.1.1. Operating Room Scheduling

Since resources are limited, scheduling in healthcare has been studied for a long time. Medical research had always been looking for efficient usage of the resources. Healthcare management and policies also look for measures and protocols that improve the efficiency or avoid common time sinks. The most famous problems on healthcare scheduling are Patient admission scheduling problem(PASP), Nurse Rostering problem(NRP) and Operating Room Scheduling Problem(ORSP). An excellent review of popular variations of these problems is given by Abdalkareem et al. [34]. In this thesis as well as this section, we focus on ORSP.

The ORSP consists of two parts, operating room and recovery room [34]. The operating room part involves resources such as personnel, facilities and equipment. The recovery room consists of the allocation of patients on recovery beds post surgery. We give the definitions of different classifications of ORSP problems [34]:

- Scheduling strategy: how are blocks selected.
- Open: there is no time slot reservation, nor day reservation.
- Block: a group of surgeons are assigned to several time blocks.
- Modified block: time slot reserves are allowed but uses the free space with block strategy.
- Advanced scheduling: scheduling of surgery dates.
- Dynamic: given at consultation time.
- Static: from the waiting list.
- Allocation scheduling: allocate resources and time for the surgery.

Zhu et al. points that open scheduling is usually done on a first-come-first-serve (FCFS) strategy [35]. Another important difference is the patient's origin. In-patients and outpatients as well as elective and non-elective patients. In the last few decades, ambulatory surgeries have increased significantly. Outpatients represent a higher volume of surgeries. Since one of the objectives of the project that inspired this work was to increase the number of ambulatory surgeries, we use these cases for our work. A good review in scheduling outpatients can be found in [36, 37]. Elective patients are part of the usual scheduling, in contrast, non-elective patients are the ones that add uncertainty to the system, and are usually emergency cases [35].

On the economical side, private and public healthcare facilities look for a decrease in costs. While not lowering the quality of attention, these costs are mostly related to problems such as surgery cancellations, inventory problems and unexpected overtime on surgeries. These factors give space to different solutions combined with the scheduling strategies, a review on the convenient method for these problem variations can be found in [38].

The emergency room also plays a role in the uncertainty. Even if there are assigned emergency operating rooms, common operating rooms may be used if needed. In this work we do not address the uncertainty of these factors since we require provable guarantees first. Most solutions on this subtopic rely on optimization solves and simulations. A review on this topic can be found in [39, 40]. On the other hand, optimality bounds can be obtained if the problem's constraints are reduced [41]. We do this in our work to prove guarantees on the mechanism.

In Chile, research and implementation of optimization with prioritization to allow fairness has only been done by G. Durán et al. [42]. Another solution to operating room scheduling is through simulation. Present in other areas of healthcare, simulation has a long history defined by the limits of computing power [43]. Among simulation techniques, the most popular are Discrete Event Simulation (DES), System Dynamics (SD) and Agent-Based Simulation (ABS). DES deals with agents passing through events in the systems, SD mainly uses flows and storages, while the relatively new ABS simulates the interactions among agents through defined rules [44].

Hospitals are complex systems, which are impossible to completely simulate through DES and arguably any other method [43]. However, there are simulations combining DES and ABS under specific cases, like patients decisions [45]. Work in agent based simulation for elective surgeries has answered important questions on operating room management [46, 47]. While originally this thesis was oriented to use both simulation methods on a near-complete hospital simulation, data and complexity did not make it possible. We address the simulation from an ABS perspective in Chapter 5.

### 3.2. Algorithmic mechanism design

Usage of auctions and mechanism design in practice is extensive. Most popular cases are school choice, kidney donations, matching markets, online auctions and frequency allocation [13, 48, 49]. A key aspect of landing slots mechanism design applies to surgery rooms and is a strong argument for the usage of mechanism design for this problem, information asymmetry [50].

Mechanisms for kidney donation do not involve money since it is illegal [48]. However, these mechanisms have additional problems that are usually circumvented by payments, one of these is ordered preferences [51]. As result, combinatorial auctions, a famous algorithmic mechanism design problem is impossible to solve in the no money case [52]. Solutions have to make weaker assumptions such as value verification to make it manageable [52]. Resource assignment problems, known as Generalized Assignment Problem (GAP) have multiple related uses and have known approximations based on work by Lavi and Swamy on the no money case [53, 54].

Clearly, GAP approximations are better in the case with payments. Improving from $\mathcal{O}(\log (n))$ to $(1-1 / e)$ [55]. Fadaei and Bichley use the method proposed by Lavi and Swamy to obtain a ( $1-1 / e$ )-approximation for GAP (slightly worst than the best $(1-1 / e+p)$ method [55]. This technique has high importance in this thesis and will be explained in Section 3.2.1. Closer problems to scheduling patients fall in the complementary items category, since doctors would prefer to have sequential usage of the room rather than highly separated hours. Nguyen et al. propose a solution to assignment problems (bundle allocation) that satisfy efficiency, envy-freeness and asymptotic strategy-proofness [56]. The trade-off for these results is the addition of a constraint on bundle sizes, this has similarities with our solution since our approximation depends on the bundle size.

To the best of our knowledge, Liu et al. is the only author that approached the combination of ORSP with mechanism design [57]. However, this work does not allow multiple bids nor presents guarantees such as truthfulness. Moreover, it follows a straightforward solution using iterative bidding, which may be troublesome for the surgical team given that they must select new schedules until every space is filled. Finally, these kinds of solutions do not behave well with complementary items [14].

In contrast, mechanism design approaches to scheduling have been studied in numerous works. In particular, machine scheduling has been studied from the perspective of a decentralized system where machines decide which jobs to accept. Heydenreich et al. [58] gives a review on this problem. Abed et al. study a variation of mechanism design and scheduling were the strategic agents want jobs processed [59]. Another variation consists of stages controlled by different players [31]. Ananth and Chandra Sekaran provide a review on applications of game theory to scheduling in cloud computing [60]. Kress et al. gives a general review over the classification of the different variations by shared characteristics [61].

To the best of our knowledge, no known mechanism is equivalent to the problem we propose. We use combinatorial auctions not only due to a practical issue, but an optimality one too [62]. Although combinatorial auctions and VCG have several problems [63]. Following the success of the technique, we base our mechanism on the work of Lavi and Swamy [54].

### 3.2.1. Randomized metarounding for AMD

We explored in section 2.2.2 that many problems in mechanism design are NP-complete. We also summarized how approximation algorithms are a workaround for NP-hard problems. While some problems in mechanism design have an approximation algorithm, they are usually tailored to the
mechanism and their techniques will not necessarily work on other problems. Lavi and Swamy developed a general technique, which gives an r-approximation mechanism which is also truthful in expectation [54]. Their work is based on a clever usage of randomized metarounding to preserve truthfulness.

Randomized metarounding is a technique with applications to approximation algorithms developed by Carr and Vempala. It builds a convex decomposition whose purpose is to deal with known issues of randomized rounding over optimization, specifically, using a a convex decomposition instead of randomized solution assures that conditions are always met, such that no solution is unfeasible, the main example of a problem that would require such a technique is Multicast Congestion [64].

Randomized rounding is a standard technique in approximation algorithms problems. The technique is similar to the example problem in Section 2.1.3, which relaxes an optimization problem and round the resulting variable values to an integer value. On a generalized integer optimization problem IP:

$$
\begin{align*}
& \min c x \\
& \text { s.t } \\
& A x \geq b  \tag{3.1}\\
& x \in\{0,1\} \tag{3.2}
\end{align*}
$$

We relax the $x$ variable and allow it to have values $x \in[0,1] \in \mathbb{R}$, we name this relaxed version $P$. A convex optimization problem such as $P$ can be solved in polynomial time using the ellipsoid method. Let $x *$ be the optimal value for $P$, for the integer solution assign $x_{i}=1$ with probability $x^{*}{ }_{i}$ and 0 with probability $1-x^{*}{ }_{i}$. This solution has value $c x^{*}$ in expectation and fulfills $A x^{*} \leq b$ in expectation.

However, randomized rounding has a clear problem, a solution picked using such probability distributions may break some constraints. There are problems where breaking a constraint is unnaceptable. Randomized metarounding deals with this problem trading-off optimality to fulfill the conditions, giving an approximate solution. To do this, we require an $r$-approximation heuristic.

Definition 3.1 (Approximation heuristic) A polynomial time algorithm $A$ is an r-approximation heuristic to a minimizing integer program (min-IP) with positive objective function and linear program relaxation $P$, if, A finds a solution whose value is at most $r$ times the optimal value of $P$.

Observation : An r-approximation heuristic is also an r-approximation algorithm.
The usage of such a heuristic may seem counter-intuitive, but this technique was created for Multicast Congestion, where an approximation heuristic was originally used for solving multiple Steiner Trees. This cannot be done using randomized rounding. For mechanism design, Lavi and Swamy rely on randomized metarounding's ability to keep properties and keep truthfulness after applying an approximation heuristic, we simplify the explanation focusing for such a case.

We want to find the convex decomposition such that $r x^{*} \geq \sum_{j} \lambda_{j} x^{j}$ where $x^{j}$ is an extreme point of $P$ for all $j$ and $x^{*}$ is the optimal value of $P$ the linear relaxation of $I P$. Ultimately, we would like to have an equality such that $r x^{*}=\sum_{i} \lambda_{i} x^{j}$. We will show that such an equality would keep properties such as truthfulness, however, we have to show how to obtain the inequality first.

The overall requirements for randomized decomposition are a linear programming relaxation $P$ of an integer problem with positive objective function and an r-approximation heuristic $A$ as well as a feasible solution $x *$ to $P$. We list the extreme points of $P$ as $\left(x^{j} \mid j \in J\right)$. We would like to solve the following linear optimization problem.

$$
\begin{array}{ll}
\max & \sum_{j \in J} \lambda_{j} \\
\text { s.t } & \\
& \sum_{j \in J} \lambda_{j} x^{j} \leq r x *  \tag{3.4}\\
& \sum_{j \in J} \lambda_{j} \leq 1 \\
& \lambda_{j} \geq 0
\end{array}
$$

The solution to this optimization problem gives a convex decomposition $\lambda *$ where $r x * \geq \lambda_{i} x^{j}$ holds. However, (3.4) has an exponential number of variables, since there is an exponential number of $\lambda_{j}$. To solve this issue Carr and Vempala solve the dual problem:

$$
\begin{align*}
\min & r x * \cdot w+z \\
\mathrm{s.t} & \\
& x^{j} \cdot w+z \geq 1, \forall j \in J  \tag{3.5}\\
& w \geq 0 \\
& z \geq 0
\end{align*}
$$

Although there is an exponential number of constraints in (3.5), the ellipsoid method can solve the problem in polynomial time through the use of the approximation heuristic $A$ as a separation oracle. This way, we have a convex decomposition such that $r x * \geq \sum_{j} \lambda_{j} x^{j}$ in polynomial time.

Lavi and Swamy elaborated a way to obtain an $r$-approximated truthful in expectation mechanism from an $r$-approximation heuristic. The method is based on the usage of randomized metarounding. Take a combinatorial auction problem (CAP) as shown in problem 3.6. It is a known result that the solution of this problem when the objetive is social welfare maximization gives a truthful mechanism, however, such a problem is NP-hard [54]:

$$
\begin{array}{cl}
\max & \sum_{i, S \neq \phi} v_{i}(S) x_{i, S} \\
\text { s.t } & \\
& \sum_{S \neq \phi} x_{i, S} \leq 1 \quad \forall i  \tag{3.6}\\
& \sum_{i} \sum_{S: j \in S} x_{i, S} \leq 1 \quad \forall j \\
& x_{i, S} \in\{0,1\} \quad \forall i, S
\end{array}
$$

Here, $x_{i, S}=1$ if player $i$ receives item set $S$. Let $M^{F}$ a relaxation of the mechanism represented in problem 3.6 where the variable $x_{i, S} \in\{0,1\}$ is relaxed to $x_{i, S} \geq 0$. Let $x^{*}$ the optimal solution of $M^{F}$, where $p^{F}$ are the payments using VCG, this solution holds truthfulness. Using randomized metarounding it is posible to obtain a convex decomposition such that $r x^{*} \geq \lambda_{i} x^{j}$, the crucial improvement made by Lavi and Swamy is to modify the decomposition to get a result such
that $r x^{*}=\lambda_{i} x^{j}[54]$. This decomposition preserves the structure of the solution, such that the decomposition is equal to a fractional solution, where payments are given by $\frac{p^{F}}{r}$, which allows the decomposition to keep truthfulness. Naturally, the value given by the solution is $\frac{x^{*}}{r}$.

For this exact decomposition there are two requirements, one is to have a quasi-linear objective function, the second is for the problem solutions to have the packaging property: let $\mathcal{Z}=\left\{x^{l}\right\}_{l \in \mathcal{I}}$ where $\mathcal{I}$ is the set of integer solutions for the problem relaxation $P$, if $x \in \mathcal{Z}$ and $y \leq x$ then $y \in \mathcal{Z}$ [54]. It is easy to see that CAP has this property.

We do not dig further into how this random mechanism that uses this decomposition, is transformed to a deterministic mechanism. Such explanation can be found in the work of Lavi and Swamy [54]. The result of the exact decomposition and later transformation into a deterministic mechanism gives an $r$-approximation mechanism that is truthful in expectation.

### 3.3. Healthcare data and prioritization

### 3.3.1. Data processing technology in Chilean healthcare system

Chilean patient data is registered in a Electronic Health Record (EHR), "Ficha Clinica Electrónica" (FCE) in Chile. The health record was regulated in 2012, however, the electronic document FCE is not obligatory and is not regulated [7]. The SIDRA project, started in 2008, was given the task of implementing the FCE in 2012. However, the project failed in the task only digitalizing independent tasks [7].A unique register of the waiting list was announced in 2018. The register was meant to be accesible through a webpage, with the register of the patients without a deadline, this announce was not fulfilled [7].

The lack of an EHR national integration on top of system decentralization with poor interoperability make data analysis difficult. Not only do different institutions use different codes, but they have different protocols. A review on Chilean healthcare data quality (in spanish) can be found in Lobos and Olivares [7]. The main drawback of the data comes from the presence of free text input and institution specific protocols. An example of this last issue is the optional registration of ambulatory surgeries until 2017 [7].

### 3.3.2. Problems in Chilean operating rooms

In operating rooms there are different kind of resources such as sanitized instruments and items (i.e facemasks) and others more related to the treatment itself such as a hip replacement. Human resources is composed of surgeons, nurses, anesthesiologist and auxiliary personnel, these last ones usually perform a role similar to what nurses do and are referred to TENS (Superior Education Nursery Technician), they have 3 years of higher education [2]. Although surgery requires at least two surgeons, a main surgeon and a medical student is enough to suffice the quorum. There are usually many surgery rooms, and some of these are reserved or have characteristics for special cases such as labor rooms. While there are also separated emergency operating rooms, these cases are above the scheduled less urgent ones and who may take any room available. In the context of our problem, we focus on the patients scheduled from the waiting list with an exact appointment date.

Excessive waiting times are an issue in many countries [65]. Chilean high complexity hospitals are self-managed, which means their logistics and resource management vary. This variability in managing policies is reflected in the waiting times, with an average of 330 days and a maximum difference of 600 days over all public high complexity hospitals in the country [2]. These results
are not tied to the waiting list size, an illustration of this is that there are two 500 days average waiting time facilities with 2,000 and 15,000 patients on the waiting list [2]. There is a subset of patients that have specific attention deadline and are usually prioritized since the state pays additionally for them. These are the patients under a GES (Explicit Health Guarantee) condition. The National Health Service (NHS) from the United Kingdom has a set deadline of 18 weeks for all non-special cases (i.e cancer) after which the centre has to solve the situation by sending the patient to another centre with an incentive, their fulfillment of this policy is of $86 \%$. Catalunya set three possibilities for non-special cases: 90,180 and 365 days [2]. The consequences of the lack of such policies are shown later.

Another topic that increases the size of the waiting lists in Chile and the waiting times is the lack of ambulatorization, surgeries without overnight bed stay. In Chile, the percentage of ambulatory surgeries is under $30 \%$ while the average in developed countries: Canada, USA, Norway and Denmark is around $60 \%$. Low surgery room usage is an additional factor: out of 9 hours, the average usage of a room is 4.8 hours, which pales in comparison to the UK, where the average use is 6.4 hours out of 9 . Another common issue in surgery rooms is the surgery starting and ending time. The first surgery starts with an average of 40 minutes of delay and the last one ends on average 2 hours before the closing time, while discussion on the causes may vary, the fact that most surgeons prefer not to attend people near the closing time is affected by the uncertainty on end time, which affects their schedules outside of surgery rooms. While some hospitals reach an average under 10 minutes in delay, which is the UK benchmark, many others present a poor performance. These problems conclude in a 3.3 average surgery per day in Chile against 5.1 in UK [2].

Lack of staff is usually pointed at as the cause of problems in Chilean healthcare. However, before the COVID pandemy, logistics could have greatly helped to decrease this problem in surgery rooms. Resources such a anesthetists are not enough on $19 \%$ of the hospitals, on the other hand, issues with absenteeism with nurses and TENS required better working conditions to be fixed. At the time, sudden personnel absence as well as logistic issues with material resources produced sudden surgery cancellations [2].

Yardstick competition is the base theory for the Diagnosis Related Group (DRG) payment system [3, 66]. This system seeks to diminish the variability among practices by defining bundles with the same price, based on the average price among institutions. Hospitals which save costs earn more by spending less than the bundle payment, the opposite happens for the less efficient ones [66]. This system has been implemented in many zones such as Western Europe, Scandinavia, United States, Canada, Australia and others [67, 68]. Problems with DRG are mostly due to collusion and miss-reports [68]. In Chile, the DRG codes have been used in the FCE, however, its usage as a payment system was addressed in 2020 [69].

Most issues mentioned in this section are not worked in this thesis, while we work on incentives with schedules to improve room usage, we focus on other issues for which it is necessary to describe the inner working of patients selection and scheduling. We could point that most surgeries are scheduled in the following way:

1. There are various clinical services with different specialties.
2. Each team has certain time blocks assigned.
3. Each team decides which patients from the waiting or hospitalized list to schedule in their
blocks and which surgeon treats the patient.

The extremely high number of patients in the waiting list with the addition of communication problems between system-patient and hospitals-APS suggest that surgeons cannot analyze the whole list of patients with enough scrutiny. In fact, prioritization given risk factors cannot be done since diagnosis are not registered on the no GES list.

At least $40 \%$ of the surgery waiting list without deadline (no GES) are cases of low complexity. Moreover, an alarming $85 \%$ of the patients that entered the emergency door were on one of the waiting lists [2]. Studies show that 11 million Chileans have more than one comorbidity [2]. Although correlation cannot be proven explicitly, it is feasible that waiting for attendance provoked more comorbidities until the patients life is on serious risk. Given that $55 \%$ of the surgeries entered as an emergency case, even programming surgeries gets hard and ultimately concludes on a high amount of cancellations.

In this work, we focus on the issue stated in the last paragraph. Given that there is no current possibility of prioritization in the no deadlines (no-GES) waiting list, and that even with the registered diagnosis there is not enough information for a perfect definition of risk and urgency, moreover, urgency of attendance and risk has no correlation currently as we show in Chapter 5. We use the surgeon's opinion on the case as a value of risk and urgency, however, we also keep waiting time and national quota of cases fulfillment as priorities of the central planner. Using these factors, we look for a solution that incentivizes opportune attention while considering the doctors' opinion.

### 3.3.3. Prioritization

A key aspect of any healthcare related system is prioritization. Protocols have defined age, diseases, socio-economic factors that define which patient should be attended first. For elective surgery, key factors of a prioritization system are equity, transparency, certainty and validation [70]. While the other factors are related to the implementation of the system, equity is a value that should define a priority. A score that objectively shows who need the attention. Scoring systems are used in Canada and New Zealand, while in Australia every institution decides its system (like Chile). Testi et al., compare score and clinical assessment prioritization methods with positive results for the scoring system [1]. The main issues with score based prioritization are scientific validity, lack of provable guarantees for fairness and transparency [70].

Mullen reviews different methods for prioritization in the literature [71]. While the easiest system to implement consists of deadlines, better (but harder) ways of prioritization exist. As we point out in Section 3.3, condition deterioration due to waiting time is one of the main causes of cost increase, waiting times and other public health issues. Gudex et al. proposed in 1990 to prioritize the waiting lists by expected health benefit [72]. Edwards and Barlow additionally attempt to measure QALY (Quality-Adjusted Life-Years) by using a computer simulation. QALY is an indicator that evaluates the benefit of treatment versus no treatment [71]. No other attempts on this method have been seen by the authors [73]. We argue that current technology and data may improve results on this task. In Chapter 5 we show negative results on producing a QALY index based on the urgency index that Chilean healthcare assigns to patients. Experience with diagnosis based prioritization has given positive results in Chile. This prioritization consists of
assigning deadlines to specific diagnosis with comorbidities considered [42, 74].

## Chapter 4

## Patient oriented operating room scheduling

Although operating room scheduling is a well known problem with many variants, as we saw in Section 3.1, the problem itself is not centered on the patients selected. Given the Chilean context, the possibility of adding prioritization to patients is an issue of high importance. Moreover, in Section 3.3 we pointed that there is a clear preference in using the operating room at certain hours. In this chapter we formalize our version of operating room scheduling and proof an approximation solution to it. We show that we can use such approximation on the mechanism version of the problem.

In Section 4.1 we describe the original operating room scheduling problem and discuss how we choose the variables important to our version. In Section 4.2 we recreate the solution to the scheduling problem given by Bar-Yehuda et al. [26]. Section 4.3 gives a fine grained analysis of this algorithm. Finally, Section 4.4 shows a $2 t$-approximation and express how it can be used to solve the mechanism with a truthful in expectation guarantee.

### 4.1. Modeling the problem

In Chapter 1 and Section 3.3 we declared reasons to solve the resource allocation using the surgeons valuations on urgency of attendance of patients. We require a mechanism that optimizes the social welfare, where the values in the objective are the valuations of surgeons give to attending patients. However, to promote equality of attention, this mechanism has to incentivize surgeons to pick certain patients that have been waiting longer, which we include as a central planner that benefits from surgeons choosing certain patients. This benefit function is explored in Chapter 5. In this chapter we assume such function is quasilinear.

Although the Operating Room Scheduling Problem (ORSP) has many variations, research focuses on costs or avoiding deadlines [35]. ORSP in practice usually includes a high number of parameters, however, while preferences are mentioned in Zhu et al. as a parameter, no model in the reviewed literature includes them [35, 38]. Moreover, as seen in Section 3.3, it is common for doctors to avoid performing surgery at certain hours, a strong assumption in most ORSP variations is that surgeons will operate at any hour [35, 38]. We include this factor in the valuations, since it is recommended to use hour preferences as incentive in the Chilean setting [2].

We model this problem as a combinatorial auction, where surgeons choose bundles of triplets
(patient, date, hour) and the algorithm solving the mechanism outputs a valid assignation of bundles to surgeons, this assignation is also called the Winner Determination Problem [13]. One of the common ways to solve combinatorial auctions is to transform them into iterative auctions, where instead of bundles there are several rounds where agents pick only one item as studied by Liu et al. [13, 57]. As most surgeons want similar times to operate, there is a potentially high number of iterations to obtain an schedule and it is possible that surgeons get a high time difference between operations (such as one in the morning and one at night).

In Section 3.2.1 we showed a technique developed by Lavi and Swamy that transforms an $\alpha$ approximation heuristic into an $\alpha$-aproximation mechanism [54]. Recall, as seen in Section 3.1, that an $\alpha$-approximation algorithm regarding the solution to the linear programming relaxation of the problem. Thus, we only require to solve the optimization problem under quasilinear valuations and show the integrality gap of the solution.

In the following part we describe the optimization problem in detail. Let $A$ the set of integers corresponding to agents (doctors), $P$ set of integers corresponding to patients and $T \times D$ tuple of time and days, both sets, were time is discretized by some value (assume we only care about minutes). We denote an element of $T \times D$ as a block. Finally, we denote $R$ as the set of integers representing operating rooms. Each agent $A$ has some preference over patients and over blocks, formally this is represented as a function $v: A \times P \times T \times D \rightarrow \mathbb{R}$. Suppose that the benefit of the central planner when patient $p$ is attended is $c_{p}$, we count this as an additional agent $c$ in $A$ where its value $v(a, p, t, d)=v\left(a^{\prime}, p, t^{\prime}, d^{\prime}\right), \forall a, a^{\prime} \in A, p \in P, t, t^{\prime} \in T, d, d^{\prime} \in D$. A strong assumption we make is that the valuation of the planner for attending a patient is the same over each day in $D$, since we plan to run this algorithm weekly, this means that this value does not change over the week. Let $S_{a} \subseteq \bigcup_{(p, t, d, r) \in P \times T \times D \times R}\{(a, p, t, d, r)\}$, set of configurations of patients and times for an agent $a$, we denote $x\left(S_{a}\right)=1$ if the configuration is chosen in the solution and 0 otherwise. The problem, denoted $P_{O}$, consists of maximizing the social benefit $\sum_{a \in A} \sum_{s \in \bigcup_{S_{a}}} x(s) v(a, s)$, where $v(a, s)$ is the valuation of the configuration $s$ for agent $a$ independent of the room (we use notation overloading with $v$ ). Additionally, we have the following constraints:

1. An agent cannot attend two patients at the same time.
2. An agent cannot be on two rooms at the same time.
3. A room cannot have more than one surgery being performed at the same time.

One could imagine more restrictions, however, we make some assumptions regarding the behavior of the agents: Agents will not bid for schedules outside of the functioning hours of the surgery rooms. Most importantly, agents that bid for two self conflicting bundles cannot receive the conflicting bundles. This is a key assumption that greatly reduces the complexity of the problem, otherwise, we would be including the $\vee$ operation in the bidding language [13, 75]. At last, patients in Chile are assigned a doctor in the waiting list, which means that no patient can be picked by a different doctor.

We focus on the similarity between $P_{O}$ and $t$-Interval Scheduling. The mentioned problem consists of scheduling $n$ non-intersecting jobs, where each job $J_{j}$ is associated with an interval $I_{j}$, which consists of up to $t$ non-intersecting segments in the real line, $t \geq 1$ and weight $w_{j}$ [26]. Two jobs are in conflict if their intervals intersect. The objective is to schedule a subset of nonconflicting jobs of maximum weight [26]. This problem is equivalent to finding an independent set on the corresponding $t$-interval graph [26].

Definition 4.1 ( $t$-Interval Graph) A graph where each vertex corresponds to an interval that has been split into $t$ parts, or segments. Vertices $u$ and $v$ are adjacent if and only if a segment from $u$ intersects a segment from $v$.

An example of $t$-interval graphs can be seen in Figure 4.2, which is the corresponding interval graph of the intervals shown in Figure 4.1.


Figure 4.1: A 2-interval graph as segments where every segment represents a task from a job. Segments that have the same horizontal coordinates (time) such as $\left(v_{1}, I_{1}\right)$ and $\left(v_{2}, I_{1}\right)$ are segments that intersect each other.


Figure 4.2: A 2-interval graph. Representing the same segments of Figure 4.1, intersecting vertices such as $v_{1}$ and $v_{2}$ share an edge.

A Maximum Weight Independent $\operatorname{Set}$ (MWIS) on $t$-interval graphs is a solution to $t$ Interval Scheduling [26].

Lemma 4.1 $P_{O}$ is equivalent to MWIS on t-interval graphs, for $|R|=1$.
Proof.
$P_{O} \leq_{p}$ MWIS:
For every bundle $s$ bade by an agent $a \in A$, we create a vertex corresponding to a job $J$ with weight $v(a, s)$. Each tuple $(a, p, t, d, r) \in s$ corresponds to a segment where the initial and finish time is given by $\left[t, t+p_{t}\right]$, where $p_{t} \in \mathbb{N}$ corresponds to the time it takes to attend patient $p$. For every pair of vertices $v, u$, they are adjacent if and only if there is a segment in $v$ that intersects a segment in $u$. The obtained graph $G$ corresponds to a $t$-interval graph. The MWIS over $G$ corresponds to maximizing the objective function of $P_{O} \sum_{a \in A} \sum_{s \in \bigcup_{S_{a}}} x(s) v(a, s)$. The independent set implies that no job intersects each other, moreover, since $|R|=1$ there cannot be two patients in the same room.
MWIS $\leq_{p} P_{O}$ :

Given $G=(V, E) t$-interval graph. For every vertex that creates a job and agent, assign the weight of the vertex to the job. For every edge $(u, v) \in E$ add a segment to the jobs representing $u$ and $v$, both segments start and end between $[k, k+1]$, where $k \in N$, we can assign and update $k$ iteratively such that no three segments intersect each other, but there is an intersection for every edge. Solving $P_{O}$ on this graph gives a set of non intersecting jobs, which are the vertices in the original graph, such that the weight is maximized.

Corollary $4.1 P_{O}$ is NP-complete and APX-hard.
MWIS on $t$-interval graphs is APX-hard and NP-complete for $t \geq 2$ [26]. Moreover, since $t$-union graphs are a subclass of $t$-interval graphs and MWIS on $t$-union graphs is equivalent to $t$ dimensional matching, the problem cannot be approximated within $\mathcal{O}(t / \log t)$ (unless $\mathrm{P}=\mathrm{NP}$ ) [5].

Fortunately, a $2 t$-approximation algorithm is given by Bar-Yehuda et al. [26]. Although the main result is the usage of the Local Ratio technique, we review its alternative demonstration based on multicoloring [26, 76, 77].

### 4.2. MWIS in $t$-interval graphs

The following section contains a redo of the proof given by Bar-Yehuda et al. on a $2 t$-approximation for the MWIS in $t$-interval graphs, we focus on the multicoloring version [26]. Later, in Section 4.4 we build on this result for scheduling $t$-intervals on multiple identical machines with flexible jobs, where jobs can be separated on different machines as long as all segments are scheduled without conflicts.

We first give an overview of the proof. Given $P$ a relaxed version of the problem and $x$ a feasible solution to $P, x(v) \in[0,1]$ the value of vertex $v$ in $x$. We show that the sum of the neighbors values $\sum_{u \in N(v)} x(u)$ is bounded by $2 t$. This works for any feasible solution, thus, it is possible to use it repetitively on every vertex, such that the sum of all neighbors is always bounded by $2 t$ for any vertex. This result allows to pick any vertex and their neighbors and map their $x(v)$ values to a real line with values in $[0,2 t]$. We do this so that no vertex uses the same mapped values as their neighbors, even if the mapping of a vertex ends up in a non-contiguous segment. We partition the line on $2 t$ parts such that no part contains the mapping of two adjacent vertices, this means that all vertices mapped to a partition form an independent set. Since every vertex with $x(v) \geq 0$ is mapped to a partition, the sum of all partitions gives the same value as $\sum_{v \in V} x(v) w(v)$, such that there is at least one partition with value $\frac{x}{2 t}$ or $\frac{x^{*}}{2 t}$ when $x^{*}$ is the optimal solution.

Let $G=(V ; E)$ a $t$-interval graph. Were each $v \in V$ of weight $w(v): V \rightarrow \mathbb{R}$ is mapped to a set of at most $t$ non-intersecting segments over the real line. We denote $N(v)$ as the set of neighbors of $v$. The corresponding integer programming problem is shown in $t$-MWIS.

$$
\begin{array}{ll}
\max & \sum_{v \in V} x(v) \cdot w(v) \quad(t \text {-MWIS }) \\
\text { s.t } & \\
& \text { for each clique } \mathcal{C} \in G: \quad \sum_{v \in \mathcal{C}} x(v) \leq 1 \\
& \forall v \in V: \quad x(v) \in\{0,1\}
\end{array}
$$

We relax the variable in $t$-MWIS such that $\forall v \in V, x(v) \in[0,1]$, we will refer to this relaxation when using $x(v)$ in what remains of the proof. We denote the relaxed problem as $P$. We use the notation $(v, I)$ as equivalent to $I \in v$, where $v$ represents the job to which segment $I$ belongs. We denote the segments intersected by the right endpoint of $I$ (finish time) as $R(I)$. Notice that for each segment $I$, the segments touched by its right side form a clique as seen in Figure 4.3. We define a clique $\mathcal{C}$ is an interval clique if for every vertex $v \in \mathcal{C}$, there exists a segment $I \in v$ such that $(v, I) \cap\{(u, J) \mid u \in \mathcal{C}\} \neq \emptyset$. All interval cliques can be defined by the right endpoints of segments. Therefore, given that there is a polynomial number of constraints, we can solve the relaxed problem $P$ in polynomial time.


Figure 4.3: Jobs represented by segments where the dotted line corresponds to the right endpoint. By only scanning the intersections with the right endpoint it is possible to know all conflicts between jobs.

The original proof of Bar-Yehuda et al. uses $x(v, I)$ as the notation for the relaxation of the indicator of $I$, we use $y(v, I)$ for this task. In other words $y(v, I) \in[0,1]$ corresponds to the relaxation of an integer value that is 1 when segment $I \in v$ is picked and 0 otherwise. Since we only need to use the interval cliques to define all cliques, we can rewrite $t$-MWIS as shown in 4.1, and for the rest of the proof we will refer to this problem as $P$.

$$
\begin{array}{ll}
\max & \sum_{v \in V} x(v) \cdot w(v) \\
\text { s.t } & \\
& \text { for each clique } \mathcal{C} \in G: \quad \sum_{(v, I) \in \mathcal{C}(I)} y(v, I) \leq 1  \tag{4.1}\\
& \forall v \in V, \forall I \in v: y(v, I)-x(v) \geq 0 \\
& \forall v \in V, \forall I \in v: \quad x(v), y(v, I) \geq 0
\end{array}
$$

Since $x(v)$ is only in the objective function, $y(v, I)=x(v), \forall v \in V$.
Lemma 4.2 Let $x$ be a feasible solution to $P$. Then, there exists a vertex $v \in V$ satisfying:

$$
\sum_{u \in N[v]} x(u) \leq 2 t
$$

Proof. We use the weighted averaging argument. Given the sum $\sum_{v \in V} \sum_{u \in N[v]} x(v) x(u)$, an upper bound can be obtained considering that, if $(u, J)$ is a neighbor of $(v, I)$ the the product of their values are added twice, thus, we only require to sum the product $y(u, j) y(v, I)$ given $(u, j) \in$
$R(I)$ (the right endpoint of $I$ ) and multiply by 2 . Since $y(u, J)=x(u)$, we have that:

$$
\begin{aligned}
& \sum_{v \in V} \sum_{u \in N[v]} x(v) x(u) \leq 2 \sum_{v \in V} \sum_{(u, J) \in R(I)} x(v) x(u) \\
& \sum_{v \in V} \sum_{u \in N[v]} x(v) x(u) \leq 2 \sum_{v \in V} x(v) \sum_{(u, J) \in R(I)} x(u)
\end{aligned}
$$

Since $R(I)$ defines an interval clique, $\sum_{(u, J) \in R(I)} x(u) \leq 1$.

$$
\begin{array}{r}
\sum_{v \in V} \sum_{u \in N[v]} x(v) x(u) \leq 2 \sum_{v \in V} x(v) \sum_{I \in v}=2 t \sum_{v \in V} x(v) \\
\sum_{v \in V} x(v) \sum_{u \in N[v]} x(u) \leq 2 t \sum_{v \in V} x(v)
\end{array}
$$

Thus $\exists v \in V$ such that:

$$
\sum_{u \in N[v]} x(u) \leq 2 t
$$

Definition 4.2 (Multicoloring) Given graph $G=(V, E)$, where each vertex $v \in V$ has a color requirement $x(v) \in \mathbb{N}$. A multicoloring is an assignment of colors to vertices so that adjacent vertices cannot receive the same color, and the colors assigned to a vertex must satisfy the color requirement [77].

We use an easier way to visualize the multicoloring, however, note that a large integer constant is not necessary as seen in the original demonstration. We multiply each $x(v)$ by a constant $L \in \mathbb{N}$, such that $\forall v \in V, x(v) \cdot L \in \mathbb{N}$. For every vertex $v$, set the color requirement to $x(v) \cdot L$. By using Lemma 4.2 on every vertex, we can map the vertex and its neighbors to the real line $[1, L(2 t+1)]$, where the extra $L$ is the space to allocate the vertex. It suffices to allocate every vertex to the smallest available values in the line without overlapping a vertex with its neighbors, this is possible since the sum of the values of a vertex neighbors is bounded by $2 t$ ( $2 t L$ here). Notice that, if two or more vertices are neighbors their sum is at most 1 , given this issue, we can ensure that, if we partition the $[1, L(2 t+1)]$ in $2 t$ parts, the neighboring vertices do not belong to the same part, thus, the vertices of each part form an independent set. Let the size of each part be $\left[z_{i}, z_{i+1}\right), i=1, \ldots, 2 t+1$.

Consider the sets $S_{i}=\left\{v \in V \mid x_{i} \in \psi(v)\right\}$, where $x_{i} \in[1, L(2 t+1)]$. Every set is an independent set.

Theorem $4.1 \max \left\{S_{1}, \ldots, S_{2 t+1}\right\}$ is a $2 t$-approximate independent set.
Proof. The amount of colors to which $x(v)$ is mapped is $x(v) \cdot L$. Additionally, notice that $\sum_{S_{i} \ni v}\left(z_{i}-z_{i+1}\right)=x(v) \cdot L$.

$$
\begin{array}{r}
\sum_{v \in V} x(v) w(v)=\sum_{v \in V} w(v) \sum_{S_{i} \ni v} \frac{\left(z_{i+1}-z_{i}\right)}{L}=\frac{1}{L} \sum_{S_{i}}\left(z_{i+1}-z_{i}\right) \sum_{v \in S_{i}} w(v) \\
=\frac{1}{L} \sum_{i=1}^{2 t+1}\left(z_{i+1}-z_{i}\right) w\left(S_{i}\right) \leq \frac{1}{L} \sum_{i=1}^{2 t+1}\left(z_{i+1}-z_{i}\right) w(\mathcal{I})=2 t w(\mathcal{I})
\end{array}
$$

### 4.3. Additional results on MWIS over $\boldsymbol{t}$-interval graphs

Section 4.2 is a longer explanation of the proof given in Bar-Yehuda et al [26]. However, we noticed that the algorithm has a better approximation conditioned on another parameter.

Corollary 4.2 The algorithm analysis can be improved to a $\tau$-approximation. Where $\tau=\max _{C}|C|$ the maximum size of the cliques where vertices have $x(v)>0$.

Proof. Notice that, if all neighbors of a vertex $v$ cover the real line, then, there is a clique of size $2 t$, otherwise, two vertices could be mapped to the same space. Moreover, notice that for this clique each interval has a clique with different neighboring intervals, otherwise, if two or more have the same neighbors they would sum 1 . Therefore, the number of total space in the real line necessary to map all vertices is bounded by $\tau=\max _{\{C\}} \sum_{\{u \in C\}} x(u) \leq \max _{C}|C|$.

Notice that this also applies to the Local Ratio version of the algorithm in the original paper [26].

Given that we take the highest weight set $S_{i}$, an independent set, a good question is if we can find a subroutine that maps the vertices in such a way that $S_{i}$ is the highest possible. Clearly, if for every time we take a vertex and its neighbors, we map them in all the orders possible, and one of the final independent sets will be the optimal value. This does not give an FPT algorithm since the runtime depends on the amount and size of cliques. Moreover, Fellows et al. showed that MWIS is W[1]-complete for 2-interval graphs [78]. However, following the same idea, randomizing the order of assignation may give a better approximation algorithm.

## 4.4. $\quad t$-Interval Flexible Scheduling in Identical Machines

We focus on a general version of the problem in Section 4.2, here we may assign the segments of each job over multiple identical machines. We have $n$ jobs $J_{j}$ associated with at most $t$ nonintersecting segments in the real line, $t \geq 1$ and weight $w_{j}$. The weight is only obtained when all segments of the job are scheduled. The jobs most be scheduled on $m$ identical machines, where no machine can have conflicting jobs, jobs whose intervals intersect. We refer to this problem as the $t$-Interval Flexible Parallel Scheduling ( $t$-IFPS).

We give an overview of the proof. We follow a similar sketch to the proof in Section 4.2, solving the relaxation of a version of the problem where multiple machines are considered. We give a bound over the sum of the indicator variables corresponding to the neighbors of all the segments of a vertex on the same machine. Using the bound, we map the vertices to a real line with a size given by such value. We do it in a way that avoids intersecting segments to be mapped to the same colors if they are assigned to the same machine in the relaxation solution. After mapping the values, we have a number of independent sets from which we have to pick the ones with the largest weight, we prove that this weight is bounded by $2 t$.

For explanation purposes, we take the initial optimization problem statement for $t$-interval scheduling in 4.1 and apply it to $m$ machines. We have the following optimization problem for a graph $G=(V, E)$ in t-IFPS constructed as shown in Section 4.2.

$$
\begin{array}{ll}
\max & \sum_{v \in V} x(v) w(v) \quad(\mathrm{t}-\mathrm{IFPS}) \\
\text { s.t } & \\
& \text { for each clique } \mathcal{C}: \sum_{(u, I) \in \mathcal{C}(I)} y(u, I) \leq m \\
& \forall v \in V, \forall I \in v: y(v, I)-x(v) \geq 0 \\
& \forall v \in V, \forall I \in v: y(v, I), x(v) \in\{0,1\}
\end{array}
$$

It is important to notice that [t-IFPS] lacks the assignation of segments to machines. This problem can be alternatively represented as a single machine with a determined amount of a resource, and jobs require to consume a resource to run. This version is equivalent to the one shown in [t-IFPS] if the machine has capacity of $m$ units and the jobs require 1 unit of resources. This alternative variation has a $6 t$-approximation algorithm given by Bar-Yehuda and Rawitz, and Chakaravarthy et al. give an $8 t$-approximation for the version where jobs have variable resources bounded by half of the machine's capacity [5, 79]. Notice that we can solve our problem by using the $6 t$-approximation for this variation and processing the segments as different jobs. This way, we can use the polynomial time algorithm to obtain a $6 t$ solution. In this thesis we improve on this result.

Allocation of segments on different machines should be allowed, this is not possible in our current graph $G$ nor optimization problem. We construct a new graph, let $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$ a graph where for every job $J_{j}$ represented by $v$ in $G$, we include all segments $(v, I) \in V^{\prime}$. Moreover, $((v, I),(u, J)) \in E^{\prime}$ if and only if segments $I$ and $J$ intersect.

We also require a variable to show that a job is assigned to a machine. Let $r(v, I, j) \in[0,1]$, with $v \in V, I \in v, j \in[m]$, this variable is a relaxed version of an indicator that is 1 when segment $I$ of job represented by $v$ is assigned to machine $j$ and 0 otherwise. With this new variable, we formalize the problem as the following linear program, which for the rest of the proof we will refer as P .

$$
\begin{aligned}
& \max \sum_{v \in V} x(v) w(v) \quad(\mathrm{P}) \\
& \text { s.t } \\
& \forall \mathcal{C} \in G^{\prime}, \forall j \in[m]: \sum_{(u, J) \in C(v, I)} r(u, J, j) \leq 1 \\
& \forall(v, I) \in V^{\prime}: \sum_{j \in[m]} r(v, I, j) \leq 1 \\
& \forall(v, I) \in V^{\prime}: \sum_{j \in[m]} r(v, I, j)-y(v, I) \geq 0 \\
& \forall(v, I) \in V^{\prime}: y(v, I)-x(v) \geq 0 \\
& \forall(v, I) \in V^{\prime}, \forall j \in[m]: \quad 0 \leq x(v), y(v, I), r(v, I, j) \leq 1
\end{aligned}
$$

We use the same approach as the single machine solution by using multicoloring. We obtain an upper bound on the value of the neighbors and map the vertices on the real line. We adapt the lemma made by Bar-Yehuda et al. to the parallel and flexible case.

Corollary 4.3 Let $x$ be a feasible solution to $P$. Then, there is at least one vertex $v \in V$ satisfying:

$$
\begin{equation*}
\sum_{(u, J) \in \bigcup_{I \in v}\{N(v, I)\}} r(u, I, j) \leq 2 t \tag{4.2}
\end{equation*}
$$

Proof. We follow the same scheme as Lemma 4.2 using weighted averaging.

$$
\begin{array}{r}
\sum_{v \in V} \sum_{I \in v} \sum_{(u, J) \in N(v, I)} y(u, J) y(v, I) \leq 2 \sum_{v \in V} \sum_{I \in v} \sum_{(u, J) \in R(v, I)} y(u, J) y(v, I) \\
\sum_{v \in V} \sum_{I \in v} \sum_{(u, J) \in N(v, I)} y(u, J) y(v, I) \leq 2 \sum_{v \in V} \sum_{I \in v} y(v, I) \sum_{(u, J) \in R(v, I)} r(u, J, j) \\
\sum_{v \in V} \sum_{I \in v} x(v) \sum_{(u, j]} \sum_{j \in N(v, I)} r(u, J, j) \leq 2 \sum_{v \in V} x(v) \sum_{I \in v} \sum_{j \in[m]} \sum_{(u, J) \in R(v, I)} r(u, J, j) \\
\sum_{j \in[m]} \sum_{v \in V} x(v) \sum_{I \in v} \sum_{(u, J) \in N(v, I)} r(u, J, j) \leq 2 \sum_{j \in[m]} \sum_{v \in V} x(v) \sum_{I \in v} \sum_{(u, J) \in R(v, I)} r(u, J, j)
\end{array}
$$

It follows that there is a vertex $v \in V$ and $j \in J$ such that.

$$
\begin{aligned}
& \sum_{I \in v} \sum_{(u, J) \in N(v, I)} r(u, J, j) \leq 2 \sum_{I \in v} \sum_{(u, J) \in R(v, I)} r(u, J, j) \\
& \sum_{I \in v} \sum_{(u, J) \in N(v, I)} r(u, J, j) \leq 2 t \\
& \sum_{(u, J) \in \bigcup_{I \in v}\{N(v, I)\}} r(u, I, j) \leq \sum_{I \in v} \sum_{(u, J) \in N(v, I)} r(u, J, j) \leq 2 t
\end{aligned}
$$

We use this bound to set the size of the space in the real line that we require to map the vertices as a multicolor like we did in Section 4.2. However, given a machine $j$, we only want to map the part of vertex $v$ assigned to $j$, such that we do not count segments mapped to different machines as neighbors.

To visualize this, we create a graph where only intersecting segments that have non-zero values on the same machine intersect. Let $\bar{G}=(\bar{V}, \bar{E})$ a graph such that $\forall v \in V, \forall j \in[m]$, we take each $I$ such that $r(v, I, j)>0$ and create a vertex $(v, j) \in \bar{V}$. If two vertices $(u, j),(v, j)$ have an intersecting segment $I \in v, J \in u$ and $r(v, I, j), r(u, J, j)>0$, then there is an edge $((u, j),(v, j)) \in \bar{E}$. Moreover, if $v \in V, I \in v$, then for $j, j^{\prime} \in[m], j \neq j^{\prime}$, if $r(v, I, j), r\left(v, I, j^{\prime}\right)>0$ then there is an edge $\left((v, j),\left(v, j^{\prime}\right)\right) \in \bar{E}$. In other words, segments that intersect and have non-zero value in the solution $x$ under the same machine, have an edge on the graph. When a segment has a value assigned on more than one machine, those segments also have an edge on the graph.

Notice that for every vertex $v \in \bar{V}$, the sum of the values $r(u, J, j)$ of the tuples $(u, J, j)$ that correspond to $N(v) \subseteq \bar{V}$ is bounded by $2 t$. With this notion, we can map the values to the multicolor range. We use a space of size $(2 t+1) L$ in the real line, and allocate $[1,(2 t+1) L]$ to map the vertices. Remember that we require $2 t L$ to map the neighbors and the extra $L$ is for the vertex itself. Now, as we did in Section 4.2, we map all vertices to the real line using Corollary
4.3, such that the neighbors only corresponding to a machine $j$ (like the ones of graph $\bar{G}$ ) do not intersect each other. We need to assign all values of segments from the same job to the same multicolor, such that, when we pick over the independent sets, all segments of a job are in the same independent set. We can do this in the same way we did in Section 4.2 by mapping the vertices of $V$ to the minimum available value. This is similar to partitioning in $j$ values the vertices of $V$ we mapped in the single machine version. Figure 4.4 shows the mapping of $V$. On the other hand, Figure 4.5 shows the mapping we do with $\bar{V}$, which involves machine assignation. As the dotted red line represents the same tuple assigned to a different machine, this mapping allows different combinations of rooms.


Figure 4.4: A representation of vertices from $V$ mapped to the $[1, L(2 t+1)]$ range. This is the same mapping of the algorithm in Section 4.2. Mappings of vertices that intersect such as purple with red, red with blue, blue with orange and green with all the other colors, are mapped to different spaces. As blue intersects with orange by the right, the rest of blue is mapped to another part of the line.


Figure 4.5: A representation of vertices from $\bar{V}$ mapped to the $[1, L(2 t+1)]$ range. Here, segments assigned to different machines such as the red dotted segments, are mapped to non-intersecting spaces. This allows a set with intersecting segments that are mapped to different machines to be selected, like the interval between the vertical dotted lines.

We divide the real line in $2 t$ parts $\left[z_{i}, z_{i+1}\right), i=1, \ldots, 2 t+1$. Let $S_{i}=\left\{v \in \bar{V} \mid x_{i} \in \psi(v)\right\}$ where $x_{i} \in[1, L(2 t+1)]$, each $S_{i}$ correspond to a part of the real line. Notice that this time, every set $S_{i}$ is not an independent set in $\bar{V}$, since we may pick vertices $(v, j)$ with the same segments but different machines assigned. We do not worry about this case, since we can use either combination of machine-segment in that case.

Lemma $4.3 \max \left\{S_{1}, \ldots, S_{2 t+1}\right\}$ is a $2 t$-approximation to $t$-IPFS

Proof. We use the same proof as we did for Theorem 4.1.

$$
\begin{array}{r}
\sum_{v \in V} x(v) w(v)=\sum_{v \in V} \sum_{I \in v} y(v, I) \frac{w(v)}{|v|} \\
\sum_{v \in V} x(v) w(v)=\sum_{v \in V} \sum_{I \in v} \frac{w(v)}{|v|} \sum_{j \in[m]} r(v, I, j) \\
\sum_{v \in V} x(v) w(v)=\sum_{\bar{v} \in \bar{V}} \sum_{I \in \bar{v}} \frac{w(\bar{v})}{|\bar{v}|} \sum_{j \in[m]} r(\bar{v}, I, j) \\
\sum_{v \in V} x(v) w(v)=\sum_{\bar{v} \in \bar{V}} \sum_{I \in \bar{v}} \frac{w(\bar{v})}{|\bar{v}|} \sum_{j \in[m]} \sum_{S_{i} \ni(\bar{v}, j)} \frac{\left(z_{i}+1-z_{i}\right)}{L} \\
\sum_{v \in V} x(v) w(v)=\sum_{S_{i}} \sum_{(\bar{v}, j) \in S_{i}} \frac{w(\bar{v})}{|\bar{v}|} \sum_{I \in v} \frac{\left(z_{i}+1-z_{i}\right)}{L} \\
\sum_{v \in V} x(v) w(v)=\sum_{S_{i}} \sum_{(\bar{v}, j) \in S_{i}} w(\bar{v}) \frac{\left(z_{i}+1-z_{i}\right)}{L} \\
\sum_{v \in V} x(v) w(v)=\sum_{i=1}^{2 t+1} \sum_{(\bar{v}, j) \in S_{i}} w(\bar{v}) \frac{\left(z_{i}+1-z_{i}\right)}{L} \\
\sum_{v \in V} x(v) w(v)=\sum_{i=1}^{2 t+1} w\left(S_{i}\right) \frac{\left(z_{i}+1-z_{i}\right)}{L} \\
\sum_{v \in V} x(v) w(v) \leq \sum_{i=1}^{2 t+1} \max \left\{w\left(S_{k}\right)\right\} \frac{\left(z_{i}+1-z_{i}\right)}{L}, k=1, \ldots, 2 t+1 \\
\sum_{v \in V} x(v) w(v) \leq 2 t \cdot \max \left\{w\left(S_{k}\right)\right\}, k=1, \ldots, 2 t+1
\end{array}
$$

Corollary 4.4 When restricted to single bids, $P_{O}$ is equivalent to $t$-IFPS $|R| \in \mathbb{N}$.
Proof. Analog to Lemma 4.1 but $R$ corresponds to the number of machines.
Theorem 4.2 When restricted to single bids, $P_{O}$ has a $2 t$-approximation. Where $t$ is the maximum size bundle.

Proof. Direct from Corollary 4.4 and Lemma 4.3.

## Chapter 5

## Simulation

In this work we described a new approximate solution to the operating room scheduling problem, however, it is important to know how this approximation performs in a practical setting. We require to test it in the context of Chilean surgery rooms. However, there are clear human issues on why testing is not possible. To check how such an algorithm performs we use the data of Chilean surgery rooms and waiting lists to model and simulate how picking patients and scheduling would work in a real life setting.

In Section 5.1 we explain our assumptions and implementation on generating data to make the simulation and implementation. Section 5.2 explores the implementation that avoids the issue with the usage of the ellipsoid method and VCG. Finally, we present the results obtained in section 5.3.

### 5.1. Data and assumptions

We use anonymized data originated from the Ministry of Health (MINSAL) ${ }^{3}$. The data is composed from various sources such as GES (patients with deadlines), NO-GES (no deadlines), DRG, SIRH and others. Data was collected during the 2014-2017 period. Data cleanse was done by removing patients with corrupted data, such as incongruent dates on its procedures or missing data. More information on the specific cases were data was removed is found in [7].

In Chile, during 2014 and 2017 the waiting list registered cases was 36, 296, 413 with 3, 847, 250 processed cases. Note that Chilean population is around 19 million. The healthcare system may register multiple cases for a single procedure, i.e a broken hand may include five registries, one for each finger. The number of individual patients shown in the waiting list during the 2014-2017 period is $10,357,685$. Note that it may be the case that a person gives incorrect personal data for various reasons [2]. We use the data of 20 out of 62 institutions with reported surgery rooms in the DRG database. The chosen entities have different sizes and socio-economic situations that make them representative of Chilean hospitals. We give these results anonymized.

A main issue pointed in Section 3.3 is that until 2017 institutions were not obligated to register ambulatory surgeries under the DRG database. While there are institutions that already had this policy, we use data from 2017 to ensure anonymity.

[^2]Given the diverse amount of diagnosis, we choose the set of diagnosis that composes more than $40 \%$ of the total volume of surgeries [2]. These surgeries are mostly ambulatory, the reason why we have to process post 2016 data. Additionally, the Chilean system has shown that the simple high volume surgeries are the ones that clog the system, while complex cases are dealt with efficiency [2]. Chosen diagnosis are specified in Table 5.1.

Table 5.1: Description of diagnosis used in the simulations. They compose more than $40 \%$ of the surgeries volume.

| Diagnosis description |
| :--- |
| Hernia variations |
| Calculus variations |
| Varicose veins of lower limbs without <br> ulceration or inflammation |
| Esophageal varices without bleeding |
| Rotator cuff syndrome |
| Ulcerative colitis |
| Specified forms of cataracts |
| Pterygium |

We would like to compare the implementation of our mechanism against the current procedure. However, it is not possible to do this comparing with the data since there are many factors that would make this comparison unfair:

- Availability of resources at the time.
- Metrics in the situation where only the selected diagnosis are present.
- Availability of beds for non-ambulatory surgeries.

To address this issue, we use statistical learning to obtain an approximation on the surgeon's preferences through an Support Vector Machine (SVM) model. However, individual data of surgeon patient history do not allow a preference inference. There are many diagnosis with few cases. To perform the simulations, we group surgeons with the same specialty and take them as a single agent. The model reaches a modest $82 \%$ accuracy on choosing the patients given the current waiting list. We add this error in the results.

In our mechanism, it is also necessary to obtain the preferences of the agents (surgeons), as a single value. Given the computational possibility of using the most common way, Multinomial Logistic Regression, we use number of cases over total cases to approximate the preference of each agent [80].

For the calculation of patients, we assume a Poisson distribution for every diagnosis used. We determine an initial amount of patients given that under any system implementation there will be patients in the waiting list. On scheduling hour preference for any agent, we use a gaussian distribution over the known preferred times (early and distant from lunch or end of shift) [2]. The overall working of the simulation is the following:

1. Clean data.
2. Select hospital and separate by specialties.
3. Obtain preferences for agents.
4. Determine each agent's time preference.
5. For every agent, bid for the bundle that maximizes valuation.
6. Run the computational process and assign schedules.

Through data we simulate the preferences and interactions of surgeons. A centralized entity can also add value to certain prioritized patients. In the following section we specify the prioritization made.

In Section 3.3 we set QALY as a possible prioritization method. Given data on urgency of patients, we wanted to determine if this could be a proxy for a QALY measurement. However, we found no correlation between urgency and diagnosis for CIE10 and GRD codes. Figures [5.1,5.2,5.3] show the percentage of diagnosis where the Pearson coefficient between the urgentness index and waiting time has an absolute value over $0.1,0.3$ and 0.5 respectively. Results show that there is no strong, or even weak correlation in most institutions.


Figure 5.1: Percentage of CIE10 diagnosis that have correlation with absolute value greater than 0.1.


Figure 5.2: Percentage of CIE10 diagnosis that have correlation with absolute value greater than 0.3


Figure 5.3: Percentage of CIE10 diagnosis that have correlation with absolute value greater than 0.5 .

There is no precise quantity under which the Pearson coefficient implies a meaningful correlation [81]. To create a value that represents urgency, we use a softmax function where the maximum value is achieved where an expert suggested deadline is reached. The experiment utilizes a 90 day deadline as suggested for the Chilean system [2].

### 5.2. Practical issues

Usage of VCG and the ellipsoid method in the work of Lavi and Swamy make our $2 t$-approximation mechanism unpractical [54]. Specifically, as pointed in Section 3.2.1, the exponential amount of extreme points make the algorithm slow in practice. Even if the theoretical algorithm is polynomial, it runs the already slow approximation algorithm iteratively until a solution is reached, ignoring the polynomial amount of constraints from the dual.

To address this issue, we must forgo truthfulness. Given that VCG requires an exact computation, and the technique requires calculating a convex decomposition of the extreme points with values equivalent to $x^{*} / \alpha$. We avoid the exact calculation of this decomposition. We set an error on the decomposition, which we minimize using Minimum Squared Error (MSE) as objective function. This approximation is similar to how CORE-VCG auctions work, by minimizing the error to the VCG solution, however we do not require a minimum revenue value.

### 5.3. Results

Our experiments show that the implemented method ensures waiting times similar to Highest Waiting First(HWF). The difference between the current method and our algorithm is more explicit in the maximum waiting time.

Given the impossibility of using the exact data of operating rooms to compare, since we do not allow every diagnosis in our experiments and we only know the surgeries performed. We trained a Support Vector Machine (SVM) in the data, achieving 0.81 F1 accuracy in predicting the patients chosen for surgery in the current system. Given the error chance, we compensate the error assuming the best case.

Due to legal restrictions that did not allow to move the data to another device, the experiments were performed in a computer with the following characteristics: 16 GB RAM, 256 GB SSD, Intel® ${ }^{\circledR}$ Core $^{\mathrm{TM}} \mathrm{i} 7-8550 \mathrm{U}$ CPU @ $1.80 \mathrm{GHz} \times 8$ with Ubuntu 20.04.03 LTS operating system. To obtain the relaxed optimal value we used the Gurobi Software with its Python package gurobipy [82].

We compared three methods: our algorithm with relaxed truthfulness, SVM on past data and HWF. Here, HWF represents a waiting time oriented optimization. The following plots correspond to 1000 patients, with 5,10 and 15 operating rooms, which are shown as error bars. The experiments were run for 5 weeks of scheduling. We assume that most patients wait up to 3 months before the start of the scheduling, and the rest show up in a rate corresponding to the Poisson distribution of the hospital.


Figure 5.4: Comparison of average waiting time for Hospital 1. 1000 patients.


Figure 5.5: Comparison of median waiting time for Hospital 1. 1000 patients.


Figure 5.6: Comparison of maximum waiting time for Hospital 1. 1000 patients.

The results shown in Figures $[5.4,5.5,5.6]$ show that in the Current method case, the maximum waiting time goes up to 120 days, which implies that at least one patient had to wait until the last week for attention, even if it showed up on the list first. Our method has the same values as Highest Waiting First regarding the maximum value, which is positive for our objective. Notice that, given that the bottlenecks come from resources such as rooms, hours, surgeons, on average and median, the waiting times do not differ by a large percentage. However, reducing waiting time is crucial to improve healthcare, our method results in waiting times between the lowest waiting time possible and the current method.


Figure 5.7: Comparison of average waiting time for Hospital 2. 1000 patients.


Figure 5.8: Comparison of median waiting time for Hospital 2. 1000 patients.


Figure 5.9: Comparison of maximum waiting time for Hospital 2. 1000 patients.


Figure 5.10: Sum of values over one month for Hospital 2

Results from Hospital 1 are similar to Hospital 2 as shown in Figures [5.7,5.8,5.9]. Figure 5.10 shows the main benefit of the mechanism, which is the maximization of perceived value of urgentness. The results show that the system behaves similarly to a deadline avoiding optimization algorithm, but ensuring that the expert opinion is the conceptual value to maximize. Comparing hospitals, the most modern ones are the ones where highest waiting first seems to be closer to preferences. Although anonymized, there are more results in Appendix A.

## Chapter 6

## Conclusions

In this chapter we shortly discuss the results and impact of this work in Section 6.1, as well as future approaches to this problem in Section 6.2.

### 6.1. Conclusions

We provided a theoretical solution to the Operating Room Scheduling Problem (ORSP) in the case of Chilean hospitals focused on the equality of health access and surgeon acceptance of the proposed schedule. We tested a variation of the algorithm, which does not hold the property of truthfulness but minimizes the distance of the approximation to the truthful solution, the tests were done with simulations generated from real world data.

We introduced a $2 t$-approximated truthful in expectation mechanism for the ORSP within our set of assumptions and constraints. While literature is scarce on the intersection of mechanism design and ORSP, our mechanism requires solving an underlying NP-hard scheduling problem. The problem can be solved by a slight modification to the Maximum Weight $t$-Interval Scheduling with Demands on the uniform demand case, giving a $6 t$-approximation algorithm for our problem, we improve on this by giving a $2 t$-approximation [5]. Combining this result with work by Lavi and Swamy we give a $2 t$-approximated truthful in expectation mechanism [54].

While our solution was originally built to allow surgeons and hospitals to decide a weekly schedule based on their perceptions of patients, our model is suitable to any kind of quasi-linear valuation. The central planner is allowed to set their valuations on any patient, which means that waiting time is not the only metric that could be considered. Moreover, a network of hospitals could be considered, with the cost of transport added as valuation, the transport added as an encoded special schedule time, which can be decoded as an hour before the given surgery, solving issues with waiting list loads [2].

Due to practical constraints, our theoretically near optimal approximation algorithm cannot be implemented with high efficiency. While the algorithm is linear, the accompanying constant is high. We take inspiration in CORE-VCG auctions and drop exact truthfulness, we run an optimization algorithm minimizing the distance between the approximated solution and the VCG solution.

The implementation results effectively show an improvement in social welfare, in this instance, this is a metric on the likelihood of the schedule to be accepted by the surgeons and central planner.

On the other hand, the mechanism results on waiting times are similar to waiting time minimizing algorithms and better than the current selection system. Moreover, deadline metrics are similar to deadline avoidance algorithms while still obtaining better acceptance likelihood score.

### 6.2. Future Work

Originally this work aimed to include the whole process from the entrance of the patient to the leave from the hospital, in this model the analyzed surgery room problem is a piece of a bigger queuing system. We decided to focus on the most important part of the problem given the difficulty of the task and lack of the necessary data.

Regarding the scheduling problem, it is not possible to obtain a $\mathcal{O}(t / \log t)$ approximation, a complexity of order $\mathcal{O}(t)$ is near optimal in this case. A slight improvement alternative to explore is to add randomness to the multicoloring mapping in order to analyze the problem in a similar way to the bounds on maximum load in the balls and bins problem [83]. However, most balls and bins problems are related to minimizing load instead of maximizing it, which would require a different approach. Another improvement would be to extend the results for multiple bids, whose solution should be a similar algorithm.

On the mechanism, given that the approximation is near-optimal and that Vickrey-ClarkeGroves solutions are ex-post, there is little room for improvement in our specific formulation [13]. A different unexplored approach is the usage of auctions without money [51, 52, 55]. However, the problem formulation is a simplified version of a mixed integer program with numerous restrictions as well as uncertainty. Our formulation does not take into account factors like uncertainty of operating room time, uncertainty on the patients arrival as well as taking for granted the presence of additional staff such as nurses and anesthesiologists. Although formulations on the ORSP that take these factors into account are cost or deadline avoiding focused, it is unfeasible to have theoretical guarantees over such an amount of factors. Solutions to formulations with these constraints are mainly numerical and cannot be used to fulfill truthfulness or approximation guarantees.

On the other hand, regardless of the approximation bound and truthfulness in our simplified problem, it is not of practical use. Even including workarounds on truthfulness we faced similar results as found on the literature, such as large profits obtained by non-truthful agents. To attain truthfulness in practice there is barely room for error. In our case, even if the solutions assign almost the same bids that optimal case does, a selfish agent can always obtain a high profit from the system. Further work on practical mechanism design for this problem requires either weaker properties or less understood tools. Regarding the later, recent work on deep learning applications on combinatorial auctions have given near optimal results in practice, even including the truthfulness property, however, usage in healthcare of such tools usually requires some understanding on how the program arrives to a solution [84, 85].

Our closing thought is related to the data itself and the healthcare sector. The lack of technology in the Chilean public healthcare produces low quality data, which not only requires experts to process, but sometimes cannot be processed at all given the abuse of free text input. Moreover, we found no correlation between severity and waiting time for patients with similar characteristics, this points out to either a bad classification or unfairness in the selection process. In both cases there is a lack of usage of tools and protocols that could solve these issues.
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## Annexes

## Annexed A. Additional results from different hospitals

Experiment environment described in Section 5.3. For all experiments, we used a total of 1000 patients with entrance given by a Poisson distribution adjusted to the specific hospital.

## A.1. Northern Chile

## A.1.1. Urgentness



Figure A.1: Comparison of urgentness value versus number of surgeons between the current method, highest waiting first and ours for Hospital 3.


Figure A.2: Comparison of urgentness value versus number of operating rooms between the current method, highest waiting first and ours for Hospital 3.

## A.1.2. Urgentness



Figure A.3: Comparison of urgentness value versus number of surgeons between the current method, highest waiting first and ours for Hospital 4.


Figure A.4: Comparison of urgentness value versus number of operating rooms between the current method, highest waiting first and ours for Hospital 4.

## A.1.3. Urgentness



Figure A.5: Comparison of urgentness value versus number of surgeons between the current method, highest waiting first and ours for Hospital 5.


Figure A.6: Comparison of urgentness value versus number of operating rooms between the current method, highest waiting first and ours for Hospital 5.

## A.1.4. Urgentness



Figure A.7: Comparison of urgentness value versus number of surgeons between the current method, highest waiting first and ours for Hospital 7.


Figure A.8: Comparison of urgentness value versus number of operating rooms between the current method, highest waiting first and ours for Hospital 7.

## A.1.5. Maximum waiting time



Figure A.9: Comparison of maximum waiting time versus number of surgeons between the current method, highest waiting first and ours for Hospital 3.


Figure A.10: Comparison of maximum waiting time versus number of operating rooms between the current method, highest waiting first and ours for Hospital 3.


Figure A.11: Comparison of maximum waiting time versus number of surgeons between the current method, highest waiting first and ours for Hospital 4.


Figure A.12: Comparison of maximum waiting time versus number of operating rooms between the current method, highest waiting first and ours for Hospital 4.


Figure A.13: Comparison of maximum waiting time versus number of surgeons between the current method, highest waiting first and ours for Hospital 5.


Figure A.14: Comparison of maximum waiting time versus number of operating rooms between the current method, highest waiting first and ours for Hospital 5.


Figure A.15: Comparison of maximum waiting time versus number of surgeons between the current method, highest waiting first and ours for Hospital 7.


Figure A.16: Comparison of maximum waiting time versus number of operating rooms between the current method, highest waiting first and ours for Hospital 7.

## A.1.6. Average waiting time



Figure A.17: Comparison of average waiting time value versus number of surgeons between the current method, highest waiting first and ours for Hospital 3.


Figure A.18: Comparison of average waiting time value versus number of operating rooms between the current method, highest waiting first and ours for Hospital 3.


Figure A.19: Comparison of average waiting time value versus number of surgeons between the current method, highest waiting first and ours for Hospital 4.


Figure A.20: Comparison of average waiting time value versus number of operating rooms between the current method, highest waiting first and ours for Hospital 4.


Figure A.21: Comparison of average waiting time value versus number of surgeons between the current method, highest waiting first and ours for Hospital 5.


Figure A.22: Comparison of average waiting time value versus number of operating rooms between the current method, highest waiting first and ours for Hospital 5.


Figure A.23: Comparison of average waiting time value versus number of surgeons between the current method, highest waiting first and ours for Hospital 7.


Figure A.24: Comparison of average waiting time value versus number of operating rooms between the current method, highest waiting first and ours for Hospital 7.

## A.1.7. Median waiting time



Figure A.25: Comparison of median waiting time versus number of surgeons between the current method, highest waiting first and ours for Hospital 3.


Figure A.26: Comparison of median waiting time versus number of operating rooms between the current method, highest waiting first and ours for Hospital 3.


Figure A.27: Comparison of median waiting time versus number of surgeons between the current method, highest waiting first and ours for Hospital 4.


Figure A.28: Comparison of median waiting time versus number of operating rooms between the current method, highest waiting first and ours for Hospital 4.


Figure A.29: Comparison of median waiting time versus number of surgeons between the current method, highest waiting first and ours for Hospital 5.


Figure A.30: Comparison of median waiting time versus number of operating rooms between the current method, highest waiting first and ours for Hospital 5.


Figure A.31: Comparison of median waiting time versus number of surgeons between the current method, highest waiting first and ours for Hospital 7.


Figure A.32: Comparison of median waiting time versus number of operating rooms between the current method, highest waiting first and ours for Hospital 7.

## A.2. Central Chile

## A.2.1. Urgentness



Figure A.33: Comparison of urgentness value versus number of surgeons between the current method, highest waiting first and ours for Hospital 6.


Figure A.34: Comparison of urgentness value versus number of operating rooms between the current method, highest waiting first and ours for Hospital 6.

## A.2.2. Urgentness



Figure A.35: Comparison of urgentness value versus number of surgeons between the current method, highest waiting first and ours for Hospital 8.


Figure A.36: Comparison of urgentness value versus number of operating rooms between the current method, highest waiting first and ours for Hospital 8.

## A.2.3. Urgentness



Figure A.37: Comparison of urgentness value versus number of surgeons between the current method, highest waiting first and ours for Hospital 11.


Figure A.38: Comparison of urgentness value versus number of operating rooms between the current method, highest waiting first and ours for Hospital 11.

## A.2.4. Maximum waiting time



Figure A.39: Comparison of maximum waiting time versus number of surgeons between the current method, highest waiting first and ours for Hospital 6.


Figure A.40: Comparison of maximum waiting time versus number of operating rooms between the current method, highest waiting first and ours for Hospital 6.


Figure A.41: Comparison of maximum waiting time versus number of surgeons between the current method, highest waiting first and ours for Hospital 8.


Figure A.42: Comparison of maximum waiting time versus number of operating rooms between the current method, highest waiting first and ours for Hospital 8.


Figure A.43: Comparison of maximum waiting time versus number of surgeons between the current method, highest waiting first and ours for Hospital 11.


Figure A.44: Comparison of maximum waiting time versus number of operating rooms between the current method, highest waiting first and ours for Hospital 11.

## A.2.5. Average waiting time



Figure A.45: Comparison of average waiting time value versus number of surgeons between the current method, highest waiting first and ours for Hospital 6.


Figure A.46: Comparison of average waiting time value versus number of operating rooms between the current method, highest waiting first and ours for Hospital 6.


Figure A.47: Comparison of average waiting time value versus number of surgeons between the current method, highest waiting first and ours for Hospital 8.


Figure A.48: Comparison of average waiting time value versus number of operating rooms between the current method, highest waiting first and ours for Hospital 8.


Figure A.49: Comparison of average waiting time value versus number of surgeons between the current method, highest waiting first and ours for Hospital 11.


Figure A.50: Comparison of average waiting time value versus number of operating rooms between the current method, highest waiting first and ours for Hospital 11.

## A.2.6. Median waiting time



Figure A.51: Comparison of median waiting time versus number of surgeons between the current method, highest waiting first and ours for Hospital 6.


Figure A.52: Comparison of median waiting time versus number of operating rooms between the current method, highest waiting first and ours for Hospital 6.


Figure A.53: Comparison of median waiting time versus number of surgeons between the current method, highest waiting first and ours for Hospital 8.


Figure A.54: Comparison of median waiting time versus number of operating rooms between the current method, highest waiting first and ours for Hospital 8.


Figure A.55: Comparison of median waiting time versus number of surgeons between the current method, highest waiting first and ours for Hospital 11.


Figure A.56: Comparison of median waiting time versus number of operating rooms between the current method, highest waiting first and ours for Hospital 11.

## A.3. Southern Chile

## A.3.1. Urgentness



Figure A.57: Comparison of urgentness value versus number of surgeons between the current method, highest waiting first and ours for Hospital 9.


Figure A.58: Comparison of urgentness value versus number of operating rooms between the current method, highest waiting first and ours for Hospital 9.

## A.3.2. Urgentness



Figure A.59: Comparison of urgentness value versus number of surgeons between the current method, highest waiting first and ours for Hospital 10.


Figure A.60: Comparison of urgentness value versus number of operating rooms between the current method, highest waiting first and ours for Hospital 10.

## A.3.3. Urgentness



Figure A.61: Comparison of urgentness value versus number of surgeons between the current method, highest waiting first and ours for Hospital 12.


Figure A.62: Comparison of urgentness value versus number of operating rooms between the current method, highest waiting first and ours for Hospital 12.

## A.3.4. Maximum waiting time



Figure A.63: Comparison of maximum waiting time versus number of surgeons between the current method, highest waiting first and ours for Hospital 9.


Figure A.64: Comparison of maximum waiting time versus number of operating rooms between the current method, highest waiting first and ours for Hospital 9.


Figure A.65: Comparison of maximum waiting time versus number of surgeons between the current method, highest waiting first and ours for Hospital 10.


Figure A.66: Comparison of maximum waiting time versus number of operating rooms between the current method, highest waiting first and ours for Hospital 10.


Figure A.67: Comparison of maximum waiting time versus number of surgeons between the current method, highest waiting first and ours for Hospital 12.


Figure A.68: Comparison of maximum waiting time versus number of operating rooms between the current method, highest waiting first and ours for Hospital 12.

## A.3.5. Average waiting time



Figure A.69: Comparison of average waiting time value versus number of surgeons between the current method, highest waiting first and ours for Hospital 9.


Figure A.70: Comparison of average waiting time value versus number of operating rooms between the current method, highest waiting first and ours for Hospital 9.


Figure A.71: Comparison of average waiting time value versus number of surgeons between the current method, highest waiting first and ours for Hospital 10.


Figure A.72: Comparison of average waiting time value versus number of operating rooms between the current method, highest waiting first and ours for Hospital 10.


Figure A.73: Comparison of average waiting time value versus number of surgeons between the current method, highest waiting first and ours for Hospital 12.


Figure A.74: Comparison of average waiting time value versus number of operating rooms between the current method, highest waiting first and ours for Hospital 12.

## A.3.6. Median waiting time



Figure A.75: Comparison of median waiting time versus number of surgeons between the current method, highest waiting first and ours for Hospital 6.


Figure A.76: Comparison of median waiting time versus number of operating rooms between the current method, highest waiting first and ours for Hospital 6.


Figure A.77: Comparison of median waiting time versus number of surgeons between the current method, highest waiting first and ours for Hospital 8.


Figure A.78: Comparison of median waiting time versus number of operating rooms between the current method, highest waiting first and ours for Hospital 8.


Figure A.79: Comparison of median waiting time versus number of surgeons between the current method, highest waiting first and ours for Hospital 11.


Figure A.80: Comparison of median waiting time versus number of operating rooms between the current method, highest waiting first and ours for Hospital 11.


[^0]:    ${ }^{1}$ During this work, we refers to this thesis author and his advisors.

[^1]:    2 This thesis was done in the context of the study on Operating Rooms Efficiency and Patient Prioritization for Elective Surgery executed by the National Productivity Commission (Comisión Nacional de Productividad).

[^2]:    3 This thesis was done in the context of the study on Operating Rooms Efficiency and Patient Prioritization for Elective Surgery executed by the National Productivity Commission.

