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AMPLIFICACIÓN PARAMÉTRICA DE SEÑALES ELECTROMAGNÉTICAS CON
LÍNEAS DE TRANSMISIÓN SUPERCONDUCTORAS

Amplificación es requerida para detectar pequeñas señales de microondas. Una nueva tec-
nología prometedora para conseguir amplificación con ruido cuánticamente-limitado es el am-
plificador paramétrico de onda-viajera e inductancia cinética (KI-TWPA). A través de este
dispositivo superconductor se obtiene amplificación desde una ecuación de onda no-lineal de
corriente pasando por un proceso de mezclado-de-ondas donde una señal de bombeo y una
objetivo son inyectadas. Sin embargo, las ecuaciones de amplitud usadas para diseñarlos
están incompletas. De hecho, estas no consideran completamente la naturaleza compleja de
las constante de propagación e impedancia característica, relevantes en TLs periódicas. Es-
tos problemas son abordados en esta tesis para mejorar el proceso de diseño de KI-TWPAs.
Primero, el método-de-múltiples-escalas es explicado y aplicado a la ecuación de onda no-
lineal en mezclado-de-cuatro-ondas. Como resultado, diferentes modelos de ecuaciones de
amplitud son derivados, junto con el surgimiento de las señales ociosa y tercer-armónica del
bombeo. Se demuestra que la primera es requerida para amplificar, mientras que la última es
indeseada. Además, la discordancia total en fase entre las señales objetivo, ociosa y bombeo,
es identificada como la principal factor de amplificación. Tras esto, resultados de simulación
con cada modelo son mostrados para diferentes diseños, presentando una guía de diseño.
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PARAMETRIC AMPLIFICATION OF ELECTROMAGNETIC SIGNALS WITH
SUPERCONDUCTING TRANSMISSION LINES

Amplification is required to detect small microwave signals. One new promising technology
to achieve large amplification with quantum-limited noise is the kinetic inductance traveling-
wave parametric amplifier (KI-TWPA). Through this superconductor device, amplification
is obtained from a non-linear current wave equation undergoing a wave-mixing process where
a pump and a target signals are injected. However, the amplitude equations used to de-
sign them are not complete. Indeed, they do not fully consider the complex nature of the
propagation constant and characteristic impedance, relevant in periodic TLs. These two
problems are tackled in this thesis with the goal of unveiling the optimal design process for
KI-TWPAs. Firstly, the multiple-scales-method is explained and applied to the non-linear
wave equation in four-wave-mixing. As a result, different models of amplitude equations are
derived, together with the emergence of the idler and third pump’s harmonic signals. It is
demonstrated that the former is required in order to obtain amplification, while the latter
is undesired. Furthermore, the total phase mismatch between the target, idler, and pump
signals is identified as the main factor for achieving amplification. Thereafter, simulations
results with each of the models are shown for different designs, from which a guide for optimal
design is presented.
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zones on the left, correspond to frequencies where its third harmonic 3ν falls
in the stopband shown on the right. The purple dashed zones on the left
correspond to frequencies such that 3ν falls in a zone outside the stopbands
where |RGĨ| > |CL0Ĩ
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of the amplification) dominates over |RGĨ|. . . . . . . . . . . . . . . . . . . 38

4.5 Gain of the target signal after traveling z/d = 150 unit cells for different values
of pump frequency νp near the 2nd stopband, using an initial pump amplitude
A0
p = 0.2I∗. The values of νp are colored as the corresponding zones from

Figure 4.4. The gain obtained with the model associated to each zone shares
the same color coding, and the Old model is also plotted in orange. Between
the results using s− p− i or s− p− i− 3p, the case that better represents the
dynamics is highlighted in green, which is determined by whether the third
harmonic 3νp falls in a stopband or not. . . . . . . . . . . . . . . . . . . . . 39

4.6 Evolution of the amplitudes along z/d = 150 unit cells for three key different
pump frequencies, νp = 11.61 GHz in zone 2, νp = 11.62 GHz in zone 3 and
in the purple dashed region, and νp = 11.63 GHz in zone 3 and in the green
dashed region. The initial pump amplitude is A0

p = 0.2I∗. The case s−i−p−3p
is showed in all plots. It is observed that the 3νp signal can be diminished and
even neglected depending on the operating region of νp. . . . . . . . . . . . . 40

4.7 Phase mismatch Θ(z) for target signal frequencies νs around the pump fre-
quency νp = 11.63 GHz for the New3 and New2 models. It is observed that
Θ(z) is better stabilized near π/2 along all the evolution in the New3 model,
meaning an energy transfer from the pump to the idler and target signals close
to the optimal along all z. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

4.8 Gain of the target signal along z for the same case whose phase mismatch
Θ(z) is plotted in Figure 4.7. The corresponding gain at z/d = 150 unit cells
is included in Figure 4.5, where the New1 and Old models are also plotted. . 42

4.9 Gain of the target signal at z/d = 150 and νp = 11.63 GHz for various values
of initial pump amplitude A0

p (top). The maximum gain around the pump
frequency, before falling to zero close to 6 GHz and 17 GHz and excluding
the center zone where the gain changes curvature, is shown in the bottom left
plot. The corresponding fractional bandwidth Bf , and over-5dB-fractional
bandwidth Bo5f are also shown. . . . . . . . . . . . . . . . . . . . . . . . . . 43

x



4.10 Dispersion relation {α(ν), β(ν)} and characteristic impedance η(ν) from Fig-
ure 4.1.b, zoomed in around the 1st (left column) and 3rd (right column) stop-
bands (marked as red zones). The magnitudes of the equation terms are also
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3ω2/3|. 50
5.4 Dispersion relation {α(ν), β(ν)} and characteristic impedance η(ν) from Fig-

ure 5.1.b, zoomed in around the 2nd (left column) and 6th (right column) stop-
bands (marked as red zones). The magnitudes of the equation terms are also
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Chapter 1

Introduction

Many modern technologies work through propagation of electromagnetic signals that are
detected by components. Although, due to the finite sensitivity of these components, the
detection can only be achieved for signals with a minimum amplitude. In order to detect
signals with smaller amplitude than this minimum, the signal must be previously amplified
by another component (an amplifier). Therefore, the design and fabrication of amplifiers is
key to extend the use of these technologies, ranging from astronomical instrumentation and
quantum computing to cellphones and classical computers.

[Hz]

[m]
Range of interest
(MHz to GHz)

Radioastronomy
(ALMA observatory)

Quantum Computing
(IBM quantum chip)

Figure 1.1: Electromagnetic spectrum (top) and two examples where the range of MHz-GHz
frequencies are detected for scientific and technological purposes (bottom).
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(before) (after)

Figure 1.2: Amplification of a signal through a noisless (a) and noisy (b) amplifier.

To detect electromagnetic signals, different technologies are used depending on the signal’s
frequency, translating into different challenges to successfully design an amplifier. Based on
this, the electromagnetic spectrum is separated in technological ranges as shown in Figure
1.1. In this thesis, the focus is on the short radio (MHz), microwave (GHz), and low THz
frequencies.

An important general problem to solve in the signal amplification process is that the ampli-
fier adds noise to the original signal as shown in Figure 1.2 producing loss of information.
Therefore, the search for a physical system that allows amplification with the lowest possible
addition of noise is required in order to improve the amplification technology. Furthermore,
a good amplifier must have a large amplitude amplification (i.e. large gain) and work for
a wide range of frequencies of interest (i.e. broad fractional bandwidth). These criteria are
used to conclude on which amplification technology is better for amplification.

1.1 Radio and microwave amplification technologies

For radio and microwave amplification, semi- and super-conductor technologies are used. A
comparison between the best current available technologies can be done by considering the
main amplification figures of merit:

• Noise temperature (Tn) as the measure of noise to minimize. Without manipulation
of the quantum state of the electromagnetic signal, it can not be smaller than Tn−sq,
called the standard quantum limit.

• Power Gain G ≡ |Aafter|2

|Abefore|2
≡ 20 log10( |Aafter|

|Abefore|
) dB, where Aafter and Abefore are the

amplitudes of the signal after and before passing through the amplifier, respectively.

• Fractional bandwidth Bf ≡ 2(νmax−νmin)
νmax+νmin

, where νmax and νmin are respectively the
maximum and minimum frequencies around the maximum gain Gmax where the gain
dropped to1Gmax/2, meaning approximately a -3 dB drop for the quantity expressed in
decibels.

The best semiconductor technology is the high-electron-mobility transistor (HEMT) achiev-
ing Tn ≥ 3Tn−sq for low frequencies but increasing rapidly as the frequency of the target
signal νs increases [7]. Towards a solution to this noise problem, super-conductor technology

1For this reason, Bf is also called fractional full width at half maximum.
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has shown to be promising. The best superconducting technologies are Josephson resonators,
superconducting quantum interference devices (SQUIDs), superconducting qubits, transmis-
sion line resonators, and Josephson and kinetic inductance traveling-wave parametric am-
plifiers (KI-TWPAs) [8–19]. However, only the last two work in a broad Bf while reaching
Tn ≈ 3Tn−sq and presenting large G. KI-TWPAs are better because they allow maximum
total currents of the order of mA, three orders of magnitude larger than the Josephson
traveling-wave parametric amplifiers [15].

Therefore, KI-TWPAs are a promising solution towards the design of amplifiers with the
lowest possible addition of noise. It is for this reason that they are the devices analyzed in
this thesis.

1.1.1 KI-TWPAs

A KI-TWPA consists of an electromagnetic transmission line (TL) in which instead of a
normal conductor there is a superconductor. The result is that the inductance per unit
length of the TL depends on the injected current because kinetic inductance (originated
by the inertia of the current carriers) is added to the geometric one. This modifies the
wave-equation of the current through the TL by adding a non-linear term, which allows
mixing of amplitudes when more than one monochromatic signal is injected [5, 20]. Hence,
it is possible to amplify the amplitude corresponding to νs if other signals, called pumps,
are simultaneously injected. The case of only one single pump signal with frequency νp is
analyzed in this thesis.

Different geometries and materials may be used to fabricate these transmission lines. The
most common geometry up to date has been the coplanar waveguide (CPW), but the mi-
crostrip (MS), and the inverted microstrip (IMS) geometries have also been used. These
three geometries are depicted in Figure 1.3. To choose the materials of the TL, the following
criteria must be considered:

• Superconducting strip: To warrant a large kinetic inductance and hence large am-
plification, a superconductor with large normal-state resistance must be selected. The
normal-state resistance corresponds to the resistance of the material at the critical
temperature just before entering the superconducting state.

• Substrate: Due to the coupling of microwave radiation to a bath of two-level state
defects in the dielectric, its loss tangent increases at low excitation voltages and tem-
peratures at which the KI-TWPA operates. Measurements at this regime show that
crystalline materials are the least lossy when compared to other materials [21]. How-
ever, an interesting material to explore is hydrogenated amorphous silicon (a-Si:H),
which besides having the lowest loss tangent among other amorphous materials, it is
easier to work with when fabricating devices [21].

The first KI-TWPA was presented in [20]. The device consisted on a long dispersion-
engineered (a method used to avoid third and higher harmonics of the pump frequency
νp) CPW of niobium titanium nitride (NbTiN) deposited over crystalline silicon. It covered
the frequency range from 6 to 16 GHz with a gain of around 12 dB. Despite this excellent
result, there were some problems with this implementation [14,22,23]:
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ground

strip

dielectric 1
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ground
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inverted microstrip (IMS)

coplanar waveguide (CPW)

Figure 1.3: The most relevant transmission line geometries used for KI-TWPAs.

i) Selecting a CPW line has the advantage of an easier fabrication than MS lines, but limits
the impedance that can be achieved. This first implementation had a characteristic
impedance of 300 Ω which needs a matching to the 50 Ω input and output ports. This
seemed to be the origin of large ripples seen in the transmission curve.

ii) A larger real characteristic impedance means that larger dissipation occurs which could
warm up the device introducing noise.

iii) The device features a very long transmission line of about 0.8 m which makes it prone
to defects along the transmission line.

Few other implementations, always below 16 GHz, have been reported since the introduction
of the KI-TWPAs [14, 22–27]. The first implementations replicated the original concept
verifying the potential and the problems of the device [23, 25]. Later, some modifications
were introduced in the attempt of overcoming the main problems of the first ones.

One of the modifications introduced was changing the CPW for an IMS of NbTiN which
allows, in principle, obtaining a 50 Ω line [24]. The conducting strip was deposited over the
substrate, silicon dioxide (SiO2) was deposited on top of the strip and finally the ground
plane was deposited over the SiO2 layer. The device was measured at 4 K showing some
parametric amplification. Additionally, simulations showed that ripples in the gain may be
present in the device even if the input and output ports are perfectly matched. This effect
appears to be due to the non-homogeneous dispersion of the transmission line.

Two additional implementations have achieved KI-TWPAs with a 50 Ω transmission line and
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a reduced length [14,22]. One implementation reduced the necessary length by coupling the
transmission line to quasi-fractal line-to-ground capacitors [22]. In this way the line achieves
enhanced inductance and capacitance per unit length which translates into a parametric
gain of 6 dB for just 10 cm of transmission line. A disadvantage of this implementation is
the increased complexity of the fabrication process. The other implementation achieved the
reduction in length by using a lumped-element transmission line fabricated as interdigitated
slotline (another type of TL) elements [14]. A large gain was obtained with reduced ripples
and lower pumping power. However, this kind of PAs are restricted in their size reduction,
and can only be used at low frequencies since a chain of lumped elements can only be used as
a TL at frequencies below νc = (π

√
lc)−1, where l and c are the inductance and capacitance

of the lumped elements, respectively.

The aforementioned KI-TWPAs were demonstrated for four-wave-mixing (FWM) where, be-
sides the pump and target signals, an idler signal is naturally produced throughout the
amplification process. Other signals and harmonics are also generated, but those do not
contribute positively to the gain of the target signal and are either eliminated by engineering
or neglected due to being too small. However, it has been demonstrated that the CPW
KI-TWPA can also be used in a three-wave-mixing scheme by feeding the device with a DC
current [26]. One of the most important advantages of this scheme is that it needs a reduced
power of the pumping signal, decreasing dissipation and, hence, has the potential of reaching
a reduced noise.

The CPW KI-TWPA has also been implemented using a monocrystalline NbTiN film de-
posited over a magnesium oxide (MgO) substrate [27]. It was demonstrated that such a
device has a larger variation of the kinetic inductance when compared to a polycrystalline
film. In this way, a larger gain could be achieved in principle, although gain measurements
were not performed.

1.2 Mathematical model of KI-TWPAs

In order to design KI-TWPAs with large power gain and large fractional bandwidth, a non-
linear wave equation for the electric current must be solved. In the literature, this is done by
approximating the process of amplitude gain as a dynamical evolution occurring at a much
larger length scale than the wavelength of the involved signals. Within this approximation, a
set of non-linear amplitude equations is obtained [20,28,29]. This set of equations is usually
too hard to solve analytically, and is hence solved numerically, at least for the general case
of FWM.

The derivation of the amplitude equations in a FWM process has been done in the optics
literature for waves traveling through fiber optics [28,29]. However, in the KI-TWPAs litera-
ture, a similar set of amplitude equations has been used without reporting a complete formal
derivation. This is a problem, since the derivations used in optics make use of properties of
the electric and magnetic fields that do not apply in radio nor microwave TLs. In partic-
ular, the non-linear term in KI-TWPAs arises from the superconductor, and hence, it is in
principle a different non-linearity than the Kerr materials used in optics.

Moreover, the amplitude equations of KI-TWPAs in the current literature neglect the atten-
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uation constant (representing losses by reflections and dissipation) and the imaginary part
of the characteristic impedance of the TL [20]. This is done with TL designs constituted by
periodic elements where such approximations are wrong near the stopbands. Despite this, the
equations are applied at frequencies near the stopbands, ignoring the problem. An attempt to
introduce losses in the process has been reported in [15], but there are still some approxima-
tions not justified and not valid near the stopbands. Furthermore, there is no mathematical
explanation of how the equations were obtained, making it impossible to re-derive the results.

It is concluded that the mathematical model used so far for KI-TWPAs is incomplete. There-
fore, work toward solving this is required in order to understand better how amplification
is obtained in KI-TWPAs, which would enable better designs of this type of parametric
amplifiers.

In this thesis, this problem is tackled by formally solving the non-linear wave equation with
a formal perturbative model called “multiple scales method”, widely used in mathematical
non-linear physics, and specially useful in traveling-wave equations [1, 29,30].

1.3 Identification of the problem

The identified specific problem is:

• The theoretical study of the amplification process in KI-TWPAs is incomplete. Dis-
sipation and reflections are not well understood and the deduction of the amplitude
equations used to calculate the gain is unclear in the literature.

Therefore, to solve this problem, two specific solutions are developed as the core of this thesis:

• Study and apply the multiple scales method to solve non-linear wave equations.

• Simulate the parametric amplification process described by the amplitude equations.

1.4 Hypothesis

The hypothesis of this work is:

• By using the multiple-scales method of mathematical non-linear physics, appropriate
equations to calculate the gain can be formally obtained.

• This can be done with and without losses (dissipation and reflections), allowing to
better understand the amplification process of KI-TWPAs and enhance future designs.

1.5 Objectives of the thesis

The objectives to accomplish with this solution are:

• General objective: Develop a new theoretical framework to simulate and design
KI-TWPAs.
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• Specific objective 1: Realize a formal mathematical deduction of the amplitude
equations including dissipation using the multiple scales method.

• Specific objective 2: Model specific TLs with the derived equations, comprehending
how to change the design parameters in order to enhance the amplifier’s performance
in terms of gain and fractional bandwidth.

1.6 Outline of the thesis

In this chapter, the general problems associated with amplification of electromagnetic signals
have been introduced. An overview of the technological advances in this regard has been
explained, justifying the KI-TWPAs as promising devices for amplification. A specific prob-
lem in this research area has been identified and a specific solution has been proposed to be
developed throughout the current thesis.

In order to accomplish the proposed solution, several fundamental concepts must be under-
stood. These are presented in chapter 2. Later, in chapter 3, the method of multiple scales
is used to formally derive different models of the amplitude equations from which the gain
of the target signal is calculated. These results are applied in chapters 4, 5, and 6, where
simulations for each model in different interesting cases are performed and analyzed.

In chapter 4 a deep analysis of the behavior of the different models in various cases is per-
formed for a design with a CPW similar to the one fabricated in [20], helping to understand
what are the optimal conditions for amplification of the target signal. From that knowledge,
a design guide is explained for microstrip in chapter 5, showing the generality of the conclu-
sions obtained in chapter 4, not constrained to CPW designs. Finally, chapter 6 shows results
for a design with an artificial-CPW line fabricated by colleagues in the research group. Pre-
dictions to measurements are obtained, which are to be tested in the near future to validate
the mathematical models developed in this thesis.
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Chapter 2

Theoretical framework

The fundamental theoretical concepts to understand KI-TWPAs and the results developed
in this thesis are explained in this chapter. First of all, the KI-TWPAs are devices that
generate amplification of target signals through a so called parametric amplification process.
Hence, understanding the meaning of this process is required, and it is the objective of section
2.1, where the concept is explained in general mathematical terms. Secondly, KI-TWPAs
are superconducting devices. For this reason, a basic understanding of superconductors is
needed to be able to correctly calculate the conductivity. This is explained in section 2.2.
Additionally, KI-TWPAs are electromagnetic transmission lines. Therefore, in section 2.3
the basics of TL theory are explained in order to, later, merge with the superconductor prop-
erties and derive the non-linear wave equation for the electric current through KI-TWPAs,
explaining how to correctly calculate the TL parameters for a general geometry, focusing
in the calculations for MS and CPW. A non-linear relation between wavenumber and fre-
quency is required to achieve amplification in KI-TWPAs. To do this, dispersion engineered
TLs, also called Floquet TLs, are used and explained at the end of section 2.3. These TLs
also have the benefit that, by the presence of stopbands, allow the suppression of undesired
harmonics generated throughout the four-wave-mixing (FWM) process in KI-TWPAs. The
latter is briefly explained in 2.4. Finally, the calculation of the gain of the target signal
along KI-TWPAs is performed in the current literature by using amplitude equations whose
deduction is not explicitly given. Hence, a mathematical framework that allows to obtain
amplitude equations from the non-linear wave equation of KI-TWPAs is presented in section
2.5. This framework, called method of multiple scales, is the core for the development of the
current thesis.

2.1 Parametric Amplification

This thesis is concerned with electromagnetic waves, which are oscillations in the electromag-
netic field propagating through space-time. In particular, the focus in this thesis is about
amplifying these oscillations. A way of achieving this amplification is by periodically changing
a physical parameter of the system. Equations in which this happens are called parametric
equations. This section presents the key features of this type of equations with a simple
general example.
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a)

b)

Figure 2.1: (a) Unbounded and (b) bounded solutions of the Mathieu equation. From the
perspective of signal amplification, the cases of (a) are interesting: the left plot shows slow
amplitude growth of a fast oscillating signal, and the right plot shows fast amplification of
the mean value (addition of a “DC” component) as well as slow amplitude growth. These
two cases represent parametric amplification. Image adapted from [1].

The simplest differential equation with periodic coefficients is theMathieu equation [30,31],

d2x

dt2
+ (a− 2q cos(2t))x = 0, (2.1)

which can physically represent a swing with variable rope length or an inductance-capacitance
electric circuit with variable distance between capacitor parallel plates. In any case, equation
2.1 is a harmonic oscillator with a modified coefficient, where x is the oscillating variable
whose amplitude is to be amplified, t is the dimensionless evolution parameter of the equation
(e.g. time or position), and (a − 2q) is the physical parameter of the harmonic oscillator
equation that is being periodically changed through the term cos(2t).

In order to achieve amplification with a parametric equation, the frequency of the external
excitation must be carefully tuned to a resonant case. When this is done, parametric
resonance occurs. In the case of Mathieu equation 2.1, parametric resonance takes place,
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for any value of q ∈ R, when the external excitation frequency equals n/2 times the natural
frequency of the system, where n ∈ Z. Nonetheless, parametric resonance can still happen
for others frequencies depending on the value of q.

Parametric resonance, also known as parametric amplification, parametric excitation
or parametric pumping, differs from forcing the system. In the former, the action appears
as a time varying modification on a system’s parameter in a homogeneous differential equa-
tion, while in the latter, the action appears as an inhomogeneous term added to the original
equation. Furthermore, parametrically excited systems can produce a large response when
the frequency of the excitation is away from the natural frequency of the system [30], which
is not possible in forced systems.

The Mathieu equation 2.1 does not describe a complete physical system as no compensating
energy-loss mechanism is involved. Hence, the oscillation amplitude grows exponentially
when parametric resonance occurs, as shown in Figure 2.1.a. These are the type of solutions
desired for amplification of signals in the physical process of FWM studied in this thesis, as
opposed to the ones of Figure 2.1.b. Nonetheless, the case of FWM is more complex than
equation 2.1, because it also describes the energy source (the pump) and hence the solution
should not grow indefinitely. These additional complications are studied in section 2.3, where
FWM is described as a parametric equation.

The conclusion from this section is that a parametric pump can be used to amplify the original
oscillation, and hence, an equation like equation 2.1 is useful for the purpose of amplifying
small electromagnetic signals, which is the matter of study in this thesis.

2.2 Superconductors

Superconductivity is an electrical state of matter that can be achieved through an electrical
phase transition in conductors. Therefore, specific conditions of temperature and electric
current must be fulfilled in order to keep the superconducting state for a fixed condition
of pressure. The temperature T and current I are upper bounded by a critical temper-
ature Tc, and critical current Ic, respectively. Hence, as long as T ≤ Tc and I ≤ Ic,
the material is in a superconducting state [2]. Unfortunately, the typical values of Tc are
very small, around a few K, corresponding to the so called cryogenic temperatures. This
makes the experimental realization of superconductors a hard task, which requires the use of
complex cooling techniques developed along several years. There are some superconductors
at higher temperatures, with Tc ≈ 160 K [2], or even Tc ≈ 287 K as reported in [32], close
to room temperature (300 K). Nonetheless, these high temperature superconductors require
extremely large values of pressure (267 GPa for the latter [32]), which is in general much
more unpractical than using cooling systems like cryogenic fridges.

In superconductors, the carriers of electric current are not individual electrons, but instead
Cooper pairs formed by couples of electrons paired together [2]. As electrons are spin-1

2

particles (hence, fermions), by addition of angular momenta the Cooper pairs can be spin-0
or spin-1 particles (hence, bosons). Having bosons instead of fermions as the carriers of
current, means that Pauli’s exclusion principle is avoided, implying that all Cooper pairs can
be in the same quantum state. In particular, they can be in the lowest energy one, reducing
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c) Superconductor Type IIa) Conductor b) Superconductor Type I

:   Material :   Line of External Magnetic Field

Figure 2.2: Material capable of conducting electricity and how to differentiate them based
on the action of an external magnetic field. The magnetic field lines coming from external
source always penetrate in the case of a normal conductor (a), are always repelled by a
superconductor of type I (b), and can be partially repelled by a superconductor of type II
(c) while locking some lines inside of it depending on the temperature conditions [2]. In this
thesis we use superconductors type I in our modeling.

electrical resistance down to, in theory (unless quantum fluctuation are taken into account),
zero at 0 K [2].

There are different types of superconductors, based on how they interact with external mag-
netic fields, as depicted in Figure 2.2. In KI-TWPAs, type I superconductors are used,
and hence, are the ones considered throughout this thesis. Henceforth, when referring to su-
perconductors, it is referred to type I superconductors, unless explicitly expressed otherwise.

Since the carriers of electric current are different in superconductors than normal conductors,
the complex conductivity

σ = σ1 − jσ2, (2.2)

must also be calculated differently. This calculation is performed by the Mattis-Bardeen
equations [33, 34],

σ1

σN
=

2

~ω

∫ ∞
∆g

[f(E)− f(E + ~ω)]D(E)dE +
1

~ω

∫ −∆g

∆g−~ω
[1− 2f(E + ~ω)]D(E)dE, (2.3)

σ2

σN
=

1

~ω

∫ ∆g

max{∆g−~ω,−∆g}

[1− 2f(E + ~ω)](E2 + ∆2
g + ~ωE)√

∆2
g − E2

√
(E + ~ω)2 −∆2

g

dE, (2.4)
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where

D(E) =
E2 + ∆2

g + ~ωE√
E2 −∆2

g

√
(E + ~ω)2 −∆2

g

, (2.5)

f(E, T ) is the Fermi-Dirac distribution dependent of energy E and temperature T ,

f(E, T ) =
1

1 + eE/(kBT )
, (2.6)

∆g is the energy gap of the superconductor (null for normal conductors), and σN is the
normal-state conductivity, which corresponds to the conductivity just above the critical cur-
rent Ic, where the material leaves the superconducting state to become a normal conductor.

The Mattis-Bardeen equations are needed to calculate the TL parameters for a KI-TWPA.
Therefore, they are used to perform all the simulations shown later in chapters 4, 5, and 6.

2.3 Transmission Lines

2.3.1 Basics

A general TL of length D, as depicted in Figure 2.3.a, can be described as a continuous
series of infinitesimally small lumped-element circuits described by Figure 2.3.b, where R
is the resistance per unit length due to losses in the conductors (with finite conductivity),
C is the capacitance per unit length due to the close proximity between conductors, G is
the conductance per unit length due to losses in the dielectric material between conductors,
and L is the total self-inductance per unit length between the conductors [3]. These circuit
elements are distributed along the entire TL. Therefore, this model is called transmission
line model of distributed elements. Consequently, the equations for electric current I
and voltage V through the TL are the telegraph equations,

∂V

∂z
= −L∂I

∂t
−RI, (2.7)

∂I

∂z
= −C∂V

∂t
−GV, (2.8)

where z is the position along the TL, and t is the time. These equations can be easily decou-
pled by deriving once with respect to z, obtaining the linear homogeneous wave equations(

∂2

∂z2
− CL ∂

2

∂t2
− (CR +GL)

∂

∂t
−RG

)
I = 0, (2.9)(

∂2

∂z2
− CL ∂

2

∂t2
− (CR +GL)

∂

∂t
−RG

)
V = 0. (2.10)

In general, the current and voltage waves travel as packages of monochromatic waves, each
with a different frequency. In other words, a general wave of current or voltage is not
monochromatic, meaning that it contains many relevant frequencies in its time-Fourier do-
main. Nonetheless, because equations 2.9 and 2.10 are linear, it is possible to solve them
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+
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b)

Figure 2.3: TL model of distributed elements. (a) A general transmission line of length D,
where 1○ and 2○ are conductors at different electric potentials, allowing propagation of elec-
tromagnetic waves represented by waves of current i(z, t) and voltage v(z, t) across the line.
(b) Zooming inside an infinitesimal portion dz of the line, circuit theory of lumped elements
can be utilized as the wavelength is always much larger than dz obtaining the displayed
equivalent circuit, where R,C,G, and L are the resistance, capacitance, conductance, and
total self-inductance per unit length of the TL.

independently for each frequency component. Hence, for a given angular frequency ω, the
solution is given by

Iω = Re{A+
ω ejωt−γωz + A−ω ejωt−γ∗ωz}, (2.11)

Vω = Re{B+
ω ejωt−γωz +B−ω ejωt−γ∗ωz}, (2.12)

where A+(−)
ω and B

+(−)
ω are the complex amplitudes of current and voltage, respectively,

traveling in the +z (−z) direction; and γω is the propagation constant, related to the TL
parameters (R,G,L,C) by

γω =
√

(R + jωL)(G+ jωC). (2.13)

Additionally, A+(−)
ω and B+(−)

ω are related between each other by

B+
ω

A+
ω

=
B−ω
A−ω

= ηω, (2.14)

where ηω is the characteristic impedance of the TL, related to the TL parameters by

ηω =

√
R + jωL

G+ jωC
. (2.15)
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In general, γ and η (the ω subindex is dropped to simplify notation) are complex quantities,

γ = α + jβ, (2.16)
η = r + jx, (2.17)

where α is called attenuation constant, and β is thewavenumber. The real and imaginary
parts of η (r and x, respectively) do not receive special names in the literature, but they are
explicitly written here because this notation will be used throughout the rest of this thesis.

2.3.2 Geometries

Many different geometries to configure the two conductors and the intermediate dielectric
material that define a TL (as depicted in Figure 2.3) can be realized. Two of the most
used ones for KI-TWPAs are studied in this thesis: MS and CPW geometries, depicted in
Figure 2.4. In a MS, the geometry is defined by the height h of the dielectric, the width w
of the conducting strip, and the strip’s thickness t, neglecting the thickness of the ground
conducting plane. Similarly, in a CPW, the geometry is defined by the separation s between
the central strip and the ground planes, the central strip’s width w, and the thickness t of
the conductors, considered equal for the grounds and the central strip.

Effective dielectric constant

Depending on the geometry used as TL, the effective dielectric constant for the waves prop-
agating through the TL is not simply the complex dielectric constant εr of the dielectric
material.

For a MS, the effective frequency-dependent dielectric constant is [35]

ε̃ν =

( √
εr −
√
εs

1 + 4F−1.5
1 (ν)

+
√
εs

)2

, (2.18)

where

F1(ν) =
4hν

c0

√
εr − 1(

1

2
+ (1 + 2 ln

(
1 +

w

h

)
)2), (2.19)

and εs is the effective static dielectric constant given by [3]

εs =
εr + 1

2
+

εr − 1

2
√

1 + 12 h
w

. (2.20)

Hence, the complex effective frequency-dependent dielectric constant is

εν = ε̃ν(1− j tan δ), (2.21)

where tan δ is the loss-tangent of the dielectric, which accounts for electromagnetic losses in
the dielectric material [3].

For a CPW, for frequencies below the order of THz, the frequency dependence of the dielectric
constant can be neglected [36]. Therefore, the complex effective dielectric constant
is [36, 37]

ε = ε̃(1− j tan δ), (2.22)
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Figure 2.4: Transmission line geometries used for KI-TWPAs in this thesis.

where

ε̃ =
εr + 1

2
. (2.23)

Geometric factors

Two purely geometric factors are required to later calculate the transmission line parameters:
g1 and g2. The former is characteristic of the field distribution external to the TL, and is
related to the quasi-static capacitance of the TL [38] by

g1 =
ε0
Cvac

, (2.24)

where Cvac is the vacuo capacitance when the dielectric and substrate of the TL have their
dielectric constants set to 1, as if replaced by empty space.

The second geometric factor, g2, is characteristic of the field penetration into a superconductor
(hence, g2 = 0 for normal conductors) and is calculated for the n-th surface as [38]

g2,n = g1ψn, (2.25)

where

ψn =
1

2

∫
n
|E| 2ds∫

ext
|E| 2dA

, (2.26)

and E is the electric field. The top integral of length element ds is along the cross-section
of superconductor surface n, and the bottom integral of area element dA is across all area
external to the superconductors (i.e. the infinite cross-sectional area, excluding the regions
with superconductors).

Superficial impedance

From Figure 2.3.b, the series impedance Z and shunt admittance Y of a TL are defined by

Z = R + jωL, (2.27)
Y = G+ jωC. (2.28)
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The general forms of Z and Y are given by [38]

Z = j(βfreeηfree)g1 + 2
∑
n

g2,nZs,n, (2.29)

Y = j
βfree

ηfree

ε

g1

, (2.30)

where βfree is the free-space wavenumber, ηfree is the characteristic impedance of free-space,
ε is the effective dielectric constant, and Zs,n is the surface impedance of superconductor
surface n given by [38]

Zs =

√
jωµ0

σ
coth

(√
jωµ0σtSC

)
, (2.31)

where tSC is the thickness of the homogeneous superconducting film, and σ is the conductivity
calculated in equation 2.2.

Calculation of geometric factors for a MS

For a microstrip of strip width w, substrate height h and metal thickness tSC, the geometric
factors are calculated as [38]

g1 =
π

2

1

ln(2rb/ra)
, (2.32)

g2 = g1
1

KMS

(
I +

π

2

)
, (2.33)

where

I = ln

(
2p+ 2

√
p(1− ra)(p− ra)− (p+ 1)ra

ra(p− 1)

)
, (2.34)

KMS =

{
2h ln(rb/ra) if w/h < 2

2h ln(2rb/ra) otherwise
, (2.35)

ln(ra) ≈ −1− πw

2h
− p+ 1
√
p

tanh−1 1
√
p
− ln

(
p− 1

4p

)
(2.36)

rb ≈

{
rbo if w/h ≥ 5

r̃bo otherwise
, (2.37)

rbo = Λ +
p+ 1

2
ln Γ, (2.38)

r̃bo = rbo −
√

(rbo − 1)(rbo − p) + (p+ 1) tanh−1

√
rbo − p
rbo − 1

− 2
√
p tanh−1

√
rbo − p
p(rbo − 1)

+
πw

2h

√
p, (2.39)

Λ =
√
p

{
πw

2h
+
p+ 1

2
√
p

[
1 + ln

(
4

p− 1

)]
− 2 tanh−1 1

√
p

}
, (2.40)

Γ = max(Λ, p), (2.41)
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p = 2b2 − 1 + 2b
√
b2 − 1, (2.42)

b = 1 +
tSC

h
. (2.43)

Calculation of geometric factors for a CPW

For a CPW of inner strip width w = 2a, ground plane separation w + 2s = 2b and thickness
tSC, the geometric factors are given by [38]

g1 =
K(k′)

4K(k)
, (2.44)

g2,l = g1
1

8K(k)K(k′)(1− k2)

[
π

a
+

1

a
ln

8a

dSC

+
1

b
ln
b− a
b+ a

]
, (2.45)

g2,g = g1
1

4K(k)K(k′)(1− k2)

[
π

b
+

1

b
ln

8b

dSC

+
1

a
ln
b− a
b+ a

]
, (2.46)

where

dSC =
tSC

π
, (2.47)

k =
w1

w2

, (2.48)

k′ =
√

1− k2, (2.49)

w1 ≈ a+
dSC

2
− dSC

2
ln
dSC

a
+

3

2
dSC ln 2− dSC

2
ln
a+ b

b− a
, (2.50)

w2 ≈ b− dSC

2
+
dSC

2
ln
dSC

b
− 3

2
dSC ln 2 +

dSC

2
ln
a+ b

b− a
, (2.51)

and K(k) is the complete elliptical integral of the first kind [39]. The sub-index l, g denote
the central strip and ground surfaces, respectively.

The calculations of g1 and g2 for MS and CPW were performed in [38] by conformal mapping
techniques.

2.3.3 Superconductors instead of conductors

Firstly, using superconductors instead of conductors implies that the calculation of the series
impedance Z and shunt admittance Y are modified, because in superconductors g2 6= 0.
Additionally, the conductivity is calculated with a different set of equations, modifying the
surface impedance Zs. These differences can be seen directly on equations 2.29, 2.30, and
2.31. Hence, the TL parameters are modified, since1

Z = R + jωL0, (2.52)
Y = G+ jωC, (2.53)

where L0 is the inductance per unit length of the TL at null electric current, which in-
troduces the second difference: current-dependence of the inductance per unit length L in

1In TLs with normal conductors, L = L0, which justifies equation 2.27.
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superconductors [5, 20], given by

L = L0

(
1 +

I2

I2
∗

)
, (2.54)

valid at temperatures T � Tc. Here, I∗ determines the strength of the non-linear effect.

The origin of the current-dependence of the total inductance L(I) is the inertia of the current
carriers (Cooper pairs) in type I superconductors, which adds a so called kinetic inductance
to the geometric one. From here, the “kinetic inductance” part of the name “KI-TWPA” is
justified.

The term I∗ is proportional to I ′∗/
√
α∗, where I ′∗ is a parameter comparable to the critical

current Ic, and α∗ is the ratio of kinetic inductance to total inductance [20].

The most important consequence of equation 2.54 is that the telegraph equations no longer
have equations 2.9 and 2.10 as an equivalent set of equations. Instead, the equation for the
electric current I is now a non-linear wave equation,(

∂2

∂z2
− CL0

∂2

∂t2
− (CR +GL0)

∂

∂t
−RG

)
I =

L0

3I2
∗

(
G
∂

∂t
+ C

∂2

∂t2

)
I3, (2.55)

obtained from equations 2.7, 2.8, and 2.54.

It is useful to rewrite equation 2.55 as

LI = N I3, (2.56)

where L and N are, respectively, the differential operators acting on the linear and non-linear
parts of the equation. The equation LI = 0 corresponds to equation 2.9, the well known
linear wave equation with general solution (for waves traveling in +z)

Ilinear =
1

2

∑
n

(
Anejωnt−γnz + c.c.

)
, (2.57)

where “c.c.” stands for “complex conjugate” and γn are the propagation constants that must
fulfill the dispersion relation

γ2
n + CL0ω

2
n − jωn(CR +GL0)−RG = 0. (2.58)

The solution can be obtained independently at each frequency in the linear wave equation,
but if α∗ 6= 0 (i.e. N 6= 0), the term I3 allows for interaction between frequencies from where
energy transfer can be achieved producing amplification of a target frequency. How much the
target frequency is amplified depends on a specific parameter, the pump signal, which is the
signal used as source of energy in the process. This whole process corresponds to parametric
amplification, since a parametric equation for the current of the target signal Is is obtained
after replacing I = Is+Ii+Ip, where Ii and Ip are the currents of the idler and pump signals,
relevant in FWM [5]. Indeed, since

(Is + (Ii + Ip))
3 = I3

s + 3I2
s (Ii + Ip) + 3Is(Ii + Ip)

2 + (Ii + Ip)
3, (2.59)
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equation 2.56 can be recast as

LIs −N
(
I3
s + 3I2

s (Ii + Ip) + 3Is(Ii + Ip)
2
)

= −L (Ii + Ip) +N I3
p , (2.60)

where, if seen as an equation for the dependent variable Is(z, t), it is clear in the left-hand-
side that some coefficients are oscillating in time and space, because they are proportional to
combinations of Ii and Ip, which are waves themselves. Hence, at least a part of the equa-
tion for Is is a parametric equation. Of course, the solution is more complex because of the
right-hand-side of the equation acting as a forcing term for Is, and because of the coupling
between the different signals (the values of Is(z, t), Ii(z, t) and Ip(z, t) depend on each other).
Nonetheless, this analysis helps to identify the non-linearity N I3 as the source of a paramet-
ric equation for Is(z, t), and hence, the possibility of achieving parametric amplification of
Is(z, t).

This thesis approaches the problem of obtaining the gain in the target signal for the general
dispersion relation where R and G can not be neglected, a case that has not been fully
explored in the current literature2.

2.3.4 Dispersion engineered transmission lines

In order to build a TL with a highly non-linear dispersion relation and with stopbands that
avoid propagation of undesired signals at specific frequencies, a Floquet TL3 is designed.
This TL consists of a unit cell, with transfer matrix M, infinitely repeated along the propaga-
tion direction. The unit cell is conformed by m ∈ N elements, each with a different transfer
matrix Mcell

k , k ∈ {1, 2, . . . ,m}. This configuration, depicted in Figure 2.5, is also called
dispersion engineered TL.

Following the structure depicted in Figure 2.5.a, the unit cell transfer matrix is given by

M ≡
m∏
k=1

Mcell
k . (2.61)

Hence, as shown in Figure 2.5.b, subsequent values of voltage and current are related by the
matrix equation (

vn
in

)
= M

(
vn+1

in+1

)
, (2.62)

where vn, in are the voltage and current at the n-th step, respectively, i.e. just after n unit
cells. From equation 2.62, the voltages and currents can be solved by noticing that the
Floquet ansatz must hold in order to keep the periodic structure’s translation symmetry [3],
i.e. (

vn+1

in+1

)
= e−γd

(
vn
in

)
, (2.63)

2In [15], some study was done, but it is not complete. Some approximations are not justified nor valid at
the operation frequencies of interest in KI-TWPAs made out of dispersion engineered TLs.

3Some literature refer to this as Bloch TL instead of Floquet TL, but mathematically Floquet is a more
accurate name since a complex propagation constant is used instead of a purely imaginary one.
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Figure 2.5: Representation of a periodic structure in its transfer matrices. (a) A sequence of
m elements represented by the transfer matrices Mcell

i conform the unit cell of the periodic
structure, with an equivalent transfer matrix M. (b) The unit cell is infinitely repeated to
form an equivalent transmission line [3], called Floquet transmission line, with (Floquet)
characteristic impedance η and (Floquet) propagation constant γ.

where d is the length of the TL unit cell, and γ = α+jβ is the equivalent propagation constant
through the Floquet TL, also called Floquet propagation constant. Here, α accounts for
the losses due to successive reflections that appear throughout the inner structure of the unit
cell, as well as the losses due to dissipation. Instead, β accounts for the spatial phase shift
over the signal. Therefore, combining equations 2.62 and 2.63, the problem translates into
an eigenvector-eigenvalue problem,

M
(
veig

ieig

)
= eγd

(
veig

ieig

)
, (2.64)

which naturally defines an equivalent characteristic impedance η, called Floquet charac-
teristic impedance, by

η ≡ veig

ieig

. (2.65)

When solving the eigenvector-eigenvalue problem (equation 2.64), two solutions are obtained
for γ, namely ±γ representing waves propagating towards ±z, respectively, and η is given
by [3, 4]

η± = − M12

M11 − e±γd
, (2.66)

where Mkl is the matrix element of M at row k and column l. Nonetheless, when solving
for γ, different combinations of ±α,±β are allowed mathematically. Hence, to respect the
stated definition4in which +γ represents waves propagating towards +z, the solution with
positive group speed vg ≡ 2π

(
∂β
∂ν

)−1
must be chosen [4]. In this case, Re{η+} ≥ 0, and hence

the power is confirmed to travel towards +z [4].
4This is the convention used along this thesis. This and other conventions are thoroughly discussed in [4].
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Figure 2.6: Dispersion relation within the reduced Brillouin zone (top) and corresponding
effective characteristic impedance (bottom) obtained by a periodic structure with a unit cell
constituted by a lossless transmission line of length d = 5 cm and a capacitor in the middle
with capacitance C1 = 3 pF. The transmission line used has a characteristic impedance η0 =
50 Ω and a propagation constant γ0 = j2πν/c0, where c0 is the speed of light in vacuum. The
characteristic impedance η is shown in units of a reference value η∗ ≡ 50 Ω. The continuous
(segmented) lines correspond to the branch of solutions representing a wave propagating
towards +z (−z) according to the convention of positive group speed vg ≡ 2π

(
∂β
∂ν

)−1
analyzed

in [4]. The correct separation of branches can be verified by noticing that α ≥ 0 and r ≥ 0
for Branch 1, while α ≤ 0 and r ≤ 0 for Branch 2. This periodic structure shows stopbands,
identified by the frequency intervals where βd = nπ, n ∈ Z, and in this case (since a lossless
transmission line was used) corresponding to the only intervals where α 6= 0.

As an example of a Floquet TL, a periodic structure with a unit cell constituted by a lossless
transmission line of length d = 5 cm and a capacitor in the middle with capacitance C1 = 3 pF
is considered. The two solution branches for γ and η are shown in Figure 2.6. The dispersion
relation shown here is the folded one, i.e. within the reduced Brillouin zone. As long as
β appears only as a phase factor ejβz, it is not relevant to unfold the solution. However, if
derivatives with respect to z appear, dropping β out of the phase factor, the unfolded solution
is required to obtain correct calculations. Figure 2.7 shows how this is done in the example
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Figure 2.7: Unfolded dispersion relation for Fig. 2.6. Possible solutions for all Brillouin
zones are displayed as semi-transparent orange curves with the same nomenclature described
in Fig. 2.6, and the correct continuous solution to use for further calculations for Branch 1
is the unfolded β shown in red. The unfolded solution for Branch 2 is just the negative of
the red curve shown. If βd is only used as a phase factor, any of the possible solutions for
Branch 1 (2) can be used to correctly described a wave propagating towards +z (−z) since
a difference ±2π is irrelevant in any phase, but if derivatives of this phase factor are to be
calculated, the unfolded solution must be used. To verify that the unfolding shown is the
correct solution, it suffices to notice that in the limit of neglecting the capacitance C1 by
either making C1 → 0 or d → ∞ the dispersion relation of the homogeneous transmission
line is recovered as the effective one.

of Figure 2.6.

All of what has been explained in this section allows to obtain effective values of η and γ to
represent the whole TL without having to care about the inner periodic structure. Thereafter,
the TL parameters can be obtained by applying the inverse relation from equations 2.13 and
2.15, while considering equations 2.52 and 2.53, i.e. by

Z = γη, (2.67)
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Y =
γ

η
, (2.68)

and hence, the problem of parametric amplification reduces back to solving equation 2.55,
but now with a non-linear dispersion relation and stopbands to be designed to enhance the
process. The frequencies that are necessary to suppress are explained in the next section.

2.4 Four-wave-mixing

FWM consists in a process described by a non-linear wave equation where the non-linear
term is cubic in the variable I behaving as wave. In this case, the term with I3 obtains
units of energy after multiplying by I. Hence, in terms of energy, the process consists in
general of four mutually interacting waves. At the quantum level, this means that the energy
transfer occurs fundamentally by exchange of pairs of photons, rather than single ones [28].
However, this does not restrict the amount of different waves (at different frequencies) that
can interact. The non-linear electric current wave equation 2.55 is an example of a FWM
process.

When a target signal and a pump signal, with respective angular frequencies ωs and ωp, are
injected in a FWM system, many other frequencies are generated through the process. The
main signals resultant of this, are depicted in Figure 2.8, where the fact that the target signal
of interest has a much smaller amplitude than the pump has been applied to neglect some
frequencies [5]. The most relevant of the generated signals is the idler one, with angular
frequency ωi, which is needed to obtain amplification of the target signal [28]. Due to the
non-linear term ∝ I3, only odd harmonics are generated. The 3rd pump’s harmonic (3p
signal) is undesired, because a lot of energy is being transferred from the pump into this
signal, instead of the target signal. The other pump’s harmonics are also undesired, but they
are not as relevant as the 3rd one, as can be seen in Figure 2.8. Therefore, the TL should
ideally suppress the 3p signal making it fall into a stopband. This is one of the objectives
when designing a Floquet TL for KI-TWPAs.

In literature, the FWM is very well known in optical systems. But in MW systems, it is still
in study. As a solution to equation 2.55, a set of amplitude equations has been used5 [20]

∂As
∂z

=
jβs
8I2
∗

[
As(|As|2 + 2|Ai|2 + 2|Ap|2) + A∗iA

2
pe
−j∆β

]
, (2.69)

∂Ai
∂z

=
jβi
8I2
∗

[
Ai(2|As|2 + |Ai|2 + 2|Ap|2) + A∗sA

2
pe
−j∆β

]
, (2.70)

∂Ap
∂z

=
jβp
8I2
∗

[
Ap(2|As|2 + 2|Ai|2 + |Ap|2) + 2A∗pAsAie

j∆β
]
, (2.71)

where

∆β = βs + βi − 2βp, (2.72)

the complex amplitudes are denoted by A, and the subindices s, p, and i correspond to (target)
signal, pump, and idler, respectively.

These amplitude equations, though, neglect α and x, which also implies setting R = G = 0
in the non-linear wave equation. This is justified away from the stopbands, but not close
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Figure 2.8: Fourier spectrum of the main signals relevant in the FWM process as shown in [5].
In red are the represented the physically injected signals, while in blue are signals generated
in the FWM process. From the generated ones, the idler signal with angular frequency ωi
and the third pump’s harmonic with angular frequency 3ωp are the most relevant, depicted
by larger amplitudes |A|. Many more signals appear at higher frequencies, but these are less
relevant because of their much smaller amplitudes.

to them. This fact is extremely important since these are the operation zones needed to
achieve high amplification, because of the high non-linear dispersion relation around them.
The development of more accurate models that do not neglect α and x, is the central work
of this thesis. The only work that has approached this task so far is [15], but the study is
incomplete and leaves some approximations unjustified. Furthermore, the procedure followed
in [15] is much less mathematically rigorous than the one used along this thesis. The latter
is described in the next section.

2.5 Multiple scales method

The mathematical formalism used in this thesis to derive the sets of amplitude equations for
the current signals in FWM is the multiple scales method. It is a perturbative method
applicable to solve non-linear equations. The method is described in general terms in this
section, and later applied in chapter 3 to solve equation 2.55.

The multiple scales method consists in following the next steps [29, 40]:

1. Determine the scales of each term of the equation in order to solve differentiating in
orders of magnitude6 (scales) as explained in the next step.

2. Separate the dynamical independent variables (like time and position) in the corre-
sponding different scales, treating each of them as independent variables. For example,

∂

∂z
7→ ∂

∂z
+ ε

∂

∂z1

+ ε2
∂

∂z2

+ ..., (2.73)

5The factor 8 in the denominator of these equations is replaced by a 2 in [20]. Nonetheless, this has been
identified as a typo in that reference. This can be checked by either performing the calculations (as done for
this thesis) or comparing with similar results from non-linear optics [28].

6In FWM this is relevant because the the amplitude changes are appreciable in a larger scale than that
of the wavelengths.
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where

zn = εnz, (2.74)

are all treated as independent variables.

3. Expand the dependent variable y(z) in different orders such that the zeroth order
involves only linear terms (not necessarily all of them), which defines a linear equation
with differential operator L.

4. Identify the order at which the non-linear term affects the dynamics and balance the
equation at the desired order of solution. This will give the correct perturbative form
to the equation.

5. To solve at first order, an equation Ly(1) = N (y(0))x must be solved, where y(0) and
y(1) are the solutions at zeroth and first order, respectively, and x ∈ R is a power at
which y(0) might be raised to, depending on the type of non-linear equation. In order to
guarantee the solubility of the problem for y(1), the operator L must be invertible and
then y(1) = L†N y(0) is the solution. However, the solution must respect the multiple
scales and can not diverge, which means that secular terms must be avoided. To achieve
this goal, the slow scales of the solution y(z, z1, . . . , zn) (scale at which the non-linear
term acts) must fulfill conditions such that the projection of N y(0) on the eigenbasis
of L† results null. In oscillatory systems, the slow part of y(z, z1, . . . , zn) is usually its
oscillation amplitude A(z1, . . . , zn), and the described conditions receive the name of
amplitude equations.

6. Solve the amplitude equations, specific to the problem. This is much simpler to do than
directly solving the initial non-linear equation. It can usually be done numerically, and
in some cases, analytically.

7. After solving for the solution at first order, y(1), a similar process can be followed to
continue solving at higher orders. Nonetheless, for the current thesis, the first order is
enough.

These steps, from 1 to 6, will be followed with detail to solve the non-linear wave equation
2.55, where the dependent variable is the electric current I(z) traveling along the KI-TWPA.

2.6 Summary

In this chapter, the fundamental concepts needed to understand the problem to solve in
KI-TWPAs have been explained. From these concepts, the non-linear wave equation for the
electric current I(z) along the device has been derived, while being identified as a parametric
equation and a FWM process, meaning that an amplification of the target signal should be
possible. Additionally, the procedure and equations needed to calculate the TL parameters
of a superconducting Floquet TL (consisting in periodic elements) have been given. In
this Floquet TL, a highly non-linear dispersion relation can be obtained, while generating
stopbands at frequencies where undesired signals would otherwise be generated in the FWM
process. Hence, the task of optimizing the amplification of the target signal has been reduced
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to a design problem. Finally, to obtain the gain of the target signal, the non-linear wave
equation for I(z) has to be solved. In order to achieve this, the method of multiple scales
has been presented, which allows to reduce the problem into sets of amplitude equations to
be derived in detail in chapter 3.
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Chapter 3

Solution to the non-linear wave equation
in four-wave-mixing

In this chapter, the non-linear wave equation 2.55 will be solved by using the multiple scales
method explained in chapter 2. Different models will be derived depending on the dominant
orders of magnitude of each of the equation terms. In the limiting case of α = 0 and x = 0,
the Old model used in the literature should be recovered. This model, in the case where
the signals are only the target signal (s), the idler (i), and the pump (p), is defined by the
amplitude equations 2.69, 2.70, and 2.71. In particular, the models derived in this chapter will
focus on orders of magnitude that are often achieved with Floquet TLs near the stopbands,
which are the operation points for the pump signal. This will be clear in chapter 4, where
the models are applied in a real design of a KI-TWPA.

Throughout this and subsequent chapters, the frequency range over which a model is valid
is called “zone”, unless explicitly stated otherwise. These zones should not be confused with
the Brillouin zones from subsection 2.3.4.

3.1 Models and zones

Firstly, recall that the non-linear wave equation for the electric current I, is given by equation
2.55: (

∂2

∂z2
− CL0

∂2

∂t2
− (CR +GL0)

∂

∂t
−RG

)
I =

L0

3I2
∗

(
G
∂

∂t
+ C

∂2

∂t2

)
I3,

or more compactly,

LI = N I3.

The order of magnitude of each term in the non-linear current equation depends on the
frequency of the current wave. The total current I contains many frequency components,
but the dominant one is that of the pump. Hence, depending on the pump frequency, different
terms of the equation are to be considered at first order in the perturbative analysis. The
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orders (scales) are separated by a positive factor ε � 1 that comes from the fact that
Ĩ ≡ I

I∗
< 1 and Ĩ = Ĩ(0) + εĨ(1) + ε2Ĩ(2) + . . . , i.e. the total dimensionless current is expanded

in orders of ε. Therefore, three main regimes are identified for the problem in study, each
dominating in a different zone of frequencies. Each regime is defined by a unique model:

1. Model “New1” (over zone 1):(
∂2

∂z2
− CL0

∂2

∂t2

)
Ĩ = ε

(
L0C

3

∂2

∂t2

)
Ĩ3. (3.1)

2. Model “New2” (over zone 2):(
∂2

∂z2
− CL0

∂2

∂t2

)
Ĩ = ε(CR +GL0)

∂

∂t
Ĩ + ε

(
L0C

3

∂2

∂t2

)
Ĩ3. (3.2)

3. Model “New3” (over zone 3):(
∂2

∂z2
− CL0

∂2

∂t2

)
Ĩ = εRGĨ + ε(CR +GL0)

∂

∂t
Ĩ + ε

(
L0C

3

∂2

∂t2

)
Ĩ3. (3.3)

In general, the zone 1 corresponds to frequencies far from the stopbands, while zones 2 and 3
appear as one gets closer and closer to the stopbands. More zones could be defined, as it will
appear clear in the next chapter, but such analysis exceeds the reach of the present thesis.
See annexed A for a more detailed derivation of the models and zones.

The “Old” model used in the literature corresponds to any of the “New” models but changing
the value of the TL parameters (R,G,C, L0) for ones that neglect x ≡ Im{η} and α ≡ Re{γ}.
This can be seen by noticing that all three models converge to the same in the limiting case
of x = α = 0, because then RG = CR +GL0 = 0.

The models identified in this section correspond to the first step in the multiple scales method.

3.2 Solution to each model

After applying steps 2 to 5 of the multiple scales method (see annexed A), for each of the
New models, the general form of the amplitude equations (at first order in ε) are obtained
for each of the N signals involved in the FWM process.

1. Model New1: from equation 3.1, the amplitude equation for the m−th signal is

∂Am
∂z

=
fmejβmz

3 · 8 · I2
∗

〈
ejωmt

∣∣∣∣∣∣
(

N∑
n

Anej(ωnt−βnz) + c.c.

)3〉
. (3.4)

2. Model New2: from equation 3.2, the amplitude equation for the m−th signal is

∂Am
∂z

= −2αmAm +
fmejβmz

3 · 8 · I2
∗

〈
ejωmt

∣∣∣∣∣∣
(

N∑
n

Anej(ωnt−βnz) + c.c.

)3〉
. (3.5)
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3. Model New3: from equation 3.3, the amplitude equation for the m−th signal is

∂Am
∂z

= jgmAm − 2αmAm +
jfmejβmz

3 · 8 · I2
∗

〈
ejωmt

∣∣∣∣∣∣
(

N∑
n

Anej(ωnt−βn)z + c.c.

)3〉
. (3.6)

In all the previous equations,

fm =
1

2βm

(
α2
m − β2

m −
|γm|2

|ηm|2
(r2
m − x2

m)

)
, (3.7)

gm =
α2
mr

2
m − β2

mx
2
m

βm(r2
m + x2

m)
. (3.8)

The Old model is recovered on each new model by imposing αm = 0 and xm = 0. This makes
gm = 0 and fm = −βm. Nonetheless, this imposition is wrong, even as an approximation, for
zones 2 and 3.

Next sections will specify the number of waves N considered in the initial ansatz, obtaining
different sets of equations.

3.3 Pump alone (p case)

When there is only one signal, e.g. the pump, there is only one amplitude equation, given by

∂Ap
∂z

= jgpApξ3 − 2αpApξ2 + j
fp
8I2
∗
Ap|Ap|2, (3.9)

where

ξ2 =

{
1 for New2 or New3
0 for New1

, (3.10)

ξ3 =

{
1 for New3
0 for New1 or New2

, (3.11)

are binary parameters to select the model.

By writing Ap ≡ |Ap|ejφp , equation 3.9 can be separated in its real and imaginary parts,
obtaining

∂|Ap|
∂z

= −2αp|Ap|ξ2, (3.12)

∂φp
∂z

= gpξ3 +
fp
8I2
∗
|Ap|2, (3.13)

from which it is clear that no amplification can be obtained, since the solution to equation
3.12 is |Ap(z)| = ξ2

∣∣A0
p

∣∣e−2αpz. Indeed, no external energy source is included, and hence,
there is no way for the p signal to gain energy and be amplified.
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Recalling step 5 of the multiple scales method, the first order solution of the electric current
is given by LI(1) = N (I(0))3 with only the pump signal, I(0) = 1

2
(Ape

j(ωpt−βpz) + c.c.), in this
case. Hence, by applying the time-Fourier transform, the solutions for I(1) correspond to
signals at frequencies that result from the combinations allowed from (I(0))3. In this case,
this means only the angular frequency 3ωp. Hence, the generation of the third harmonic is
deduced from this analysis. This harmonic could be now included in the initial ansatz of I(0)

to obtain a more precise answer at first order from the amplitude equations.

3.4 Target signal and pump (s− p case)

When there are two signals, e.g. the pump and the target signal, the amplitude equations
are

∂As
∂z

= jgsAsξ3 − 2αsAsξ2 + j
fs

8I2
∗
As(|As|2 + 2|Ap|2), (3.14)

∂Ap
∂z

= jgpApξ3 − 2αpApξ2 + j
fp
8I2
∗
Ap(2|As|2 + |Ap|2). (3.15)

By writing Am ≡ |Am|ejφm , these equations can be separated in their real and imaginary
parts. In particular, the real parts give

∂|As|
∂z

= −2αs|As|ξ2, (3.16)

∂|Ap|
∂z

= −2αp|Ap|ξ2, (3.17)

which are identical equations to equation 3.12. Hence, the same type of solution is obtained,
showing that no gain is obtained in any direction (not towards the pump nor the target
signal). This is because another signal, the generated idler signal, is necessary in order to
exchange energy quanta between the signals, as explained in chapter 2.

In this case, the zeroth order ansatz is

I(0) =
1

2
(Ase

j(ωst−βsz) + Ape
j(ωpt−βpz) + c.c.). (3.18)

Therefore, the angular frequency combinations obtained from (I(0))3 are 3ωs, 3ωp,±2ωp ±
ωs,±2ωp ∓ ωs,±ωp ± 2ωs, and ±ωp ∓ 2ωs, where the idler angular frequency ωi ≡ 2ωp − ωs
is included. Hence, each of this signals could be inserted in the initial ansatz to obtain a
better solution at first order. Nonetheless, for the case of interest, in which the target signal
is much smaller in amplitude than the pump signal, many of these frequency components
can be neglected. Indeed, from the Fourier spectrum of a FWM process, shown in Figure
2.8 in chapter 2, it is known that the dominant components are, first the idler, and second
the pump’s third harmonic. Therefore, these are the only two to be considered in further
analysis.

It is very interesting to notice how all these signals, generated through the FWM process,
can be derived with this mathematical approach. Furthermore, it is easy to realize that if
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the 3p signal is included in the initial ansatz, a combination 3ωp +ωp +ωp ≡ 5ωp is obtained
from (I(0))3. Then, it is possible to derive all the frequencies shown in the Fourier spectrum
of Figure 2.8, as well as the ones neglected in that plot.

3.5 Inclusion of the idler signal (s− p− i case)
In the s − p case, if the generated idler is included in the initial ansatz, the amplitude
equations change to

∂As
∂z

= jgsAsξ3 − 2αsAsξ2 + j
fs

8I2
∗

[
As(|As|2 + 2|Ai|2 + 2|Ap|2) + A∗iA

2
pe

j∆βz
]
, (3.19)

∂Ai
∂z

= jgiAiξ3 − 2αiAiξ2 + j
fi

8I2
∗

[
Ai(2|As|2 + |Ai|2 + 2|Ap|2) + A∗sA

2
pe

j∆βz
]
, (3.20)

∂Ap
∂z

= jgpApξ3 − 2αpApξ2 + j
fp
8I2
∗

[
Ap(2|As|2 + 2|Ai|2 + |Ap|2) + 2A∗pAsAie

−j∆βz
]
, (3.21)

where ∆β ≡ βs + βi − 2βp.

By writing Am ≡ |Am|ejφm , these equations can be separated in their real and imaginary
parts. In particular, the real parts give

∂|As|
∂z

= −2αs|As|ξ2 −
fs

8I2
∗
|Ai||Ap|2 sin Θ(z), (3.22)

∂|Ai|
∂z

= −2αi|Ai|ξ2 −
fi

8I2
∗
|As||Ap|2 sin Θ(z), (3.23)

∂|Ap|
∂z

= −2αp|Ap|ξ2 + 2
fp
8I2
∗
|As||Ai||Ap| sin Θ(z), (3.24)

where Θ(z) ≡ ∆βz − ∆φ(z), and ∆φ(z) ≡ φs + φi − 2φp. The phase Θ(z) is the total
phase mismatch that consists in a linear phase mismatch ∆βz and a non-linear phase
mismatch ∆φ(z). The phase mismatch is relevant, because depending on its value, transfer
of energy occurs from the pump toward the target and idler signals (Θ ∈ (0, π)), or viceversa
(Θ ∈ (−π, 0)), noticing that fm < 0. Moreover, in the very special cases of Θ = 0,±π,
no transfer of energy happens between the signals. Therefore, thanks to the existence of
the phase mismatch, these amplitude equations that included the idler signal, predict the
possibility of amplifying the target signal. Furthermore, the ideal situation occurs when
Θ = π

2
, maximizing the transfer rate of energy toward the target signal.

3.6 Inclusion of 3ωp (s− p− i− 3p case)

The s − p − i case can be improved by including the 3p signal in the initial ansatz. Hence,
the amplitude equations become

∂As
∂z

= jgsAsξ3 − 2αsAsξ2 +
fs

8I2
∗

[
As(|As|2 + 2|Ai|2 + 2|Ap|2 + 2|A3p|2) + A∗iA

2
pe

j∆βz

+ 2A∗iA
∗
pA3pe

j∆β2z
]
, (3.25)
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∂Ai
∂z

= jgiAiξ3 − 2αiAiξ2 +
fi

8I2
∗

[
Ai(2|As|2 + |Ai|2 + 2|Ap|2 + 2|A3p|2) + A∗sA

2
pe

j∆βz

+ 2A∗sA
∗
pA3pe

j∆β2z
]
, (3.26)

∂Ap
∂z

= jgpApξ3 − 2αpApξ2 +
fp
8I2
∗

[
Ap(2|As|2 + 2|Ai|2 + |Ap|2 + 2|A3p|2) + 2A∗pAsAie

−j∆βz

+ 2A∗sA
∗
iA3pe

j∆β2z + A3p(A
∗
p)

2ej∆β3z
]
, (3.27)

∂A3p

∂z
= jg3pA3pξ3 − 2α3pA3pξ2 +

f3p

8I2
∗

[
A3p(2|As|2 + 2|Ai|2 + 2|Ap|2 + 2|A3p|2) +

1

3
A3
pe
−j∆β3z

+ 2AsAiApe
−j∆β2z

]
, (3.28)

where ∆β2 ≡ βs + βi + βp − β3p, and ∆β3 ≡ 3βp − β3p.

A deeper mathematical analysis of the involved phases in this process could be done, but it
escapes the scope of this thesis. Instead, in the current thesis, these analysis are given from
the results obtained by simulations, whose results will be presented in chapters 4, 5, and 6.

3.7 Important remarks

From the previous mathematical analysis, two important general remarks are to be kept in
mind.

1. The relevant constant factor for amplification is fm. Hence, the larger it can be, the
better, in order to obtain gain of the target signal. This can be seen in the derived
amplitude equations by noticing that the coupling terms are all proportional to fm.

2. The term gm affects only the phase mismatch, but not directly the equation for |Am|.
This is seen from the lack of gm in the derived equations for |Am|. Hence, if there is any
relevant difference in the simulations between the New3 and New2 models, it is due to
the effect of gm on the phase mismatch Θ.

3.8 General considerations

The TLs studied in chapters 4, 5, and 6 consist of a central TL, with propagation constant
γ0 ≡ α0 + jβ0 and characteristic impedance η0 ≡ r0 + jx0, that contains small sections of
different strip width that are periodically repeated. Therefore, the complete TL is a Floquet
TL with effective propagation constant γ ≡ α + jβ and effective characteristic impedance
η ≡ r + jx. This Floquet TL produces frequency stopbands, defined by δα ≡ α − α0 6= 0,
and a non-linear dispersion relation β(ν) near the stopbands, identified by δβ ≡ β − β0 6= 0.
The latter is very important, because it allows to tune the linear phase mismatch ∆βz ≡
βsz + βiz − 2βpz, relevant for the amplification of the target signal, as discussed in section
3.5.
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3.9 Summary

In this chapter, the amplitude equations for different models applicable to different cases
(different amount of signals considered) have been formally deduced applying the multiple
scales method. From these derivations, it was also possible to deduce the generated signals,
including the idler and the third pump’s harmonic. Amplification was shown to occur only if
the idler signal is considered in the FWM process. Moreover, a key quantity that determines
whether amplification occurs or not was obtained, the phase mismatch. From here, all what
is left is to simulate to analyze the results, which is the objective of chapters 4, 5, and 6.
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Chapter 4

CPW simulations: zones and models

A CPW design based on what was experimentally tested by Eom [20] is used in this chapter.
Nonetheless, lack of precision in the provided data made impossible to reproduce the exact
same design. Hence, a similar one is designed for this chapter, expecting similar results. Ad-
ditionally, a deep analysis of the different models and corresponding zones is done throughout
this chapter.

4.1 Design

The design consists in a Floquet TL whose unit cell (shown in Figure 4.1.a) is conformed by
a main central homogeneous TL of width w0 and three small sections of TL of length D1, D1,
and D2 where the width is enlarged to w1 > w0. These small sections of width w1 are called
dispersive loads, since they produce the stopbands and the non-linear dispersion relation.
The dispersive loads have a center-to-center separation of length D0 � D1, D2. This is the
reason to call the TL of width w0 as the “main” line, and the sections of width w1 as “ loads”.
This type of Floquet unit cell is the type used in [20] and [5].

The design parameters that were used are given in Tables 4.1 and 4.2. The former shows the
general values for the CPW geometry used, i.e. the strip-to-ground spacing s, the supercon-
ductor thickness t, the superconductor’s critical temperature Tc, the operation temperature
T , the superconductor’s normal resistivity ρN ≡ 1/σN , the substrate’s dielectric constant εr,
and the substrate’s loss-tangent tan δ. The design parameters consider the use of NbTiN as
the superconducting material, and Si as the substrate material. Table 4.2, instead, shows the
parameters that define the unit cell of the Floquet TL, including the total length d ≡ 3D0.
The characteristics of the central line, i.e. the propagation constant γ0 ≡ α0 + jβ0 and the
characteristic impedance η0 ≡ r0 + jx0 as functions of the frequency, are shown in Figure 4.2.

In this design, D0 = λper/2, where λper is the wavelength (calculated for the central line)
with corresponding frequency νper. Hence, if D2 = D1, this produces stopbands around
frequencies multiple of νper, i.e. around nνper, n ∈ N. This selection is done thinking in
suppression of the third pump’s harmonic with frequency 3νp. Therefore, the operating
pump frequency would be νp ≈ nνper/3 for a selected n ∈ N. In order to produce a high

34



d

D0

D1 D1

D0 D /20D /20

w0 w1

D2
a)

b)

1st 2nd 3rd 4th 5th 6th

Figure 4.1: (a) Floquet transmission line consisting of a central line of width w0 and dispersive
loads of width w1. These values, together with the lengths D0, D1, and D2, are given in Table
4.2. (b) Characteristics of the Floquet transmission line for the CPW design. Six stopbands
are shown, enumerated (in green) from the 1st up to the 6th. These are determined by
δα ≡ α − α0 6= 0, where the subindex “0” indicates “central line”. A non-linear dispersion
relation is observed, i.e. δβ ≡ β − β0 6= 0, and it is steeply changing around the stopbands.

Figure 4.2: Characteristics of the central transmission line (without the dispersive loads) for
the CPW design. The attenuation constant, α0, and the imaginary part of the characteristic
impedance, x0, are nonzero because of dissipation.
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s t Tc T ρN εr tan δ
(µm) (nm) (K) (K) (µΩ· cm) – –

1 35 14.7 0 100 11.44 1.48351 ·10−5

Table 4.1: CPW design parameters. The central line’s width is w0 = 1 µm.

w0 w1 D0 D1 D2 d
(µm) (µm) (mm) (µm) (µm) (mm)

1 3.4 1.578 60 50 4.734

Table 4.2: Unit cell values that define the Floquet transmission line designed with CPW.

non-linear dispersion relation around these values of νp, the dispersive loads are made of a
different length every third occurrence, i.e. D2 6= D1, which produces smaller stopbands
around nνper/3, n ∈ N \ {mνper : m ∈ N} [5, 20]. This result can be seen in Figure 4.1.b
by observing the position of the stopbands given by δα ≡ α − α0 6= 0, where the subindex
“0” indicates “central line”. Moreover, it is observed that δβ ≡ β − β0 6= 0 and it is steeply
changing around the stopbands, which implies a large non-linear dispersion β(ν), which in
turn, means a large range of possible linear phase mismatches ∆βz ≡ βsz+βiz−2βpz for the
non-linear amplitude equations, depending on the frequencies of each signal, which allows to
enhance the amplification of the target signal [20].

The design is such that for pump frequencies νp near the 1st and 2nd stopbands, the third
harmonic 3νp falls inside the 3rd and 6th stopbands, respectively. This makes the energy
transfer to mainly occur from the pump to the target signal and idler, since 3νp is not
propagated. Since Eom’s paper [20] shows results for νp near the 2nd stopband, this situation
is analyzed first in the next section.

4.2 Pump frequency near 2nd stopband

In order to maximize amplification, freedom in the selection of ∆β is required. This is
achieved in zones where δβ(ν) changes significantly, which happens to be very close to the
stopbands. Focusing near the 2nd stopband, δβ is large enough (despite of looking small
compared to near the 6th), as it can be seen in Figure 4.3. In that figure it is also clear
that r is close to constant around the 2nd stopband, useful to avoid losses due to impedance
mismatch at the input and output of the KI-TWPA. The study will be done with νp smaller
than the frequencies of the 2nd stopband. In order to know which model to use, the zones of
dominance for each model are shown in Figure 4.4, where it is clear that the magnitude of
the normalized current Ĩ ≡ I/I∗ can modify the zones, and hence, the model to use. Taking
this into consideration, different interesting values of νp are selected to simulate the gain of
the target signal using all the models for the s− p− i and s− p− i− 3p cases, considering
I ≈ A0

p = 0.2I∗. These results are shown in Figure 4.5. It is observed that, when the 3p
signal propagates (νp = 11.61 GHz and νp = 11.62), the s−p− i wrongly predicts large gain.
The difference is very large for the New1, New2, and Old models. Nonetheless, it is not too
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Figure 4.3: Dispersion relation {α(ν), β(ν)} and characteristic impedance η(ν) from Figure
4.1.b, zoomed in around the 2nd (left column) and 6th (right column) stopbands (marked as
red zones). The magnitudes of the different terms of equation 2.55 are also shown for the
case Ĩ ≡ I/I∗ = 0.2. The green dashed zones on the left, correspond to frequencies where
its third harmonic 3ν falls in the stopband shown on the right. The purple dashed zones on
the left correspond to frequencies such that 3ν falls in a zone outside the stopbands where
|RGĨ| > |CL0Ĩ

3ω2/3|.

significant in the New3 model (although still exists). At νp = 11.62, the 3νp frequency is
not very well propagated, because it falls in a zone where |RGĨ| > |CL0Ĩ

3ω2/3|, meaning
that the non-linear effect is not dominant for 3νp, and the phase mismatch is dominated by
the |RG| term in the amplitude equations. Therefore, the difference between the s − p − i
simulation and the s− p− i− 3p one, is very small in this case. This effect can be seen more
clearly in Figure 4.6, where |A3p| is much smaller for νp = 11.62 GHz than for νp = 11.61
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a)

b)

c)

Zone 1 Zone 2 Zone 3

Figure 4.4: Magnitudes of the terms of equation 2.55 near the 2nd stopband. The zones 1, 2,
and 3 define the range of frequencies where the models New1, New2, and New3 dominate the
dynamics, respectively. The magnitudes of the total current are (a) Ĩ = 0.2, (b) Ĩ = 0.25,
and (c) Ĩ = 0.3. It is observed that the zones depend on Ĩ, moving closer to the stopband
as the current magnitude increases. Simultaneously, the region where |RGĨ| > |CL0Ĩ

3ω2/3|
shrinks close to the stopband, extending the region where the non-linear term (cause of the
amplification) dominates over |RGĨ|.

GHz, in the New3 model.

For pump frequencies that eliminate its 3rd harmonic, νp = 11.63, 11.68, 11.73 GHz in Figure
4.5, the s−p−i and s−p−i−3p simulations give the same results in gain of the target signal.
Except for the Old model, which does not detect the stopbands in its equation, and hence,
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Figure 4.5: Gain of the target signal after traveling z/d = 150 unit cells for different values
of pump frequency νp near the 2nd stopband, using an initial pump amplitude A0

p = 0.2I∗.
The values of νp are colored as the corresponding zones from Figure 4.4. The gain obtained
with the model associated to each zone shares the same color coding, and the Old model is
also plotted in orange. Between the results using s − p − i or s − p − i − 3p, the case that
better represents the dynamics is highlighted in green, which is determined by whether the
third harmonic 3νp falls in a stopband or not.

does not eliminate the 3p signal when it should. This is a good result because it showcases
convergence of different simulations in the expected cases. Nonetheless, the s− p− i model
is technically more accurate, as it avoids the problem of selecting the correct model for the
3p signal that should be tackled in a more detailed model than the presented in this thesis
(where each frequency would use the model corresponding to its own, instead of using the
one given by the pump, justified here because it dominates in amplitude). Figure 4.6, for
νp = 11.63 GHz shows how the |A3p| amplitude is negligible because of the stopband, while
the Old model shows the amplitude it would have if no stopband where present there for the
3p signal.

Focusing on νp = 11.63 GHz, Figure 4.7 shows how the New3 model predicts a stable mis-
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Figure 4.6: Evolution of the amplitudes along z/d = 150 unit cells for three key different
pump frequencies, νp = 11.61 GHz in zone 2, νp = 11.62 GHz in zone 3 and in the purple
dashed region, and νp = 11.63 GHz in zone 3 and in the green dashed region. The initial
pump amplitude is A0

p = 0.2I∗. The case s− i− p− 3p is showed in all plots. It is observed
that the 3νp signal can be diminished and even neglected depending on the operating region
of νp.
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Figure 4.7: Phase mismatch Θ(z) for target signal frequencies νs around the pump frequency
νp = 11.63 GHz for the New3 and New2 models. It is observed that Θ(z) is better stabilized
near π/2 along all the evolution in the New3 model, meaning an energy transfer from the
pump to the idler and target signals close to the optimal along all z.

match Θ(z) along z, which is around the optimal value π/2 for energy transfer towards the
target and idler signals. In contrast, the New2 model is not so stable and shows oscillations
of Θ(z) that, in turn, generates various maximums and minimums in the final gain, as seen
in Figure 4.5. Therefore, it is concluded in this case that the RG term helps to stabilize the
mismatch Θ(z), allowing to reach higher gain. Figure 4.8 shows how the gain is produced
for the New2 and New3 models due to the mismatch Θ(z) plotted in Figure 4.7.

Finally, still focusing on νp = 11.63 GHz, the initial pump amplitude is swept from 0.05I∗
to 0.4I∗, obtaining the results showed in Figure 4.9. There, the gain Gs, the maximum gain,
the fractional bandwidth Bf , and the over-5dB-fractional bandwidth Bo5f are plotted.
The latter is defined as the range of frequencies around the maximum gain that give a gain
over 5 dB, divided by the central frequency of that range.

It must be kept in mind that, although at
∣∣A0

p

∣∣ = 0.2I∗ the New3 model is the dominant in
this case, for larger values of

∣∣A0
p

∣∣ this may change, and to be completely sure which model to
consider, a more extensive analysis of the zones must be realized. This analysis is not done
here as there is still experimental validation required for the models derived in this thesis.

The results shown and explained in this section are qualitatively similar to the experimental
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Figure 4.8: Gain of the target signal along z for the same case whose phase mismatch Θ(z)
is plotted in Figure 4.7. The corresponding gain at z/d = 150 unit cells is included in Figure
4.5, where the New1 and Old models are also plotted.

ones given by Eom in [20]. Nonetheless, as the designs are not exactly the same, some
differences are expected. A particular difference with Eom, is that in his paper no gain could
be found near the first stopband, which is not the case of the design presented here1 (see
next section).

On the other hand, the Old model was used in the simulations reported in Eom’s paper, in
which some parameters were left free in order to better adjust the simulated curves to the
experimental data (the specific parameters are not described in the manuscript). The need
of performing such adjustment is expected from the results shown in this thesis, where it is
clear that the Old model predicts very different curves than the New3 model (see Figure 4.5).
It is expected that, if operating in the zone 3, no parameter adjustment would be required
when simulating with the New3 model, meaning an improvement with respect to the Old
one.
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Figure 4.9: Gain of the target signal at z/d = 150 and νp = 11.63 GHz for various values
of initial pump amplitude A0

p (top). The maximum gain around the pump frequency, before
falling to zero close to 6 GHz and 17 GHz and excluding the center zone where the gain
changes curvature, is shown in the bottom left plot. The corresponding fractional bandwidth
Bf , and over-5dB-fractional bandwidth Bo5f are also shown.
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Figure 4.10: Dispersion relation {α(ν), β(ν)} and characteristic impedance η(ν) from Figure
4.1.b, zoomed in around the 1st (left column) and 3rd (right column) stopbands (marked as
red zones). The magnitudes of the equation terms are also shown for the case Ĩ ≡ I/I∗ = 0.2.
The green dashed zones on the left, correspond to frequencies where its third harmonic 3ν
falls in the stopband shown on the right. The purple dashed zones on the left correspond to
frequencies such that 3ν falls in a zone outside the stopbands where |RGĨ| > |CL0Ĩ

3ω2/3|.

4.3 Pump frequency near 1st stopband

Focusing in selecting νp near the 1st stopband, the same type of analysis than explained
previously for the 2nd stopband can be done. Figure 4.10 shows a zoom of the characteristics of

1Although, during the testing stage of similar designs, there were cases in which no gain could be found
near the first stopband, due to a too small δβ.
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Zone 1 Zone 2 Zone 3

Figure 4.11: Magnitudes of the terms of equation 2.55 near the 1st stopband for Ĩ = 0.2. The
zones 1, 2, and 3 define the range of frequencies where the models New1, New2, and New3
dominate the dynamics, respectively.

the Floquet TL around the frequencies of interest. Figure 4.11 shows the zones for candidate
frequencies to be used as νp, at Ĩ ≈

∣∣A0
p

∣∣/I∗ = 0.2, which is a reasonable value to use in
an experiment. Based on what was learned from the previous results and analysis for the
2nd stopband, νp = 5.81 GHz is chosen, because it is very close to the critical point where
|RGĨ| > |CL0Ĩ

3ω2/3| starts happening, but not there yet. This means that a stabilized Θ(z)
close to optimal should be reached, because νp is also in zone 3, while suppressing the 3p
signal. Indeed, the analysis shows to be successful as very good results are shown in Figure
4.12. In that figure, the results of Bf and Bo5f are, in general, larger (i.e. better) than
the ones shown in Figure 4.9. This occurs because the bandwidth of interest when operating
near the first stopband presents no other stopbands, unlike of when operating near the second
stopband.

4.4 Conclusions

In order to improve the gain of the target signal, the pump frequency must be in zone
3, while the third pump’s harmonic must be suppressed by a stopband. Additionally, the
order of magnitude of the RGĨ term must be smaller than the one of the CL0Ĩω

3/3 term
in the non-linear wave equation for the electric current. Fulfilling these design criteria,
large amplification of the target signal is expected as long as the dispersion relation β(ν) is
highly non-linear around the pump frequency. This last condition is the one that determines
whether the operation near the first or the second stopbands produces better results. For the
particular design presented in this chapter, both situations predicted very large gain, but the
operation near the first stopband achieved in general a larger fractional bandwidth because
there were no additional stopbands in the bandwidth of interest. In conclusion, in order to
maximize not only the gain, but also the fractional bandwidth, it is recommended to design
for operation near the first stopband, at least with the Floquet TL presented in this chapter.
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Figure 4.12: Gain of the target signal at z/d = 150 and νp = 5.81 GHz for various values of
initial pump amplitude A0

p (top). The maximum gain around the pump frequency, excluding
the center zone where the gain changes curvature, is shown in the bottom left plot. The
corresponding fractional bandwidth Bf , and over-5dB-fractional bandwidth Bo5f are also
shown. For

∣∣A0
p

∣∣ < I∗, the gain is too small along all the values of νs plotted, and hence it is
not possible to calculate Bf , justifying the missing points.
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Chapter 5

Microstrip simulations: a design guide

In this chapter, all the knowledge acquired in chapter 4 is used to make a good design of a
KI-TWPA. The new design has large gain and fractional bandwidth, but uses a MS geometry
for the TL. This helps to showcase the generality of the analysis and conclusions obtained
before, not bounded to a CPW design. Additionally, this is useful because an ideal TL with
r = 50 Ω is much more practical to achieve with a MS design. Finally, this chapter serves as
a general design guide for KI-TWPAs.

5.1 Step 1: obtain large δβ

Firstly, an ideal MS design has Re{η} ≡ r = 50 Ω. The Floquet TL to use, depicted in Figure
5.1.a, is of the same type as the already used and explained with detail in chapter 4 for the
CPW design. Then, for a MS, w1 > w0 implies that r0 > r1, where the subindices “0” and “1”
refer to the central line and the dispersive loads, respectively. Therefore, the real part of the
Floquet characteristic impedance r is a value r1 < r < r0. Consequently, a value of r0 slightly
above 50 Ω is required in order to obtain a value of r ≈ 50 Ω. Hence, a MS design with the
characteristics of the central line shown in Figure 5.2 is obtained with w0 = 1 µm and the
design parameters shown in Table 5.1, where the substrate’s height h, the superconducting
strip’s thickness t, the superconductor’s critical temperature Tc, the operation temperature
T , the superconductor’s normal resistivity ρN , the substrate’s dielectric constant εr, and the
loss-tangent tan δ are presented. The design parameters consider the use of NbTiN as the
superconducting material, and a-Si:H as the substrate material. Ideally, a smaller value of h
should be used, but this would imply the need for a smaller value of w0 in order to keep the
same r0, which is not practical since w0 = 1 µm is near the limit of feasible fabrication.

On the other hand, if a smaller value of r0, even closer to 50 Ω, were to be used, a smaller
value of w1 (closer to w0) would be needed in order to maintain r ≈ 50 Ω, which would result
in smaller stopbands and a smaller non-linear dispersion relation δβ(ν) near the stopbands.
Hence, at first glance, this means that a smaller gain of the target signal would be achieved,
and it could even get negligible if δβ(ν) is too small. However, in some cases this could
be favorable by moving the stopbands’ ranges in such a way that the regions of frequencies
for νp that suppress its third harmonic 3νp are in a better zone, defined from the orders of
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1st 2nd 3rd 4th 5th 6th 7th 8th

Figure 5.1: (a) Floquet transmission line consisting of a central line of width w0 and dispersive
loads of width w1. These values, together with the lengths D0, D1, and D2, are given in Table
4.2. (b) Characteristics of the Floquet transmission line for the microstrip design. Eight
stopbands are shown, enumerated (in green) from the 1st up to the 8th.

Figure 5.2: Characteristics of the central transmission line (without the dispersive loads) for
the microstrip design.

magnitude of the non-linear wave equation terms, while still keeping large enough δβ(ν). The
latter situation, though, is in general not happening or its effect is overcome by the larger
δβ(ν) obtained otherwise. Therefore, the general advice is to still design for a large δβ(ν).
This means, in the case of a MS design, to make w1 considerably larger than w0. In general
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h t Tc T ρN εr tan δ
(nm) (nm) (K) (K) (µΩ· cm) – –

300 60 14.7 4 132 11.44 1.48351 ·10−5

Table 5.1: Microstrip design parameters. The central line’s width is w0 = 1 µm.

w0 w1 D0 D1 D2 d
(µm) (µm) (mm) (µm) (µm) (mm)

1 4 1.34 100 95 4.02

Table 5.2: Unit cell values that define the Floquet transmission line designed with microstrip.

terms, this means to make |r0 − r1| a large value.

Understanding the previous analysis, it is justified to design the MS Floquet TL with the
unit cell parameters shown in Table 5.2, where w1 = 4w0. This generates the characteristics
shown in Figure 5.1.b.

5.2 Step 2: suppress 3ωp with ωp in zone 3 where the
non-linear term is larger than RG term

From the designed given in the previous section, the orders of magnitude of the non-linear
equation terms in the frequency regions of interest are calculated and shown in Figures 5.3
and 5.4. The green dashed regions are the regions where to put the pump frequency νp in
order to suppress the 3p signal (with frequency 3νp), and hence, obtain larger gain of the
target signal.

The design must be done in such a way that the green dashed regions are large enough so
that it includes regions where |CL0Ĩ

3ω/3| > |RGĨ|, which are the regions that, if the pump
frequency is there, generate gain of the target signal, based on the results and analysis from
chapter 4. This depends on the value used for I ≈

∣∣A0
p

∣∣, and it is easier to achieve for larger I.
Hence, the design must be done thinking in the smallest value of

∣∣A0
p

∣∣ ≈ I that will be used.
A reasonable value is

∣∣A0
p

∣∣ = 0.2I∗. Although, it must be kept in mind that, using smaller
values of initial pump magnitude

∣∣A0
p

∣∣ implies that the gain of target signal will increase
more slowly as the wave travels through the KI-TWPA. Hence, if a specific amount of gain
is desired, a situation with smaller

∣∣A0
p

∣∣ ≈ I requires longer total length of the Floquet TL,
i.e. more unit cells.

The design explained so far for the MS geometry, is one of the best obtained during the
design process in which the parameters were being tuned. This explains why the green dashed
regions are so wide in Figures 5.3 and 5.4, including large regions where |CL0Ĩ

3ω/3| > |RGĨ|
is fulfilled. This was mainly achieved by setting a value D2 very similar to D1, as can be seen
in Table 5.2. Indeed, after trial and error, it was found that when D2 is not close to D1, like
for example, if D2 = D1/2, the widths of the 3rd and 6th stopbands are smaller, which imply
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Figure 5.3: Dispersion relation {α(ν), β(ν)} and characteristic impedance η(ν) from Figure
5.1.b, zoomed in around the 1st (left column) and 3rd (right column) stopbands (marked as
red zones). The magnitudes of the equation terms are also shown for the case Ĩ ≡ I/I∗ = 0.2.
The green dashed zones on the left, correspond to frequencies where its third harmonic 3ν
falls in the stopband shown on the right. The purple dashed zones on the left correspond to
frequencies such that 3ν falls in a zone outside the stopbands where |RGĨ| > |CL0Ĩ

3ω2/3|.

smaller ranges for the dashed green regions.

Furthermore, the pump frequency νp not only should be in a green dashed region where
|CL0Ĩ

3ω/3| > |RGĨ|, but should also be in the zone 3 (see Figures 5.5 and 5.6). This zone
gets smaller as

∣∣A0
p

∣∣ ≈ I is increased. Hence, the optimal design must be done considering
the values of

∣∣A0
p

∣∣ to be used in the experiment, because for larger values a transition from
zone 3 into zone 2 might occur, resulting less gain.
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Figure 5.4: Dispersion relation {α(ν), β(ν)} and characteristic impedance η(ν) from Figure
5.1.b, zoomed in around the 2nd (left column) and 6th (right column) stopbands (marked as
red zones). The magnitudes of the equation terms are also shown for the case Ĩ ≡ I/I∗ = 0.2.
The green dashed zones on the left, correspond to frequencies where its third harmonic 3ν
falls in the stopband shown on the right. The purple dashed zones on the left correspond to
frequencies such that 3ν falls in a zone outside the stopbands where |RGĨ| > |CL0Ĩ

3ω2/3|.

Finally, in order to avoid a too large gap at the center of the gain versus frequency plots,
νp should be positioned the closest possible to the corresponding stopband, keeping inside
the zone 3 and fulfilling |CL0Ĩ

3ω/3| > |RGĨ|. This situation can be enhanced, i.e. one can
get closer to the stopband with νp, as

∣∣A0
p

∣∣ is increased. However, using values of
∣∣A0

p

∣∣ > 0.2
means getting closer to the critical current Ic ≈ I∗

√
α∗, and caution must be taken in order

to not leave the superconducting state of the conductors in the KI-TWPA.
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Zone 1 Zone 2 Zone 3

Figure 5.5: Magnitudes of the equation terms near the 1st stopband for Ĩ = 0.2. The zones 1,
2, and 3 define the range of frequencies where the models New1, New2, and New3 dominate
the dynamics, respectively.

Zone 1 Zone 2 Zone 3

Figure 5.6: Magnitudes of the equation terms near the 2nd stopband for Ĩ = 0.2. The zones 1,
2, and 3 define the range of frequencies where the models New1, New2, and New3 dominate
the dynamics, respectively.

5.3 Gain results

Following the process explained in previous sections, the realized design is fully justified with
a high expectation of achieving large gain of the target signals. Indeed, operating near the 1st

stopband with νp = 4.67 GHz, very good results are obtained and shown in Figure 5.7, show-
casing large gain and fractional bandwidth. Operating near the 2nd stopband with νp = 9.3
GHz, some good results in gain are obtained (see Figure 5.8), but the fractional bandwidths
are smaller, sometimes even not possible to straightforwardly define due to deformation of
the gain shape. The deformation at the lower values of

∣∣A0
p

∣∣ is attributed to the fact that the
pump frequency is not close enough to the stopband, which changes the frequency values at
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Figure 5.7: Gain of the target signal at z/d = 150 and νp = 4.67 GHz for various values of
initial pump amplitude A0

p (top). The maximum gain around the pump frequency, excluding
the center zone where the gain changes curvature, is shown in the bottom left plot. The
corresponding fractional bandwidth Bf , and over-5dB-fractional bandwidth Bo5f are also
shown.

which the linear phase shift ∆β is greater. Instead, the reduction in fractional is explained
by the fact that the 6th stopband designed was too big, occupying too much of the range of
frequencies near the operation frequency of νp.

With this information, there are two possible options to enhance the gain when operating
near 10 GHz. The first one is to make a redesign, changing the values of D0 so that the
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Figure 5.8: Gain of the target signal at z/d = 150 and νp = 9.3 GHz for various values
of initial pump amplitude A0

p. The maximum gain around the pump frequency, as well as
the corresponding fractional bandwidth Bf , and over-5dB-fractional bandwidth Bo5f are not
calculated here because it is not straightforward to define them in this case where the shapes
differ too much from Lorentzian curves, unlike previous results.

first stopband appears at around 10 GHz. The second one is to optimize the design for the
second stopband, disregarding the operation near the first stopband, by following the steps
described throughout this chapter in order to make the 6th stopband smaller.

5.4 Conclusions

By following the design steps described in this chapter, large gains of the target signal
were obtained. The operation near the first stopband resulted specially good, showing also
large fractional bandwidth and large over-5dB-fraction bandwidth. In accordance with the
conclusions of chapter 4, the apparent (as they are harder to define with precision) fractional
bandwidths obtained when operating near the second stopband, are smaller. Furthermore,
the shape of the gain plot got distorted beyond the acceptable. This happened because,
during the design process, the focus was on obtaining large δβ, which resulted in a too large
third stopband that occupies too much range of the bandwidth of interest. Therefore, if
the operation frequency is desired to be around 10 GHz, a redesign must be done, either by
disregarding the operation near the first stopband around 5 GHz or by moving the stopbands
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so that the first one were to be around 10 GHz. If a decent gain is desired for operation near
both of the stopbands, though, a finer tuning of the parameters is to be done, following the
steps described in chapter 5.
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Chapter 6

Artificial-CPW simulations: for future
experimental validation of the models

In the Microwave Lab of the Radio Astronomical Instrumentation Group research group in
which this thesis was developed, a colleague, Daniel Valenzuela (PhD student), designed a
Floquet transmission line using artificial CPW instead of CPW in order to obtain a 50 Ω
impedance [6]. What an artificial CPW line is, escapes the scope of this thesis. However
the structure of the design is shown in Figure 6.1. Furthermore, the data from this design is
used in this chapter in order to predict the gain results to soon measure in the lab, and thus,
validate the models developed in this thesis.

Daniel’s design and its characteristics are shown in Figures 6.2 and 6.3, whose unit cell
parameters are given in Table 6.1. This design was made to operate amplifying frequencies
near the 1st stopband. Hence, the analysis will be focused in this region.

6.1 Pump frequency near 1st stopband

The characteristics of the design near the 1st stopband are shown in Figure 6.4. The zones
for different values of Ĩ ≈

∣∣A0
p

∣∣/I∗ are shown in Figures 6.5 and 6.6, showing that for a given
pump frequency νp (to be selected) the corresponding zone can change quickly by increasing∣∣A0

p

∣∣. But also, a separation if the purple dashed region occurs, which would drastically ruin
the amplification if νp were set there.

Three interesting values of νp are detected for future experimental verification:

1. νp = 1.71 GHz, which is inside a green dashed region a bit far from the 1st stopband
(the one close to the stopband is in a region with |RGĨ| > |CL0Ĩ

3ω2/3|, hence no gain
should be obtained based on the previous analysis) fulfilling that 3νp falls inside the
2nd stopband.

2. νp = 2.15 GHz, which is the closest to the 1st stopband before entering the critical zone
where |RGĨ| > |CL0Ĩ

3ω2/3|. At this value of νp, since it is in a dashed purple region,
the third harmonic 3νp is not suppressed, but it is diminished. Nonetheless, its results

56



Figure 6.1: Fabricated artificial-CPW. (a) Top view of the sample with the TL in spiral
configuration in order to make better use of the available space. The substrate is colored in
green, and the superconductor is white. (b) Zoom on a small section of the TL showing the
Floquet structure. (c) Further zoom that shows the inner structure of the TL segments that
define an artificial-CPW. (d) Photo to the fabricated device placed in a holder. Images given
by Daniel Valenzuela [6].

in gain must be taken with caution, because other signals generated from A3p are being
blindly ignored here.

3. νp = 2.495 GHz, which is even further the zone 3 (a new zone that also considers the
effect of the GL0Ĩ

3ω/3 term should be used here1). Nonetheless, the design was made
taken this value in consideration while using the Old model. Hence, the prediction
for this case using all the models described in this thesis are shown to later see in
the experiment which is closer. It is important though, that not obtaining the result
predicted by the New3 model, does not rule out the model, because as explained before,
a different model should be used there.

The gains for each pump frequency of interest and a sweep of initial pump amplitudes are
shown in Figure 6.7. This data is left in this thesis to later analyze once the experimental

1This analysis is beyond the scope of this thesis.
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D0 D′0 D′′0 D1 d
(mm) (mm) (mm) (mm) (mm)

1.566 0.78 0.798 0.24 4.71

Table 6.1: Unit cell values that define the Floquet transmission line designed with artificial-
CPW. Data given by Daniel Valenzuela, a colleague (PhD student) from the research group.

Figure 6.2: Characteristics of the central transmission line (without the dispersive loads) for
the microstrip design. Unlike the previous designs, the dissipation effects have been neglected
in here, resulting in α0(ν) = x0(ν) = 0. Data given by Daniel Valenzuela [6].

measurements are obtained. Nonetheless, from the results shown and the knowledge acquired
throughout this thesis, the case of νp = 1.71 GHz is the one recommended to obtain the best
results in gain of the target signal.

6.2 Conclusions

Very different results of gain were obtained, depending on the frequency operation region.
Results, different than the obtained in chapters 5 and 5, were obtained because in this new
case, the design was already done, not considering all the design methods and conclusions
reported in this thesis. In fact, the design was done using the Old model, with the objective of
operating in a zone not studied in this thesis. However, the nearest zone studied corresponds
to zone 3, whose model predicts no gain, contrary to all the others derived. The operation
regions simulated are very different in nature and hence, are very interesting for experimental
verification. Nonetheless, based on the design guide constructed in chapter 5, the artificial-
CPW design presented here is very far from optimal. Of course, the future experimental
results will unveil the final conclusions.
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Figure 6.3: (a) Floquet transmission line consisting of a central line of width w0 and dis-
persive loads of width w1 > w0. The lengths D0, D

′
0, D

′′
0 and D1 are given in Table 4.2.

(b) Characteristics of the Floquet transmission line for the artificial-CPW design, given by
Daniel Valenzuela [6]. Seven stopbands are shown, enumerated (in green) from the 1st up to
the 7th.
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Figure 6.4: Dispersion relation {α(ν), β(ν)} and characteristic impedance η(ν) from Figure
6.3.b, zoomed in around the 1st (left column) and 3rd (right column) stopbands (marked as
red zones). The magnitudes of the equation terms are also shown for the case Ĩ ≡ I/I∗ = 0.2.
The green dashed zones on the left, correspond to frequencies where its third harmonic 3ν
falls in the stopband shown on the right. The purple dashed zones on the left correspond to
frequencies such that 3ν falls in a zone outside the stopbands where |RGĨ| > |CL0Ĩ

3ω2/3|.
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a)

b)

c)

Zone 2 Zone 3

Figure 6.5: Magnitudes of the equation terms near the 1st stopband. The zones 1, 2, and
3 define the range of frequencies where the models New1, New2, and New3 dominate the
dynamics, respectively. The magnitudes of the total current are (a) Ĩ = 0.2, (b) Ĩ = 0.21,
and (c) Ĩ = 0.22. The green dashed region around 1.7 GHz corresponds to frequencies ν such
that 3ν falls inside the 2nd stopband. It is observed that this green dashed region on the left
column can be in the zone 2 or zone 3, depending on Ĩ.
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a)

b)

c)

Zone 2 Zone 3

Figure 6.6: Continuation of Figure 6.5. The magnitudes of the total current are (a) Ĩ = 0.24,
(b) Ĩ = 0.25, and (c) Ĩ = 0.26. It is observed that the continuous purple dashed region
around 2.1 GHz at Ĩ = 0.24 starts separating for larger Ĩ.
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a)

b)

c)

Figure 6.7: Gain of the target signal at z/d = 62 for various values of initial pump amplitude
A0
p and (a) νp = 1.71 GHz, (b) νp = 2.15 GHz, (c) νp = 2.495 GHz. The maximum gain

around the pump frequency, as well as the corresponding fractional bandwidth Bf , and over-
5dB-fractional bandwidth Bo5f are not calculated because they can not be defined in a same
practical way for all cases.
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Conclusions and future work

In this thesis, a new theoretical framework to simulate and design KI-TWPAs has been
developed. This has been achieved by, first, performing a formal derivation of the amplitude
equations from which the gain of the target signal is obtained when the device operates
as a FWM process. Moreover, three models have been obtained, each dominating under
specific circumstances identified as frequency zones around the stopbands of a Floquet TL.
Each of these three models converge to the “Old” model used in the current literature in the
expected limiting conditions. Furthermore, from the mathematical procedure followed, the
signals generated throughout the FWM process have been derived. The amplitude equations
have been also obtained for different cases that consider different amount of initial signals,
including the target, idler, pump, and third pump’s harmonic signals. Additionally, the need
of the idler in order to achieve amplification has been formally deduced, whilst the total
phase mismatch between the target, idler, and pump signals has been identified as the main
cause responsible of achieving amplification.

To complete the developed theoretical framework, the different models have been applied
to CPW, MS, and artificial-CPW designs. From these results, it has been concluded that
one of the three derived models, namely the “New3” model, gives the largest gain of the
target signal, under some operation conditions. The reason for this has been identified as
a stabilization of the phase mismatch near its optimal value π/2, enhancing energy transfer
from the pump towards the target and idler signals. Additionally, the suppression of the
third pump’s harmonic has been studied, obtaining converging results between the cases
that consider it and the ones that neglect it, as long as the harmonic is suppressed because
of it falling inside a stopband. The suppression of this harmonic is optimal, since otherwise,
some energy would be transferred towards the harmonic instead of the target and idler signals.

A KI-TWPA design guide has been presented, allowing a better comprehension of how to
change the design parameters in order to enhance the amplifier’s performance in terms of
gain and fractional bandwidth. It is concluded that the parameter’s tuning must be done
with the goal of obtaining a highly non-linear dispersion relation of the TL in order to allow
better tuning of the phase mismatch. In addition, the pump frequency must operate in a
zone where the New3 model dominates in its optimal conditions and where the third pump’s
harmonic is suppressed by a stopband.

Finally, predictions of the gain results for an artificial-CPW design have been performed.
These predictions are to be tested soon in the lab, experimentally measuring them, and so,
ideally validating the models derived throughout this thesis.
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Annexed

Derivation of models

A.1 Definition of zones (step 1)

The dynamics of the dimensionless electric current Ĩ ≡ I
I∗

is given by(
∂2

∂z2
− CL0

∂2

∂t2
− (CR +GL0)

∂

∂t
−RG

)
Ĩ =

L0

3

(
G
∂

∂t
+ C

∂2

∂t2

)
Ĩ3, (A.1)

which is a non-linear wave equation that can be compactly written as

LĨ = N Ĩ3, (A.2)

where

L ≡
(
∂2

∂z2
− CL0

∂2

∂t2
− (CR +GL0)

∂

∂t
−RG

)
, (A.3)

N ≡ L0

3

(
G
∂

∂t
+ C

∂2

∂t2

)
(A.4)

are the differential operators acting on the linear and non-linear terms of the equation,
respectively. Moreover, L can be separated as the sum of a “common” operator Lc and an
“uncommon” operator Lu. The former is corresponds to the part of L that is also contained
in N , while the latter is what is left, i.e. Lu ≡ L− Lc. Hence,

Lc ≡ −
(
CL0

∂2

∂t2
+GL0

∂

∂t

)
, (A.5)

Lu ≡
(
∂2

∂z2
− CR ∂

∂t
−RG

)
, (A.6)

L = Lc + Lu, (A.7)

N = −1

3
Lc. (A.8)

Therefore, |N Ĩ3| < |LcĨ| because |Ĩ| < 1⇒ |Ĩ|3 < |Ĩ|. This means that the non-linear terms
of the equation can always be studied as perturbations to the linear terms involved in Lc.
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More in detail,

εO
(
LcĨ
)

= O
(
N Ĩ3

)
, (A.9)

where O(·) is an operator that returns the order of the input, and ε � 1 is a positive
factor that compensates for the difference in orders between LcĨ and N Ĩ3. In fact, ε =
O(N Ĩ3)/O(LcĨ) quantifies how much smaller is the non-linear term over the common linear
one. This sets the minimum scale to consider in order to appreciate a non-linear effect in
the dynamical evolution of equation A.1. However, more details on the orders of each of the
terms involved in Lc and Lu are required to set the non-linear wave equation at first order
in ε. For the KI-TWPA designs studied in this thesis, the typical orders are the ones shown
in Figure A.1, where the spatial and temporal Fourier transforms have been used to relate
∂
∂z
7→ −jγ and ∂

∂t
7→ jω ≡ j2πν.

Figure A.1 shows that the dominating equation terms outside the stopbands are1

L(0)Ĩ ≡
(
∂2

∂z2
− CL0

∂2

∂t2

)
Ĩ , (A.10)

which contains a term of Lc. Therefore, from equation A.9, it is known that the non-
linear effects will manifest at orders ε smaller than O(L(0)Ĩ). Hence, the non-linear equation
can be set to be solved as a perturbation, in orders of ε, to the linear equation L(0)Ĩ = 0.
Nonetheless, all the equation terms of the orderO(ε) = εO(L(0)) must be included to complete
the perturbative terms at first order in ε. In Figure A.1, three zones with different terms
acting at order O(ε) are identified by approximating O(ε̃) ≈ O(ε),∀ε̃ ∈ (ε

√
ε, ε/
√
ε), and

defining
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Ĩ3
)} ≈ min

{
O
(
CR ∂

∂t
Ĩ
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(A.11)

ε2 ≡
min
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3
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which are positive factors fulfilling ε1, ε2 � 1. Thus, the zones are defined as

• Zone 1: ε2 < ε1 <
√
ε,

• Zone 2: ε1 ≥
√
ε and ε2 <

√
ε,

• Zone 3: ε2 ≥
√
ε and2 ε1 > ε,

which set three different perturbative non-linear wave equations at first order in ε, namely:

1. Model “New1” (over zone 1):(
∂2

∂z2
− CL0

∂2

∂t2

)
Ĩ = ε

(
L0C

3

∂2

∂t2

)
Ĩ3. (A.13)

1With the exception of frequency regions extremely close to the stopbands.
2In zone 3, the condition for ε1 has been relaxed so that ε2 defines the limit closest to the stopbands.
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Figure A.1: Magnitudes of the equation terms near the 2nd stopband of the CPW design
described in chapter 4. The zones 1, 2, and 3 define the range of frequencies where the
models New1, New2, and New3 dominate the dynamics, respectively. The magnitude of the
total current is Ĩ = 0.2. The defined values of the positive factors ε, ε1, ε2 � 1 are shown for
each zone.

2. Model “New2” (over zone 2):(
∂2

∂z2
− CL0

∂2

∂t2

)
Ĩ = ε(CR +GL0)

∂

∂t
Ĩ + ε

(
L0C

3

∂2

∂t2

)
Ĩ3. (A.14)

3. Model “New3” (over zone 3):(
∂2

∂z2
− CL0

∂2

∂t2

)
I = εRGĨ + ε(CR +GL0)

∂

∂t
Ĩ + ε

(
L0C

3

∂2

∂t2

)
Ĩ3. (A.15)

All these models can be compactly written as

L(0)Ĩ = ε
(
L(1)Ĩ +N (1)Ĩ3

)
, (A.16)

where

L(0) ≡ ∂2

∂z2
− CL0

∂2

∂t2
, (A.17)

N (1) ≡ L0C

3

∂2

∂t2
, (A.18)

L(1) ≡


0 for model 1
(CR +GL0) ∂

∂t
for model 2

RG+ (CR +GL0) ∂
∂t

for model 3
. (A.19)

What has been done in this section, finishing with the derivation of the models, corresponds
to step 1 of the multiple scales method described in chapter 2.
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A.2 Derivation of the amplitude equations

A.2.1 Step 2

In KI-TWPAs, the amplification occurs as the wave travels through the transmission line,
i.e. along the z axis. Since the amplification comes from the non-linear term N (1)Ĩ, which
is a perturbation to the linear term L(0)Ĩ, the amplitude of the traveling waves must follow
the amplification dynamics very slowly, compared to the wave dynamics itself that is given
by L(0)Ĩ = 0 at zeroth order in ε. Therefore, the spatial derivatives with respect to z are to
be scaled in multiple orders of ε that can be considered independent from each other,

∂

∂z
7→ ∂

∂z
+ ε

∂

∂z1

+ ε2
∂

∂z2

+ . . . , (A.20)

where

zn = εnz (A.21)

are the different scales along the z axis that are effectively considered independent variables
between each other. On the other hand, the time t is not separated in multiple orders because
only traveling waves are considered, rather than stationary ones, implying that at a fixed z
there is no signal amplification as t increases.

By applying the transformation A.20, the second spatial derivative involved in L(′) transforms
as (

∂

∂z

)(
∂

∂z

)
7→
(
∂

∂z
+ ε

∂

∂z1

+ . . .

)(
∂

∂z
+ ε

∂

∂z1

+ . . .

)
(A.22)

=
∂2

∂z2
+ ε

(
∂

∂z

∂

∂z1

+
∂

∂z1

∂

∂z

)
+O

(
ε2
)
, (A.23)

where the derivatives with respect to z and z1 are operators that do not necessarily commute.
This depends on the structure of Ĩ regarding its dependence on z and z1, to be determined
in later steps of the multiple scales method.

A.2.2 Step 3

To solve the perturbative models described by equation A.16, the current Ĩ must be separated
in multiple scales in orders of ε,

Ĩ = Ĩ(0) + εĨ(1) + ε2Ĩ(2) + . . . , (A.24)

where Ĩ(0) is the solution at zeroth order of equation A.16 after applying the transformation
A.22. Furthermore, combining equations A.16, A.17, A.23, and A.24, gives(

∂2

∂z2
+ ε

(
∂

∂z

∂

∂z1

+
∂

∂z1

∂

∂z

)
+O

(
ε2
)
− CL0

∂2

∂t2

)(
Ĩ(0) + εĨ(1) + . . .

)
= ε

(
L(1)

(
Ĩ(0) + εĨ(1) + . . .

)
+N (1)

(
Ĩ(0) + εĨ(1) + . . .

)3
)
. (A.25)
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A.2.3 Step 4

The order at which the non-linear term affects the dynamics is O(ε), derived in step 1. Then,
to solve at first order in ε, the correct perturbative form of the non-linear wave equation is
obtained by writing equation A.25 up to only order O(ε),

L(0)Ĩ(0) + ε

(
∂

∂z

∂

∂z1

+
∂

∂z1

∂

∂z

)
Ĩ(0) + εL(0)Ĩ(1) = ε

(
L(1)Ĩ(0) +N (1)(Ĩ(0))3

)
. (A.26)

However, by definition, Ĩ(0) is the solution to the zeroth order equation which can be obtained
by simply making ε→ 0 in equation A.26,

L(0)Ĩ(0) = 0. (A.27)

Hence, equation A.26 reduces to

L(0)Ĩ(1) = −
(
∂

∂z

∂

∂z1

+
∂

∂z1

∂

∂z

)
Ĩ(0) + L(1)Ĩ(0) +N (1)(Ĩ(0))3, (A.28)

where a division by ε has been performed. Equation A.28 is an equation to obtain the current
at first order Ĩ(1) from the zeroth order solution Ĩ(0).

A.2.4 Step 5

A solution for Ĩ(0) is required in order to solve equation A.28 for Ĩ(1). From equation A.27,
it is clear that the general solution is that of a wave,

Ĩ(0) =
1

2

(
N∑
n

Anej(ωnt−βnz) + c.c.

)
, (A.29)

where An are the complex amplitudes, ωn are the angular frequencies, and βn are the
wavenumbers for each of the N monochromatic signals involved in the process. Nonetheless,
since L(0) does not contain derivatives with respect to zm,m > 0, the quantities An, ωn, βn
may depend on zm,m > 0. Moreover, An needs to depend on z1 in order to allow am-
plification at scales of the order O(ε). Hence, An = An(z1). Regarding ωn, there is no
dependence on zm,m > 0 because the angular frequency is related to the temporal part of
the solution. Instead, βn should depend on zm,m > 0, but these effect can be absorbed by
An = An(z1, z2, . . . ), allowing to keep βn independent of zm,m > 0. Despite this, a better
solution at first order is expected if βn are related to the complete dispersion relation that
comes from LĨ = 0 rather than the dispersion relation related to equation A.27. Therefore,
the wavenumbers βn to be used will be the ones from the complete dispersion relation3.

Therefore, the solution Ĩ(0) from equation A.29 can be recast in a better, more explicit, form
for solving at order O(ε),

Ĩ(0) =
1

2

(
N∑
n

An(z1)ej(ωnt−βnz) + c.c.

)
, (A.30)

3This may be a small change. Moreover, not considering it may result in the same final solution (solving
for many order in ε), coming from the fact that the solution for the amplitudes An adapts. However, the
solution at first order in ε may be slightly different.
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which is known as the slowly varying amplitude approximation.

From equation A.30 it is clear that the derivatives of Ĩ(0) with respect to z and z1 commute.
Then, equation A.28 can be rewritten as

L(0)Ĩ(1) = −2
∂2Ĩ(0)

∂z∂z1

+ L(1)Ĩ(0) +N (1)(Ĩ(0))3. (A.31)

The solution to equation A.31, i.e.

Ĩ(1) = L(0)†

(
−2

∂2Ĩ(0)

∂z∂z1

+ L(1)Ĩ(0) +N (1)(Ĩ(0))3

)
, (A.32)

must respect the multiple scales and can not diverge, which means that secular terms must
be avoided. To achieve this goal, the projection of the right hand side of equation A.31 on
the eigenbasis of L(0)† must be null. Therefore, to ensure that the requirement is fulfilled4,〈

ejωmt

∣∣∣∣∣−2
∂2Ĩ(0)

∂z∂z1

+ L(1)Ĩ(0) +N (1)(Ĩ(0))3

〉
= 0, (A.33)

which are the amplitude equations. Finally, using equations A.18, A.19, and A.30, the
amplitude equations A.33 are explicitly obtained for each model5:

1. Model New1: the amplitude equation for the m−th signal is

∂Am
∂z

=
fmejβmz

3 · 8 · I2
∗

〈
ejωmt

∣∣∣∣∣∣
(

N∑
n

Anej(ωnt−βnz) + c.c.

)3〉
. (A.34)

2. Model New2: the amplitude equation for the m−th signal is

∂Am
∂z

= −2αmAm +
fmejβmz

3 · 8 · I2
∗

〈
ejωmt

∣∣∣∣∣∣
(

N∑
n

Anej(ωnt−βnz) + c.c.

)3〉
. (A.35)

3. Model New3: the amplitude equation for the m−th signal is

∂Am
∂z

= jgmAm − 2αmAm +
jfmejβmz

3 · 8 · I2
∗

〈
ejωmt

∣∣∣∣∣∣
(

N∑
n

Anej(ωnt−βn)z + c.c.

)3〉
. (A.36)

4The projection is done on the temporal eigenbasis only in order to add extra degrees of freedom in the
solution regarding the multiple-scaled variable z. It is worth noticing that both options, projecting only on
the time basis and projecting on the temporal and spatial basis, were tested throughout the present thesis,
but the former gave better results (comparing with experimental data from the literature).

5The derivatives with respect to z1 have been changed to ∂
∂z by applying z1 = εz at the end. The emerging

ε were reabsorbed by the transmission line parameters.
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In all the previous equations,

fm =
1

2βm

(
α2
m − β2

m −
|γm|2

|ηm|2
(r2
m − x2

m)

)
, (A.37)

gm =
α2
mr

2
m − β2

mx
2
m

βm(r2
m + x2

m)
, (A.38)

which have been obtained by the relation between the transmission line parameters Rm, Gm,
L0,m, Cm and the propagation constant γm ≡ αm + jβm together with the characteristic
impedance ηm ≡ rm + jxm,

γm =
√

(Rm + jωmL0,m)(Gm + jωmCm), (A.39)

ηm =

√
Rm + jωmL0,m

Gm + jωmCm
. (A.40)

�

75


	Introduction
	Radio and microwave amplification technologies
	KI-TWPAs

	Mathematical model of KI-TWPAs
	Identification of the problem
	Hypothesis
	Objectives of the thesis
	Outline of the thesis

	Theoretical framework
	Parametric Amplification
	Superconductors
	Transmission Lines
	Basics
	Geometries
	Superconductors instead of conductors
	Dispersion engineered transmission lines

	Four-wave-mixing
	Multiple scales method
	Summary

	Solution to the non-linear wave equation in four-wave-mixing
	Models and zones
	Solution to each model
	Pump alone (p case)
	Target signal and pump (s-p case)
	Inclusion of the idler signal (s-p-i case)
	Inclusion of 3p (s-p-i-3p case)
	Important remarks
	General considerations
	Summary

	CPW simulations: zones and models
	Design
	Pump frequency near 2nd stopband
	Pump frequency near 1st stopband
	Conclusions

	Microstrip simulations: a design guide
	Step 1: obtain large 
	Step 2: suppress 3p with p in zone 3 where the non-linear term is larger than RG term
	Gain results
	Conclusions

	Artificial-CPW simulations: for future experimental validation of the models
	Pump frequency near 1st stopband
	Conclusions

	Conclusions and future work
	Bibliography
	Derivation of models
	Definition of zones (step 1)
	Derivation of the amplitude equations
	Step 2
	Step 3
	Step 4
	Step 5



