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Abstract

We reconsider the quantization of symbols defined on the product between

a nilpotent Lie algebra and its dual. To keep track of the non-commutative group

background, the Lie algebra is endowed with the Baker-Campbell-Hausdorff prod-

uct, making it via the exponential diffeomorphism a copy of its unique connected

simply connected nilpotent Lie group. Using harmonic analysis tools, we empha-

size the role of a Weyl system, of the associated Fourier-Wigner transformation

and, at the level of symbols, of an important family of exponential functions. Such

notions also serve to introduce a family of phase-space shifts. These are used to de-

fine and briefly study a new class of coorbit spaces of symbols and its relationship

with coorbit spaces of vectors, defined via the Fourier-Wigner transform.

1 Introduction

We discuss quantization on connected, simply connected nilpotent Lie groups G in-

volving scalar-valued symbols. The main reason for which this is (at least formally)

straightforward is the fact that the exponential exp : g → G is a diffeomorphism and,

under it, the Haar measures on G are proportional with the Lebesgue measure on the

Lie algebra g . Denoting by g♯ the dual of the Lie algebra, the symbols are complex

functions defined on G×g♯ or, equivalently, on g×g♯. Of course, both these spaces can

be seen as cotangent spaces, but we insist on the fact that the quantization is expected to

be ”global” (choosing charts for constructing the calculus is not needed and would be

harmful) and that the group structure of G should play an important role. Another way

∗Key Words: nilpotent Lie group; pseudo-differential operator; coorbit space.
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to see the usefulness of nilpotence is to note that it allows a well-behaved Fourier trans-

formation from functions or distributions on G to functions or distributions on g♯ and

this Fourier transformation plays an important role in the pseudo-differential calculus.

Basically, if a is a function on G × g♯ and ϕ a function on G , under favorable

circumstances and with suitable interpretations, one is interested in

[
Op(a)ϕ

]
(x) :=

∫

G

∫

g♯

ei〈log(xy
−1)|ξ〉a(x, ξ)ϕ(y) dydξ (1)

where, by definition, log := exp−1 : G → g . After suitable isomorphic compositions,

this yields the equivalent form (12), in which • is the Backer-Campbell-Hausdorff com-

position on the Lie algebra, leading (via the exponential map) to a group isomorphism

(G, ·) ∼= (g, •) .

Although quite natural, the prescription (12) (or (1)) has not been considered in

such a general setting until recently, and the problem of defining and studying good

Hörmander-type symbol classes is a non-trivial challenge. Important articles have been

dedicated to particular cases. Here ”particular” very often means restricting to invariant

(convolution) operators (formally, the function a in (1) only depends on ξ). It could also

mean that the nilpotent group is two-step, or graded. Since we are not concerned here

with the difficult problem of a Hörmander-type calculus, we only cite [3, 8, 16, 17, 18,

29, 30, 36, 37, 38] without details. Let us mention, however, that in the cited articles of

P. Głowacki and D. Manchon, the invariant calculus is studied in depth, partly relying

on the important previous work of R. Howe [27, 28]. In [35] the case of nilpotent

groups with (generic) flat coadjoint orbit is treated, making a precise connection with

the well-developed [12, 13, 34, 39] operator-valued pseudo-differential calculus on

G × Ĝ , where Ĝ is the unitary dual of G , i.e. the family of all equivalence classes of

irreducible unitary Hilbert space representations of G .

In the present paper, we mainly rely on Harmonic Analysis tools. We give a short

description of its content.

Section 2 contains basic notions and notations concerning Hilbert space operators

and nilpotent groups. A remarkable family of exponential functions on Ξ := g× g♯ is

introduced; it will play an important role subsequently.

Section 3. The basic object is the Weyl system
{
E(X, ξ) | X ∈ g , ξ ∈ g♯

}
, a

family of unitary operators in L2(g) mixing left translations associated to the group

(g, •) with multiplication by imaginary exponentials with phase given by the duality

between g and g♯. This family is very far from being a projective representation of

the product group (g, •) ×
(
g♯,+

)
(that we denote by Ξ and call phase space). This

is why most of the technics developed in the literature do not apply automatically. It

can be used to shift bounded operators A → E(X, ξ)AE(Y, η)∗ in a useful way. The

”matrix coefficients” of the Weyl system defines the Fourier-Wigner transformation. It

satisfies orthogonal relations and serves to introduce rigorously Berezin-type operators,

cf. [32].

Section 4. We introduce the quantization Op and state its connection with the Weyl

system, the Fourier-Wigner transformation and the Berezin quantization. Then we in-

dicate the ∗-algebraic laws on symbols that correspond to composition and adjunction
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of pseudo-differential operators. On the Schwartz space S(Ξ) one gets a Hilbert al-

gebra structure, that can be used to perform various extensions of the laws by duality

techniques, that will be useful below. In particular, one gets a (rather large, but not so

explicit) Moyal algebra of symbols, quantized by operators that are continuous on the

Schwartz space S(g) and extend continuously on the dual S ′(g) .

Section 5. Since the elements of the Weyl system are obtained by quantizing the

special exponential function introduced in the first section, for pseudo-differential op-

erators the shift A → E(X, ξ)AE(Y, η)∗ is emulated by a similar one at the level of

symbols, involving these exponentials and the intrinsic algebraic laws. We give the

definition and the basic properties, that are interesting in their own right, are used in

section 6 for constructing coorbit spaces of symbols, and will reappear in our subse-

quent study of a Beals-Bony commutator criterion on nilpotent groups.

Section 6 is dedicated to a tentative definition of coorbit spaces at two levels: (i)

coorbit spaces of vectors, contained in S ′(g) , and (ii) coorbit spaces of symbols, con-

tained in S ′(Ξ) . We declare from the very beginning that the treatment is incomplete

from many points of view. Although there is a lot of group theory around, one does

not follow the orbits of some (usual or projective) group representation. At both lev-

els, one uses isometric linear mappings, labeled by fixed functions (windows), sending

functions (or distributions) on the space we are interested in (here g , respectively Ξ),

to functions or distributions on larger spaces (Ξ or Ξ × Ξ, respectively). Then one

selects for the coorbit space elements that have a certain behavior under the isometry

(belonging to a given subspace, or having a finite given norm).

For the first level we use the Fourier-Wigner transform, naturally depending on

two vectors, fixing one of them as a window and measuring the dependence of the

other one. For the particular case of the Heisenberg group, it would be interesting to

compare the outcome with the constructions of [14], in which, a priori, the point of

view is different. Doubling the number of variables, such a procedure would probably

also work well for (ii), and this is roughly what is done in the Abelian case G = Rn to

define coorbit spaces of symbols.

However, we adopt another strategy. Adapting some abstract ideas from [31], the

isometry we use can be found in Definition 6.3 and it relies on the previously defined

phase-space shifts of the symbol, coupled by duality with the chosen window. To

advocate this choice, we put into evidence two properties of our isometry that can be

obtained quite easily:

1. For a self-adjoint idempotent window, it is a ∗-algebra monomorphism (cf. Propo-

sition 6.6). The consequence (Corollary 6.7) is the fact that starting with an al-

gebra of kernels defined on Ξ × Ξ , stable under the natural kernel adjoint, the

corresponding coorbit space is a ∗-algebra of symbols with respect to the intrin-

sic symbol composition and adjoint (so, by quantization, one gets ∗-algebras of

pseudo-differential operators).

2. For a good correlation of the chosen windows, there is a formula (59) relying

the two types of isometries, the Op-calculus and the calculus of integral opera-

tors. This allows in Theorem 6.9 to state roughly that pseudo-differential opera-

tors with symbols in certain coorbit spaces are bounded between certain coorbit
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spaces of vectors. Actually, this is merely stated in a weaker form making use of

coorbit norms on Schwartz spaces.

It is obvious that much more effort is needed to transform this sketchy treatment

into a theory. Remarks 6.10 and 6.11 can be read as a self-criticism. To be brief, let us

say that the abstract part is still incomplete, while the concrete part misses completely.

Hopefully, there will be some progress in a future publication. It is not yet clear to us

how far one can go, since the notions, although quite elementary, have complicated ex-

plicit expressions. Probably particular classes of nilpotent groups should be considered

first.

It is clear that the coorbit theory part of this paper relies on many previous con-

tributions of many authors. The number of interesting articles belonging to Time Fre-

quency Analysis and treating modulation or other coorbit spaces on various mathemat-

ical structures and from various points of view is huge. Even if one restricts to classics

and to those papers involving pseudo-differential operators, it is not the place here to

sketch a history or at least to cite ”most” of the references. Not forgetting to mention

the central role played by H. Feichtinger and K. Gröchenig, we make a selection of

references [4, 5, 6, 7, 9, 10, 11, 19, 20, 21, 22, 23, 24, 25, 26, 40, 41, 42] that inspired

or are related to the last section of the present article.

2 Framework

Conventions. The scalar products in a Hilbert space are linear in the first variable. For

a given (complex, separable) Hilbert space H , one denotes by B(H) the C∗-algebra of

all linear bounded operators in H, by K(H) the closed bi-sided ∗-ideal of all compact

operators and by B2(H) the bi-sided ∗-ideal of all Hilbert-Schmidt operators. The

group of unitary operators in H is denoted by U(H) . If F ,G are locally convex spaces,

one sets L(F ,G) for the space of linear continuous operators T : F → G . We admit

the abbreviation L(F ,F) =: L(F) .

Let G be a connected simply connected nilpotent Lie group with unit e , center Z ,

bi-invariant Haar measure dx and unitary dual Ĝ . Let g be the Lie algebra of G with

center z = Lie(Z) and g♯ its dual. If X ∈ g and ξ ∈ g♯ we set 〈X | ξ〉 := ξ(X) .

We also denote by exp : g → G the exponential map, which is a diffeomorphism. Its

inverse is denoted by log : G → g . Under these diffeomorphisms the Haar measure on

G corresponds to a Haar measure dX on g (normalized accordingly). It then follows

that Lp(G) is isomorphic to Lp(g) . The Schwartz spaces S(G) and S(g) are defined

as in [2, A.2]; they are isomorphic Fréchet spaces.

Remark 2.1. For X,Y ∈ g we set

X • Y := log[exp(X) exp(Y )] .

It is a group composition law on g , given by a polynomial expression in X,Y (the

Baker-Campbel-Hausdorff formula). The unit element is 0 and X• ≡ −X is the in-
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verse of X with respect to • . One has in fact

X•Y = X+Y +
1

2
[X,Y ]+

1

12
[X, [X,Y ]]+

1

12
[Y, [Y,X ]]+· · · ≡ X+Y +R(X,Y ) ,

(2)

where, by nilpotency, the sum is finite. It seemed to us easier to work on the group

(g, •) , but transferring all the formalism to its isomorphic version (G, ·) is an obvious

task.

The adjoint action [2] is

Ad : G× g → g , Adx(Y ) :=
d

dt

∣∣∣
t=0

[
x exp(tY )x−1)

]

and the coadjoint action of G is

Ad♯ : G× g♯ → g♯, (x, η) 7→ Ad♯x(η) := η ◦ Adx−1 .

Translating to the Lie algebra, one gets

Ãd
♯
: g× g♯ → g♯, (X, η) 7→ Ãd

♯

X(η) := Ad
♯
expX(η). (3)

One has the left and the right unitary representations L,R : (g, •) → U
[
L2(g)

]
,

defined by

[
LZ(u)

]
(X) := u

(
[−Z]•X

)
,

[
RZ(u)

]
(X) := u(X•Z) .

We call (somehow inappropriately) phase space the direct product non-commutative

group (Ξ, ◦) := (g, •)×
(
g♯,+

)
.

Definition 2.2. For every (Z, ζ) ∈ Ξ we define ε(Z,ζ) : Ξ → T , εZ : g♯ → T ,

εζ : g → T by

ε(Z,ζ)(X, ξ) := ei〈X|ζ〉e−i〈Z|ξ〉 , εZ := ε(Z,0) , εζ := ε(0,ζ) .

These functions will play an important role in quantization. The proof of the fol-

lowing lemma consists in simple calculations; for (4) one needs (2).

Lemma 2.3. For all the values of the parameters one has

ε(Z,ζ) = εZεζ ≡ εζ ⊗ εZ ,

ε(Z1+Z2,ζ1+ζ2) = ε(Z1,ζ1)ε(Z2,ζ2) ,

ε(Z,ζ)(X•Y, ξ + ζ) = ε(Z,ζ)(X, ξ)ε(Z,ζ)(Y, η)e
i〈R(X,Y )|ζ〉 . (4)

One has a linear topological isomorphism F : S(g) → S(g♯) , the Fourier trans-

formation, given by

(
Fu

)
(ξ) =

∫

g

e−i〈X|ξ〉u(X)dX =

∫

g

εξ(X)u(X)dX .
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For a unique good choice of the Haar measure dξ on g♯, the inverse is

(
F−1u

)
(X) =

∫

g♯

ei〈X|ξ〉u(ξ)dξ =

∫

g♯

εξ(X) u(ξ)dξ ,

the transformation F is unitary from L2(g; dX) to L2(g♯; dξ) and extends to a topo-

logical isomorphism F : S ′(g) → S ′(g♯) . We are also going to use the total Fourier

transformation f → f̃ given by

f̃(Z, ζ) :=

∫

g

∫

g♯

e−i〈Y |ζ〉ei〈Z|η〉f(Y, η)dY dη . (5)

Lemma 2.4. For every f, g ∈ S(Ξ) one has

∫

Ξ

〈f, εX 〉(Ξ)〈εX , g〉(Ξ)dX = 〈f, g〉(Ξ) . (6)

Proof. First one notes that 〈f, εX 〉(Ξ) = f̃(X ) and then invokes Plancherel’s Theorem.

3 Weyl systems, the Fourier-Wigner transform

Definition 3.1. For any (Z, ζ) ∈ g× g♯ = Ξ one defines a unitary operator E(Z, ζ) in

L2(g) by

[E(Z, ζ)u](X) := ei〈X|ζ〉u([−Z]•X) ,

with adjoint

[E(Z, ζ)∗u](Y ) = e−i〈Z•Y |ζ〉u(Z•Y ) .

This extends the notion of Weyl system (or time-frequency shifts) from the case

G = Rn. Since the composition law • is polynomial, these operators also act as iso-

morphisms of the Schwartz space S(g) and can be extended to isomorphisms of the

space S ′(g) of tempered distributions. We are going to see below how they fit in the

pseudo-differential calculus.

Lemma 3.2. Denote by Mult(φ) the operator of multiplication by the function φ . For

(Z, ζ), (Y, η) ∈ Ξ one has

E(Z, ζ)E(Y, η) = Mult
(
Υ
[
(Z, ζ), (Y, η); ·

])
E(Z•Y, ζ + η) ,

where

Υ
[
(Z, ζ), (Y, η);X

]
= exp

{
i〈 [−Z]•X −X) |η 〉

}
.

This follows from a direct calculation. The map E is not even a projective repre-

sentation of the group Ξ , so standard tools in coorbit theory relying on group represen-

tations will not be available.

One also sets

EZ := E(Z, 0) ≡ LZ , Eζ := E(0, ζ) ≡ Mζ = Mult(εζ) .
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Note the ”multiplication relations”

LY LZ = LY •Z , MηMζ = Mη+ζ , LZMζ = ei〈Z
−1•(·)−(·)|ζ〉MζLZ ,

that follow from Lemma 3.2 or are shown directly. So one has (strongly continuous)

unitary representation

M : (g♯,+) → U
[
L2(g)

]
and L : (g, •) → U

[
L2(g)

]

that do not commute to each other.

Definition 3.3. For any Y := (Y, η), Z := (Z, ζ) ∈ Ξ := g× g♯ we define the linear

contraction

ΘY,Z : B(H) → B(H) , ΘY,Z(A) := E(Y)AE(Z)∗ = MηLYA L−ZM−ζ .

In particular, ΘY,Y is an automorphism of the C∗-algebra B(H) . There are no

simple group properties of the family.

Remark 3.4. As said above, besides being unitary operators in L2(g) , the elements

E(Z) of the Weyl system can also be seen as isomorphisms of S(g) or of its dual.

Therefore ΘY,Z also acts on L[S(g)] , L[S ′(g)] ,L[S(g),S ′(g)] and L[S ′(g),S(g)] .

Definition 3.5. For u, v ∈ H := L2(g) one sets Eu,v ≡ Eu⊗v : g× g♯ → C by

Eu,v(Z, ζ) := 〈E(Z, ζ)u, v〉H =

∫

g

ei〈Y |ζ〉u([−Z]•Y )v(Y )dY.

and call it the Fourier-Wigner transform.

Lemma 3.6. The Fourier-Wigner transform extends to a unitary map

E : H⊗H ∼= L2(g× g) → L2(Ξ) .

It also defines isomorphisms

E : S(g)⊗S(g) ∼= S(g× g) → S(Ξ) , E : S ′(g)⊗S ′(g) ∼= S ′(g× g) → S ′(Ξ) .

Proof. It is composed of a partial Fourier transformation and a unitary change of vari-

ables, that is also S-compatible. We denoted by ⊗ the completed projective tensor

product, but we recall that S(g) is nuclear.

In particular, one has the orthogonality relations:

〈
Eu,v, Eu′,v′

〉
L2(Ξ)

= 〈u, u′〉H 〈v′, v〉H . (7)

From now on, we are going to use the notation 〈·, ·〉(Ξ) both for the scalar product in

L2(Ξ) and for the duality between the Schwartz space on Ξ and the space of temperate

distributions. Similarly for 〈·, ·〉(g) .
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Remark 3.7. In [32], the Berezin-Toeplitz calculus for suitable symbols h : G× g♯ →
C has been introduced and studied. As in the present article, G was a connected,

simply connected nilpotent Lie group with Lie algebra g♯, but the Berezin operators

act in L2(G) or S(G) . By suitably composing with the diffeomorphism exp : g → G

(both at the level of vectors and symbols) this may be recast in the present setting. For

convenience of the reader, we indicate the basic definition, making use of the objects E

and E introduced above. The full treatment in [32] can easily transported on g× g♯.

Let w ∈ S(g) be a normalized vector (it may also be chosen in L2(g)). We define

in L2(g)

Berw(h) :=

∫

g

∫

g♯

h(X, ξ) 〈·,E(X, ξ)∗w〉E(X, ξ)∗w dXdξ . (8)

The rigorous definition is in weak sense: for any u, v ∈ L2(g) one has

〈
Berw(h)u, v

〉
(g)

:=

∫

g

∫

g♯

h(X, ξ)
〈
u,E(X, ξ)∗w

〉〈
E(X, ξ)∗w, v

〉
dXdξ (9)

=

∫

g

∫

g♯

h(X, ξ) Eu,w(X, ξ) Ev,w(X, ξ) dXdξ (10)

=
〈
h, Eu,w Ev,w

〉
(Ξ)

. (11)

This last expression and the properties of the Fourier-Wigner transform allow various

interpretations of this formula, under various conditions on u, v, w, h .

4 Pseudo-differential operators

One has the quantizations of the ”phase space” g× g♯ ∋ (X, ξ)

Op : L2(g× g♯) → B
2
[
L2(g)

]
,

[
Op(f)u

]
(X) =

∫

g

∫

g♯

ei〈X•(−Y )|ξ〉f(X, ξ)u(Y ) dY dξ .
(12)

Remark 4.1. Examining the kernel of Op(f) , one easily sees that Op : L2(Ξ) →
B2

[
L2(g)

]
is indeed an isomorphism. For similar reasons, by restriction or extension,

one also has topological linear isomorphisms

Op : S(Ξ)
∼
−→ L

[
S ′(g),S(g)

]
, Op : S ′(Ξ)

∼
−→ L

[
S(g),S ′(g)

]
.

One may justify (at least heuristically) formula (12) in various ways:

• One could start with a canonical dynamical system, built over the left action of

(g, •) on itself and then raised to aC∗-action on function defined on g . To such a

data, there is a canonical construction of a C∗-algebra (the crossed product) and

of a ”Schrödinger representation” in H := L2(g) . The calculus Op is then ob-

tained from this Schrödinger representation by composing with a partial Fourier

transformation. For details we refer to [34].
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• In terms of the Weyl system
{
E(Z, ζ) | (Z, ζ) ∈ Ξ

}
and the total Fourier trans-

formation f → f̃ , one can write

Op(f) =

∫

g

∫

g♯

f̃(Z, ζ)E(Z, ζ) dZdζ .

• In the simple Abelian case G ≡ g = Rn one has X•(−Y ) = X − Y and (12)

boils down to the Kohn-Nirenberg quantization.

Actually, in terms of the Fourier-Wigner transform, one can write

〈Op(f)u, v〉(g) =
〈
f̃ , Eu,v

〉
(Ξ)

, (13)

allowing various types of ingredients u, v, f , having in view the properties of the trans-

formation E and of the dualities. By using Plancherel’s Theorem one could rewrite (13)

as

〈Op(f)u, v〉(g) =
〈
f,Wu,v

〉
(Ξ)

, (14)

and (u, v) → Wu,v could be called the Wigner transformation.

It is easy to prove the next result:

Proposition 4.2. (i) One has

E(Z, ζ) = Op
(
ε(Z,ζ)

)
, ∀ (Z, ζ) ∈ Ξ .

In particular LZ = Op(εZ) and Mζ = Op(εζ) .

(ii) One has

Op(φ⊗ ψ) = Mult(φ)ConvL(F
−1ψ) ,

the product between a multiplication operator and a left convolution operator

(that is right invariant). Particular cases:

f(X, ξ) := φ(X) =⇒ Op(f)u = φu ,

f(X, ξ) := ψ(ξ) =⇒ Op(f)u = (F−1ψ) ⋆ u .

(iii) The rank one operator 〈·, v〉u coincides with Op
(
Eu,v

)
.

Remark 4.3. In [32, Sect. 6], a connection has been established between pseudo dif-

ferential and Berezin-type operators with symbols defined on G × g♯. By properly

composing with the exponential diffeomorphism, one lands in our framework and finds

that the Berezin operator Berw(h) given in (8) is an operator of the form (12), with

f(X, ξ) :=

∫

g

∫

g

∫

g♯

e−i〈Y |ξ〉 ei〈log(Z•[−Y ]•X)−Z•X|ζ〉 (15)

h(Z, ζ)w(Z •X)w(Z • [−Y ] •X)dY dZdζ . (16)

9



We treat now the intrinsic algebraic structure on symbols. The pseudo-differential

operator (12) with symbol f is an integral operator with kernel Kerf : g × g → C

given by

Kerf (X,Y ) =

∫

g♯

ei〈X•[−Y ]|ξ〉f(X, ξ)dξ =
[(
id⊗F−1

)
f
](
X,X•[−Y ]

)
. (17)

Inverting, the symbol may be recuperated from the kernel by means of the formula

f(X, ξ) =

∫

g

e−i〈Y |ξ〉Kerf
(
X, [−Y ]•X

)
dY. (18)

Proposition 4.4. (i) The symbol f#g of the product Op(f)Op(g) is

(f#g)(X, ξ) =

∫

g

∫

g

∫

g♯

∫

g♯

εξ(Y ) εη(X•[−Z]) εζ(Z•[−X ]•Y ) (19)

f(X, η)g(Z, ζ)dY dZdηdζ . (20)

(ii) The symbol f# of the adjoint Op(f)∗ is

f#(X, ξ) =

∫

g

∫

g♯

ei〈Y |η−ξ〉 f([−Y ]•X, η) dY dη . (21)

In particular (φ⊗ 1)# = φ⊗ 1 and (1⊗ ψ)# = 1⊗ ψ .

Proof. (i) One computes

(f#g)(X, ξ) =
(
Ker−1

[
Kerf ◦ Kerg

])
(X, ξ) (22)

=

∫

g

e−i〈Y |ξ〉
(
Kerf ◦ Kerg

)(
X, [−Y ]•X

)
dY (23)

=

∫

g

∫

g

e−i〈Y |ξ〉Kerf (X,Z)Kerg
(
Z, [−Y ]•X

)
dY dZ (24)

=

∫

g

∫

g

∫

g♯

∫

g♯

e−i〈Y |ξ〉ei〈X•[−Z]|η〉ei〈Z•[−X]•Y |ζ〉f(X, η)g(Z, ζ)dY dZdηdζ .

(25)

(ii) If K is the kernel of an integral operator, the kernel of the adjoint is given by

K�(X,Y ) := K(Y,X) . Hence, by (17) and (18)

f#(X, ξ) =

∫

G

e−i〈Y |ξ〉Kerf#

(
X, [−Y ]•X

)
dY (26)

=

∫

G

e−i〈Y |ξ〉Ker�f
(
X, [−Y ]•X

)
dY (27)

=

∫

G

e−i〈Y |ξ〉Kerf
(
[−Y ]•X,X

)
dY (28)

=

∫

G

e−i〈Y |ξ〉

∫

g♯

e−i〈Y |η〉f([−Y ]•X, η)dη dY (29)

=

∫

G

∫

g♯

ei〈Y |η−ξ〉f([−Y ]•X, η)dη dY. (30)

10



Corollary 4.5. For every Z ∈ Ξ one has Op(εZ)
∗ = Op

(
ε
#
Z

)
, with

ε
#
(Z,ζ)(X, ξ) = ei〈Z|ξ〉e−i〈Z•X|ζ〉.

Proof. This follows from (21), or by checking directly that Op
(
ε
#
Z

)
= E(Z)∗ for every

Z ∈ Ξ .

One already has the linear topological isomorphism of Gelfand triples

S(Ξ) L2(Ξ) S ′(Ξ)

L
[
S ′(g),S(g)

]
B
2
[
L2(g)

]
L
[
S(g),S ′(g)

]❄

Op

✲ ✲

❄

Op

❄

Op

✲ ✲

The horizontal arrows are linear continuous dense embeddings. The first vertical arrow

is also an isomorphism of ∗-algebras. Taking into account the fact that B2
[
L2(g)

]
is a

H∗-algebra (i.e. a complete Hilbert algebra) with respect to the operator product, the

usual adjoint and the scalar product associated to the trace, one gets easily

Lemma 4.6. (i)
(
L2(Ξ),# ,# , 〈·, ·〉L2(Ξ)

)
is a H∗-algebra.

(ii)
(
S(Ξ),#,# 〈·, ·〉L2(Ξ)

)
is a Hilbert algebra.

In particular, this means that for every f, g, h ∈ L2(Ξ) one has

〈f#g, h〉(Ξ) =
〈
f, h#g#

〉
(Ξ)

=
〈
g, f##h

〉
(Ξ)

, 〈f, g〉(Ξ) =
〈
g#, f#

〉
(Ξ)

. (31)

This allows a series of extensions by duality. By capital letters we denote distri-

butions. We are going to skip the easy justifications and refer to [33] for an abstract

approach.

First one extends

S ′(Ξ) × S(Ξ)
#
−→ S ′(Ξ) , 〈F#g, h〉(Ξ) :=

〈
F, h#g#

〉
(Ξ)

,

S(Ξ) × S ′(Ξ)
#
−→ S ′(Ξ) , 〈g#F, h〉(Ξ) :=

〈
F, g##h

〉
(Ξ)

.

Definition 4.7. The Moyal algebra is

M(Ξ) :=
{
F ∈ S ′(Ξ) |F#S(Ξ) ⊂ S(Ξ) , S(Ξ)#F ⊂ S(Ξ)

}
.

It is clear that this is a unital ∗-algebra with

〈F#G, h〉(Ξ) :=
〈
F, h#G#

〉
(Ξ)

and 〈F#, h〉(Ξ) :=
〈
h#, F

〉
(Ξ)

, ∀h ∈ S(Ξ) ;

11



the unit is the constant function 1 . Actually, by construction, it is the largest ∗-algebra

in which S(Ξ) is an essential bi-sided self-adjoint ideal. Anyhow, one has

M(Ξ)#S(Ξ)#M(Ξ) ⊂ S(Ξ) .

We do not intend to discuss its natural topological structure. There is also an obvious

way to get extensions

S ′(Ξ)×M(Ξ)
#
−→ S ′(Ξ) , M(Ξ)× S ′(Ξ)

#
−→ S ′(Ξ) . (32)

By inspecting the definitions one realizes that

Proposition 4.8. The pseudo-differential calculus extends to an isomorphism Op :
M(Ξ) → L[S(g)] ∩ L[S ′(g)] .

Finally, let us introduce a symbol version of the C∗-algebra of all the bounded

linear operators in H = L2(g) , by pulling back structure through Op .

Definition 4.9. The symbol C∗-algebra is

A(Ξ) := {F ∈ S ′(Ξ) |Op(F ) ∈ B(H)} , ‖F ‖A(Ξ) := ‖Op(F )‖B(H) .

Remark 4.10. Obviously

S(Ξ) ⊂ L2(Ξ) ⊂ A(Ξ) ⊂ S ′(Ξ) ,

and all the inclusions are strict. The exponential functions {εZ | Z ∈ Ξ} and the con-

stant functions are all in [A(Ξ)∩M(Ξ)]\L2(Ξ) . There is no inclusion between A(Ξ)
and M(Ξ) . Since by quantizing symbols only depending on X ∈ g one gets multi-

plication operators, it is clear that L∞(g) ⊂ A(Ξ) and C∞
pol(g) ⊂ M(Ξ) . Thinking

of symbols only depending on ξ ∈ g♯, yielding convolution operators by the inverse

Fourier transform of the symbol, one gets other results. Since both A(Ξ) and M(Ξ)
are ∗-algebras, one can generate new examples by performing #-products.

5 Phase-space shifts

We introduce at the symbol level the analog of Definition 3.3.

Definition 5.1. For every Y,Z ∈ Ξ and f ∈ S ′(Ξ) we set θY,Z(f) := εY#f#ε
#
Z .

In fact, having in view the properties of the functions εZ , we see that the mapping

θY,Z acts in any of the spaces S(Ξ), L2(Ξ),A(Ξ),M(Ξ),S ′(Ξ) . We also refer to

Remark 3.4.

Proposition 5.2. One has

ΘY,Z [Op(f)] = Op
[
θY,Z(f)

]
.

The C∗-algebra A(Ξ) is invariant under all the mappings θY,Z .

12



Proof. We have

ΘY,Z [Op(f)] = E(Y)Op(f)E(Z)∗= Op(εY)Op(f)Op(ε
#
Z ) (33)

= Op
(
εY#f#ε

#
Z

)
= Op

[
θY,Z(f)

]
. (34)

Invariance follows from this, since at an operator level A(Ξ) is B(H) , which is left

invariant by multiplying to the left and to the right with elements of the Weyl system.

We are going to need below the following result:

Lemma 5.3. For every u, v ∈ L2(Ξ) and Y,Z ∈ Ξ one has

θY,Z

(
Eu,v

)
= EE(Y)u,E(Z)v . (35)

Proof. One can write

Op
[
θY,Z

(
Eu,v

)]
= ΘY,Z

[
Op

(
Eu,v

)]
= E(Y)

[
〈·, v〉u

]
E(Z)∗ (36)

= 〈·,E(Z)v〉E(Y)u = Op
(
EE(Y)u,E(Z)v

)
, (37)

which implies (35).

Remark 5.4. The explicit form of θY,Z(f) is less important than the way it has been

constructed, and will not be used here. However, for convenience, we are going to

record the diagonal case θZ,Z ≡ θZ (forming a family of automorphisms). One of the

reasons is that it leads to the covariant symbol of the operators Op(f) ; see [32]. By a

direct computation one gets

[
θ(Z,ζ)(f)

]
(X, ξ) =

∫

g

∫

g♯

ei〈X•[−Y ]|η−ξ〉ei〈X−Y |ζ〉f
(
[−Z]•X, Ãd

♯

−Z(η)
)
dY dη

(38)

in terms of the coadjoint action (3). If G = R
n the coadjoint action is trivial and

X•[−Y ] = X − Y , so one gets

[
θ(Z,ζ)(f)

]
(X, ξ) = f(X − Z, ξ − ζ) ,

implying that the phase-space translations of the symbols are implemented, at the level

of the quantization, by conjugations with the Weyl system.

Remark 5.5. One can use the automorphism family
{
θZ |Z ∈ Ξ

}
to define a sophis-

ticated form of convolution, that we intend to use in a future publication. For suitable

functions ϕ, f on Ξ we write

ϕ‡θf =

∫

Ξ

ϕ(Z)θZ(f) dZ =

∫

Ξ

ϕ(Z) εZ#f#ε
#
Z dZ . (39)

For G = R
n this boils down to the usual additive convolution, since θZ reduces to a

translation. One gets easily an explicit formula:

(
ϕ‡θf

)
(X ) =

∫

Ξ

φX (Z)f(Z)dZ ,

13



where

φ(X,ξ)(Z, ζ) :=

∫

g

∫

g♯

e−i〈X•[−N ]•Z•[−X]|ξ〉ei〈X−X•[−Z]•N |µ〉 (40)

ei〈Z•[−N ]|ζ〉ϕ(X•[−Z], µ)dNdµ . (41)

It is easy to verify that, for G = Rn, one gets φ(X,ξ)(Z, ζ) = ϕ(X − Z, ξ − ζ) .

As with the usual convolution, setting

ϕt(Z) := t−2nϕ
(
t−1Z

)
, t > 0 , Z ∈ Ξ , ϕ ∈ S(Ξ).

one gets ϕt‡θf −→
t→0

f pointwise if f is bounded and continuous.

6 Coorbit spaces - a short overview

Let us pick a normalized ”window” (or ”atom”) w belonging to the Fréchet space

S(g) →֒ L2(g) . In terms of the Fourier-Wigner transform, the linear mapping

Ew : S ′(g) → S ′(g× g♯) , Ew(u) := Eu,w

will be used to pull back algebraic and topological structures. It is isometric from

L2(g) to L2(g × g♯) and this has standard consequences (inversion and reproduction

formulae). Let us record the explicit form of its adjoint

E†
w(h) =

∫

Ξ

h(X )E(X )∗w dX . (42)

Definition 6.1. Let (B, ‖ · ‖B) be a normed space continuously embedded in S ′(g ×
g♯) . Its coorbit space (associated to the window w) is

cow(B) :=
{
u ∈ S ′(g) | Ew(u) ∈ B

}
(43)

with the norm ‖u‖cow(B) := ‖Ew(u)‖B .

If B is just a vector subspace, we still use (43) to define a subspace of S ′(g) . The

case of a locally convex space B is also important.

Remark 6.2. Developing the abstact part of the theory of the spaces cow(B) is quite

standard, relying on the good properties of the isometry Ew , and it will not be done

here. Let us just state that if B →֒ S ′(g×g♯) is Banach, then cow(B) is a Banach space

continuously embedded in S ′(g) . Simple arguments based on the inversion formula

and the mapping properties of E†
w show that

cow
[
L2(g× g♯)

]
= H , cow

[
S(g× g♯)

]
= S(g) , cow

[
S ′(g× g♯)

]
= S ′(g) .

Weighted mixed Lpq-spaces of functions defined on g × g♯ are nice examples of

spaces B to start with. For the case of the Heisenberg group, a comparison with [14]

would be interesting.
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To define coorbit spaces of functions on Ξ = g × g♯, that could play the role of

symbols of the Op-calculus, one needs a good map (at least an isometry) transforming

functions/distributions on Ξ into functions/distributions on Ξ × Ξ . One solution is to

proceed by analogy, defining in Ξ × Ξ ∼= (g × g) ×
(
g♯ × g♯

)
a Weyl system and a

Fourier-Wigner transform, doubling the number of variables. We did not check, but a

starting point could be the Weyl system
[
E
(
(Y, η), (Z, ζ)

)
h
]
(X, ξ)) := ei〈Z,ξ〉e−i〈X,ζ〉h

(
[−Y ]•X, ξ − η

)
,

attaching unitary operators in L2(Ξ) to points in Ξ × Ξ . The non-commutative group

structure of Ξ = g× g♯ has been taken into account.

It seems that nobody has done this for the case of a nilpotent Lie algebra g , but

is is likely that this can be done, and connecting the coorbit spaces on g and on Ξ ,

respectively, via the pseudo-differential calculus, would be successful. We will sketch

a different approach, relying on the previously defined phase-space shifts and having

some connections with ideas from [31].

Definition 6.3. Let h ∈ S(Ξ) \ {0} (most often ‖ h ‖(Ξ)= 1) . One defines for f ∈
S ′(Ξ) and Y,Z ∈ Ξ

[
Eh(f)

]
(Y,Z) :=

〈
θY,Z(f), h

〉
(Ξ)

=
〈
εY#f#ε

#
Z , h

〉
(Ξ)

. (44)

Note that, by (32), one has

εY#f#ε
#
Z ∈ M(Ξ)#S ′(Ξ)#M(Ξ) ⊂ S ′(Ξ) ,

so by our choice h ∈ S(Ξ) the expression (44) makes sense. If f ∈ L2(Ξ) , one has

εY#f#ε
#
Z ∈ A(Ξ)#L2(Ξ)#A(Ξ) ⊂ L2(Ξ)

(L2(Ξ) is an ideal in A(Ξ) , since it corresponds to Hilbert-Schmidt operators) and an

L2-window is directly available. Other situations can be accommodated.

Proposition 6.4. For every h, f ∈ L2(Ξ) one has
∥∥Eh(f)

∥∥
(Ξ×Ξ)

= ‖h‖(Ξ) ‖f ‖(Ξ) . (45)

Proof. The family
{
Eu,v |u, v ∈ L2(G)

}
is total inL2(Ξ) , since by theOp-quantization

it yields all the rank one operators (see Proposition 4.2, (iii)), forming a total family in

B
2
[
L2(g)

]
. One has

[
EEu,v

(Eu′,v′)
]
(X ,Y) =

〈
εX#Eu′,v′#ε#Y , Eu,v

〉
(Ξ)

(46)

(35)
=

〈
EE(X )u′,E(Y)v′ , Eu,v

〉
(Ξ)

(47)

(7)
= 〈E(X )u′, u〉(g)〈v,E(Y)v

′〉(g) (48)

= Eu′,u(X )Ev′,v(Y) , (49)

meaning that EEu,v
(Eu′,v′) = Eu′,u ⊗ Ev′,v . Then using once again the orthogonal

relations (7) leads easily to the result (work with scalar products and then take diagonal

values to get (45)).
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Definition 6.5. Let (B, ‖ · ‖B) be a normed space continuously embedded in S ′(Ξ×
Ξ) . Its coorbit space associated to the normalized window h ∈ S(Ξ) is

Coh(B) :=
{
f ∈ S ′(Ξ) | Eh(f) ∈ B

}
(50)

with the norm ‖ u ‖Coh(B) := ‖Eh(f) ‖B . If B is just a subspace, we still define the

vector space (50), but without norm.

Recall the algebraic rules of (suitable) integral kernels K,L : Ξ× Ξ → C :

(K ◦ L)(Y,Z) :=

∫

Ξ

K(Y,X )L(X ,Z)dX , K◦(Y,Z) := K(Z,Y) .

Of course, they are ment to emulate the multiplication and the adjoint of integral oper-

ators.

Proposition 6.6. If h, k ∈ S(Ξ) , then for every f, g ∈ L2(Ξ) we have

Eh#k(f#g) = Eh(f) ◦ Ek(g) and Eh#

(
f#

)
= Eh(f)

◦ .

Proof. One uses the rules (31) of a Hilbert algebra and the relation (6), getting

[
Eh(f) ◦ Ek(g)

]
(Y,Z) =

∫

Ξ

Eh(f)(Y,X )Ek(g)(X ,Z) dX (51)

=

∫

Ξ

〈
εY#f#ε

#
X , h

〉
(Ξ)

〈
εX#g#ε#Z , k

〉
(Ξ)

dX (52)

=

∫

Ξ

〈
h##εY#f, εX

〉
(Ξ)

〈
εX , k#εZ#g

#
〉
(Ξ)

dX (53)

=
〈
h##εY#f, k#εZ#g

#
〉
(Ξ)

=
〈
h#h#εY#f#g, εZ

〉
(Ξ)

(54)

=
〈
εY#f#g#ε

#
Z , h#k

〉
(Ξ)

= Eh#k(f#g)(Y,Z) . (55)

and

Eh(f)
◦(Y,Z) = Eh(f)(Z,Y) =

〈
εZ#f#ε

#
Y , h

〉
(Ξ)

(56)

=
〈
h, εZ#f#ε

#
Y

〉
(Ξ)

=
〈
f##ε#Z , ε

#
Y#h

#
〉
(Ξ)

(57)

=
〈
εY#f

##ε#Z , h
#
〉
(Ξ)

= Eh#

(
f#

)
(Y,Z) . (58)

Corollary 6.7. If the vector space B is an involutive algebra with respect to
(
◦,◦

)
and

h = h#h = h#, then Coh(B) is an involutive algebra with respect to
(
#,#

)
.

Proof. Suppose that f, g ∈ Coh(B) , which means that Eh(f),Eh(g) ∈ B . Then

Eh(f#g) = Eh#h(f#g) = Eh(f) ◦ Eh(g) ∈ B ,

implying that f#g ∈ Coh(B) . Invariance under the involution # is checked similarly,

using the self-adjointness of the window h .

16



Remark 6.8. In the framework of the Corollary, if ‖ · ‖B is a C∗-norm on
(
B, ◦,◦

)
,

then ‖· ‖Coh(B) is a C∗-norm on
(
Coh(B),#,

#
)
:

‖g##g ‖Coh(B) =
∥∥Eh(g

##g)
∥∥
B

=
∥∥Eh(g)

◦◦Eh(g)
∥∥
B

=
∥∥Eh(g)

∥∥2
B

= ‖g ‖2Coh(B) .

We describe now an abstract situation in which pseudo-differential operators with

symbols in a coorbit space (of symbols) are well-defined and bounded between two

coorbit spaces of vectors. Note that this requires a correlation of the windows; the

Wigner transform W has been introduced in (14).

Theorem 6.9. Let w1, w2 ∈ S(g) with ‖w1 ‖(g) = ‖w2 ‖(g)=1 . Let ‖·‖B1
and ‖·‖B2

two norms on S(Ξ) and ‖·‖B a norm on S(Ξ × Ξ) .

Suppose that for every Ψ ∈ S(Ξ×Ξ) the integral operator Int(Ψ) is bounded from(
S(Ξ), ‖ · ‖B1

)
to

(
S(Ξ), ‖ · ‖B2

)
, with operatorial norm less or equal than C ‖Ψ ‖B

for some positive absolute constant C.

Then, for every f ∈ S(Ξ) , the pseudo-differential operator Op(f) is bounded from(
S(g), ‖ · ‖cow1

(B1)

)
to

(
S(g), ‖ · ‖cow2

(B2)

)
, with operatorial norm less or equal than

C ‖f ‖CoWw1,w2
(B) .

Proof. We first show that for w1, w2 ∈ S(g) and f ∈ S(Ξ) , in terms of the Wigner

transform (14), one has

Ew2
Op(f)E†

w1
= Int

[
EWw1,w2

(f)
]
. (59)

For this we compute

(
Ew2

Op(f)E†
w1
g
)
(X ) =

〈
E(X )Op(f)E†

w1
g, w2

〉
(60)

(42)
=

〈
E(X )Op(f)

∫

Ξ

g(Y)E(Y)∗dY w1, w2

〉
(61)

=

∫

Ξ

g(Y)
〈
Op

(
εX#f#ε#Y

)
w1, w2

〉
dY (62)

(14)
=

∫

Ξ

〈
εX#f#ε#Y ,Ww1,w2

〉
(Ξ)

g(Y) dY (63)

=
(
Int

[
EWw1,w2

(f)
]
g
)
(X ) . (64)

Then the norm estimate is easy: for every u ∈ S(g)

‖Op(f)u‖cow2
(B2) = ‖Ew2

Op(f)u‖B2
=

∥∥ Int
[
EWw1,w2

(f)
]
Ew1

(u)
∥∥
B1

(65)

≤
∥∥ Int

[
EWw1,w2

(f)
]∥∥

B(B1,B2)
‖Ew1

(u)‖B1
(66)

≤ C
∥∥EWw1,w2

(f)
∥∥
B

‖Ew1
(u)‖B1

(67)

= C
∥∥ f

∥∥
CoWw1,w2

(B)
‖u‖cow1

(B1) . (68)
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Remark 6.10. Theorem 6.9 provides a boundedness result for pseudo-differential op-

erators involving coorbit norms both at the level of vectors and at the level of symbols.

However, in the statement and the proof of this Theorem, the initial or the induced

norms are only defined on (various) Schwartz spaces and the action of the operators are

also confined to such spaces. Of course, automatically, there are bounded extensions

to the corresponding completions. But, for a really nice result, some technical issues

still have to be solved. For example, if B1 denotes the completion of
(
S(Ξ), ‖ ·‖B1

)
, is

it true that the (very relevant) completion of
(
S(g), ‖·‖cow1

(B1)

)
may be identified with

the coorbit space cow1
(B1) ? There is a similar question starting with the completion

B of
(
S(Ξ × Ξ), ‖ ·‖B

)
. In addition, one would like to treat boundedness for coorbit

spaces associated to spaces of temperate distributions in which the Schwartz space is

not dense. Besides this, many other topics deserves attention, as duality, interpolation,

equivalent norms, dependence of windows, decompositions, Schatten-von Neumann

behavior, etc. They will be treated systematically in a subsequent publication.

Remark 6.11. Another reason to invest effort in a future article is concreteness. Be-

sides abstract results, valid for general choices, many interesting facts will only occur

in particular situations. Even if g = Rn (Abelian), most of the previous work has

been dedicated to weighted modulation spaces, having mixed Lp,q-spaces as a starting

point. In addition, an important and difficult issue is to compare the modulation (or

the coorbit) spaces with other function spaces, defined by different techniques. Frames

should also be studied. Hopefully, more specific Lie algebra features will appear at a

certain moment.
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[20] K. Gröchenig: Time-Frequency Analysis of Sjöstrand Class, Revista Mat.
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[35] M. Măntoiu and M. Ruzhansky: Quantizations on Nilpotent Lie Groups and Al-

gebras Having Flat Coadjoint Orbits, J. Geometric Analysis, (2019).

[36] A. Melin: Parametrix Constructions for Right Invariant Differential Operators

on Nilpotent Groups, Ann. Global Anal. Geom. 1(1), 79–130, (1983).

[37] K. Miller: Invariant Pseudodifferential Operators on Two Step Nilpotent Lie

Groups, Michigan Math. J. 29, 315–328, (1982).

[38] K. Miller: Inverses and Parametrices for Right-Invariant Pseudodifferential Op-

erators on Two-Step Nilpotent Lie Groups, Trans. of the AMS, 280 (2), 721–736,

(1983).

20



[39] M. Ruzhansky and V. Turunen: Pseudodifferential Operators and Symmetries,

Pseudo-Differential Operators: Theory and Applications 2, Birkhäuser Verlag,
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