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Abstract—This paper proposes a distributed control scheme for
the economic dispatch of islanded AC microgrids. The control
goal is the economical power-sharing of distributed generators
considering the marginal cost of active and reactive power. The
controller is developed in a finite-time protocol over a droop-free
strategy, without restoration needs for frequency. Simulations
through the software PLECS are provided for validation pur-
poses; they show adequate behaviour of the controllers under
impact loads and plug & play operation.

Index Terms—Distributed Control, Droop-Free AC Microgrid,
Economic Dispatch, Finite-Time Control,

I. INTRODUCTION

The reactive power supply is an important ancillary service
in electricity markets, and its appropriate management is an
essential element for the optimal economical operation of
microgrids (MGs). The optimal economic dispatch in MGs
is realized by the minimization of the distributed generators’
(DGs’) cost functions [1], and it can include reactive power
to improve the system operation. The economic function for
converter-interfaced DGs comes from their power source,
which can be a battery energy storage system or a conven-
tional fuel-based generator. Some works, using centralized ap-
proaches, consider reactive power cost functions to realize the
economic optimization problem [2]–[4]. However, this process
involves high bandwidth communications and computation
times.

The formulation of a cost function for reactive power
was originated in the optimal power flow of electric power
systems; the reactive power sharing is determined by the
solution of an optimization problem [2], [5]. In particular, in
the economic dispatch approach of the optimal power flow,
the cost functions of active power, reactive power and power
losses are included [6], [7]. Since there is no actual cost for
the generation of reactive power, concepts like opportunity
cost, power losses and cost of synchronous condensers are
considered by the literature to distribute the reactive power
more efficiently [3], [8], [9]. The reactive power cost function,
in a deregulated electricity market, can be represented by the
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weighted coefficients of the cost function of active power [10].
The weights come from the relation of the triangle of powers,
i.e. the weights depend on the power factor cos(φ).

In recent literature, authors have proposed a distributed co-
operative control algorithms to perform the secondary control
and power-sharing of AC MGs. In [11], it is proposed a
consensus protocol for secondary control with a consensus
protocol inside the voltage and frequency loops. The protocols
are constructed based on a linear model obtained by means
of the input-output feedback-linearisation technique. In [12],
the authors studied further details about the inclusion of
power-sharing features in the previous formulation. A slightly
different approach was made by [13], where a distributed-
proportional-integral (DAPI) controller was elaborated. This
distributed protocol uses the error in average frequency of the
MG as an auxiliary variable to perform the frequency restora-
tion. This controller also incorporates the reactive power-
sharing in the voltage loop, proposing a trade-off parameter
for the voltage restoration weight. Another work proposed
a cooperative controller replacing the frequency droop [14].
The authors drawn from the converter’s phase dynamics to
avoid additional integrators in the frequency restoration loop,
allowing a faster secondary control response without frequency
measurements. This approach also benefits from the voltage
observer proposed in [15]. Following a similar path, in [16]
a multi-functional controller was made by the combination of
[14] and [13]. For the economic dispatch consideration, several
works such as [17], [18] have adapted consensus protocols of
incremental cost replacing the conventional active power.

In terms of reactive power regulation, works as [13], [16]
give an equal contribution for every DG. However, this egal-
itarian distribution of reactive power causes a large control
effort due voltage restoration and line impedances in the MG.
Also, it would not provide an actual economical benefit for
MGs; Especially, for MGs that can implement a cost-based
reactive remuneration [10].

Motivated by the above discussion, this work proposes a
distributed strategy that combines the Incremental Cost (IC)
and Reactive Marginal Cost (RMC) consensus in an isolated
AC MG. To the best of the authors’ knowledge, secondary dis-
tributed strategies implementing such reactive cost functions
for reactive power-sharing have not been proposed.



II. DISTRIBUTED COOPERATIVE CONTROL OF AC
MICROGRIDS

A. Design of a distributed finite-time controller for incremen-
tal cost

For an AC MG of N DGs, the dynamics of the i-th
converter’s frequency by implementing primary and secondary
control actions is represented as follows:

ωi(t) = ω∗ −miPi(t) + δωi(t) (1)

where ω∗ is the MG’s reference frequency, mi[V/kW] is the
droop coefficient for primary control, and δωi[rad/s] is the sec-
ondary control deviation. Commonly, δωi(t) = δω1

i (ePi (t)) +
δω2

i (eωi (t)) where ePi (t) and eωi (t) are tracking error terms
for power-sharing and frequency restoration, respectively [12],
[19]. For simplicity, the droop-free strategy reported in [14],
[20] is adopted, where mi = 0 causing no steady-state fre-
quency deviations so no frequency restoration loop is required,
i.e. δωi(t) = δω1

i (ePi (t)).
Differently from [14], [20], the power variable is changed

for an IC variable, so the converters’ phase angle dynamics is
the following:

θi(t) =

∫ t

0

ω∗dτ +

∫ t

0

eλi (τ)dτ (2)

where δωi(t) = eλi (t) is a compensation term for the tran-
sient disagreement of IC. In the following, the notation of
variables is simplified omitting their dependency of time, i.e.
eλi (t) = eλi . The error eλi is obtained from the following
proposed consensus protocol

δωi = cλ sig

∑
j∈Ni

aij (λj − λi)

γ  Incremental
cost

regulator
(3)

where λ is the IC consensus variable (λi = 2αi Pi +βi) with
Ni the neighbourhood set for i-th DG, and the parameters
γ ∈ (0, 1) and cλ > 0 determining the finite-time convergence
[21]. (it is denoted the function sig[·]γ as sig[·]γ = sign(·)| · |γ)

The following assumptions are considered in order to further
analyze the behaviour of the proposed controller:

Assumption 1. The communication graph G of the MG is
undirected and connected, with at least one spanning tree.

Assumption 2. The converter’s internal control loops are
decoupled with respect the power filter measurement such that
they do not interfere with the primary and secondary control
dynamics.

Theorem 1. Consider the control protocol described in (3)
implemented by the DGs of an AC MG. Under Assumptions
1 and 2, the DG’s incremental cost synchronize in finite-time
Tλ ≤ V (0)1−p

M(1−p) ∀M > 0 , p ∈ (0, 1) and V (·) is a Lyapunov-
Krasovskii candidate function.

Proof. The disagreement vector of IC is constructed as δλ =
(δλ1 , δ

λ
2 , . . . , δ

λ
N ) with δλi =

∫
eλi = λi − 1

N

∑N
j=1 λj , and its

derivative as δ̇λi = cλ
∑N
j=1 aijsig

[
δλj − δλi

]γ
.

Let the Lyapunov candidate be given by

V =
1

2
δλ(δλ)T (4)

Differentiating and using (Lemma 2 [22]), one has

V̇ = (δλ)T δ̇λ =

N∑
i,j=1

cλδ
λ
i aijsig

[
δλj − δλi

]γ
(5)

V̇ ≤ −1

2

 N∑
i,j=1

(cλaij)
2

1+γ (δλj − δλi )2


1+γ

2

(6)

By defining [aλij ] = [(cλaij)
2

(1+γ) ], and Lλ(aλij) as the
Laplacian matrix of the graph, eq. (6) results in

V̇ ≤ −1

2

(
(δλ)TLλ δλ

) 1+γ
2 (7)

From (Lemma 3 [22]), one has the following relation

2(δλ)TLλ δλ ≥ 2 η2(Lλ) (δλ)T δλ > 0 (8)

with η2(Lλ) as the second eigenvalue of Lλ. Replacing (4)
and (8) into (7) gives

V̇ ≤ −1

2

(
4 η2(Lλ)V

) 1+γ
2

≤ −2γ η2(Lλ)
1+γ

2 V
1+γ

2

≤ −MV p

(9)

where M = 2γη2(Lλ)
1+γ

2 and p = 1+γ
2 are positive

constants as long as cλ > 0 and γ ∈ (0, 1). Therefore, (9)
satisfies (Lemma 1, [22]) and completes the proof.

�

B. Design of a distributed finite-time controller for reactive
marginal cost

Based on the voltage control loop of [14], the following
voltage dynamics are proposed:

Edi = E∗ − nQi + δE1
i + δE2

i (10)

where Edi is the local voltage in the d-q reference frame
and E∗ is the MG reference voltage. The term nQi is the
decentralised droop compensation. The terms δE1

i and δE2
i

are control actions from PI controllers. The term δE1
i is

obtained from a finite-time consensus, using a distributed
observer for average voltage. The term δE2

i comes from a
finite-time consensus but of new variable, the RMC. The
complete proposed controller is summarized as

Average voltage regulator

δE1
i = kEp

(
uEi
)

+ kEi

∫ t

0

(
uEi
)
dτ

uEi = gi sig
[
E∗ − Ēi

]Ω
Ēi = Edi +

∫ t

0

∑
j∈Ni

aij sig
[
Ēj − Ēi

]α dτ

(11)



Reactive cost regulator

δE2
i = kΨ

p (uΨ
i ) + kΨ

i

∫ t

0

(uΨ
i )dτ

uΨ
i = cΨ sig

∑
j∈Ni

aij (Ψj −Ψi)

β (12)

where Ēi and Ψi are the average voltage and RMC estima-
tions of the i-th DG, {kEp , kEi , kΨ

p , k
Ψ
i } > 0 are PI control

parameters, {α, β,Ω} ∈ (0, 1) and cΨ > 0 are convergence
speed parameters. The pinning gain gi indicates the access of
the DG to the reference value E∗. The variable Ψi comes from
a reactive cost function based on [10], and it incorporates the
available apparent power for avoiding the DGs overloading.
Therefore, Ψ is given by:

Ψi = 2α′i Sdisp i Qi + β′i, with Sdisp i =
Smax i − Si
Smax i

(13)

where Si and Qi are the local measured apparent and reactive
powers. Coefficients α′i = αi sin

2(φ) and β′i = βi sin(φ) are
weighted versions of the DG’s cost function parameters (used
for IC) with φ as the power factor’s angle.

Theorem 2. Let Assumptions 1 and 2 hold. Consider the i-th
DG controlled with the regulators (11) and (12). Then, given
a desired reference E∗, the DG voltages Ei(t) of the MG will
converge near reference while achieving an optimal reactive
power-sharing within a finite time TE for all t ≥ TE .

Proof. The demonstration is similar to the Theorem 1. The
disagreement vectors are δE = (δE1 , . . . δ

E
N ) and δΨ =

(δΨ
1 , . . . δ

Ψ
N ), with δEi = Ēi − E∗ and δΨ

i = Ψi −
1
N

∑N
j=1 Ψj . The derivatives are δ̇Ei = gisig[δE ]Ω and δ̇Ψ

i =

cΨ
∑N
j=1 aijsig

[
δΨ
j − δΨ

i

]β
. The Lyapunov function can be

constructed as

V = VE + VΨ =
1

2
(δE)(δE)T +

1

2
(δΨ)(δΨ)T (14)

Following the steps of Theorem 1, it is had

V̇ ≤ −M1V
1+Ω

2

E −M2V
1+β

2

Ψ = −κV p (15)

where M1 = 2Ωη2(G)
1+Ω

2 , M2 = 2βη2(LΨ)
1+β

2 , and
coefficients p and κ are positive if and only if cΨ > 0 and
{Ω, β} ∈ (0, 1) (also Ω = β). Therefore, (15) satisfies (Lemma
1, [22]), i.e. V (t) reaches zero at finite time TE ≤ V (0)1−p

κ(1−p) .
�

III. CASE STUDIES

In this section, it is described the evaluation process for
the proposed controllers. Firstly, an AC MG is modelled in
software PLECS®. The modelled MG is based on a radial
distribution system of 5 DGs, 3 loads and 3 buses. Fig. 1
summarizes the elements considered in the control loop of
each DG; A packaging method transmits the control variables
with a rate of 100 [Hz] (10 [ms] delay). The communication
topology is redundant for reliability purposes, then each DG

communicates with its nearest neighbours following the struc-
ture of the distribution system. The parameters of the MG are
shown in Table I, and the control parameters are shown in
Tables II-III.

Parameter Value Parameter Value
Nom. Voltage 220 [V1Φ] Line Resist. 1-2 0.15 [Ω]

Load Resist. Z1 30.30 [Ω] Line Resist. 2-3 0.20 [Ω]
Load Resist. Z2 30.00 [Ω] Line Induct. 1-2 0.30 [mH]
Load Resist. Z3 10.1 + j 0.78 [Ω] Line Induct. 2-3 0.25 [mH]

TABLE I: Distribution system for AC MG.

Parameter Value Parameter Value Parameter Value
ωc 18.84 kVi 14.01 cλ 0.03
m 0.00 kEp 5.00 α 0.50
n 2.6e-3 kEi 47.12 β 0.50
Rd 0.85 kΨ

p 0.05 γ 0.50
Rv 3.40 kΨ

i 1.57 Ω 1.00
kIp 4.26 cΨ 2200
kIi 8389 kλp 0.05
kVp 0.05 kλi 0.94

* The parameters Rd, Rv , kIp , kIi , kVp and kVi account for the direct
and quadrature axis controllers in a rotating reference frame strategy.

TABLE II: Control parameters of AC MG’s DGs.

Parameter Value Parameter Value Parameter Value
ωc 62.83 kΩ 0.3 kQ 0.3
m 1.9e-4 kE 7e-3 β 6e-3
n 1.9e-2 kλ 2.0

* The rest of the parameters are the same as Table II

TABLE III: Control parameters of AC MG’s DGs used for
DAPI comparison.

There are three groups of studies for simulations. A first
analysis is realized concerning a comparison between the
proposed control algorithms, i.e. the finite-time protocol of
(11)-(12) as well as its linear variation ({α, β, γ} = 1), and
the reported strategy in [18]. The controller in [18] is selected
because it uses a simple and validated structure, initially
proposed by [13]. For the implementation, it is changed the
original control variable Qp.ui to Ψi. It is also considered only
one DG to realize the comparisons.

A second analysis is carried out using the simulation of the
proposed finite-time protocol in (11)-(12). It is analyzed how
the DGs behaves in different operation conditions.

A third analysis consists of comparing the performance of
the distributed secondary controllers when using either the
proposed RMC power-sharing or the conventional reactive
power-sharing, i.e. (Qp.ui = Qp.uj ∀i, j ∈ N ). For simplicity,
it is shown the comparison using only the asymptotic version
of the controllers in (3), (11) and (12) ({α, β, γ,Ω} = 1)

For the above analyses, there are two operation cases
simulated, they are Load Changing and Plug & Play
operations.



Fig. 1: Control scheme over the i-th DG in AC MG

Case 1: Load changing operation. Here a controlled
load impact is made, in such a way that the MG presents a
noticeable change in the power supplied by the units, and
thus to be able to study the performance of the controller
in transient states. The amount of the load impact varies
depending on the test and simulation model.

Case 2: Plug & Play operation. The behaviour of the MG
against the disconnection and re-connection of DGs is studied.
In particular, the failure of only one unit at a time will be
considered. This involves DG3 unit failing and disconnecting
from the network; Then, the communications matrix is updated
to avoid instability of the system. The failure contemplates
that the local controller loses all the values stored in the
memory of its integrators. For unit re-connection, the voltage
measurement after the contractor is considered to refer to the
internal voltage loop. Also, it is included a synchronization
stage through a PLL which is in charge of synchronizing the
voltage generated before the PCC.

IV. RESULTS

A. Comparison with benchmark strategy

1) Case 1: Load changing operation: The results in Fig.
2 suggest that the finite-time algorithm improves the conver-
gence when compared with the linear consensus. Respecting
the DAPI, it shows a similar convergence than the linear
version of the proposed protocol, excepting for the voltage
loop. This is because DAPI deals with a trade-off between
reactive power sharing and voltage restoration, therefore, a
reduction in voltage settling-time deteriorates the reactive
power-sharing between DGs. This issue is partially solved by
the use of voltage observer in the proposed controller.

2) Case 2: Plug and Play operation: The graphs of the
Fig. 3 show an over-effort on the part of the DAPI controller

to overcome the re-connection of a unit. It is important to
note that the re-connection takes part with the secondary
controller activated in these tests. In addition, the incoming
DG does not know the IC, since in the disconnection a
reset of its values is carried out in order to simulate realistic
conditions. Although they can be developed more elaborate
communication protocols that acquire the IC measurement in
advance to reduce the transient, this test demonstrates the
inability of the DAPI controller to overcome by its own this
difficulty, unlike the other strategies proposed in this thesis.
Moreover to the above, figures a) and c) again show, as
in the case of load impact, a slow transient response from
t = 25[s] where the DG3 unit is disconnected and the other
DGs experiments a virtual load impact.

Regarding the inclusion of the finite-time protocol, its con-
tribution is noted again. From Fig. 3, it is possible to see that
the transients of the finite-time protocol are smoother, as seen
in the case of the load impact. This result allows validating
previous results obtained in other works such as [22], where
it is shown that the inclusion of finite-time algorithms in the
feedback benefits the convergence time.

B. Performance of proposed controller
1) Case 1: Load changing operation: Fig. 4 shows the

results with load impacts. At t = 15 [s] a load impact occurs
at Z3, then at t = 25 [s] an opposite load impact occurs,
recovering the initial condition. The curves depicts a fast
cooperative control action to redistribute the power before
changes in demand. The settling time for the controls are
around the second, with the voltage control being the slowest
of them. In the cases of frequency and average voltage, both
return to their nominal values after transients. Similarly, the
variables of IC and RMC are synchronized between DGs in
the steady-state, achieving new consensus values after the load
variations.



Fig. 2: Simulation comparison of DG1 for the consensus protocols in [18] and (11)-(12) (including its asymptotic version)
under a load impact

Fig. 3: Simulation comparison of DG1 for the consensus protocols in [18] and (11)-(12) (including its asymptotic version)
under a plug & play operation

2) Case 2: Plug and Play operation: Fig. 5 shows the
results of the plug & play. At t = 35 [s] the disconnection
of DG3 occurs, then at t = 45 [s] the unit reconnects.
The curves show adequate behaviour of the control strategy.
The remaining units are capable of supplying the necessary
power and the contributions of active and reactive power are
redistributed according to the cost parameters of each DG. As
in the case of load impact, transients recover quickly within
one second.

C. Comparison between reactive power control goals
1) Case 1: Load changing operation: From Fig. 6, it can

be observed that under load impact the control effort produced
by the conventional power-sharing strategy produces an in-
creased transient oscillation in both active and reactive powers,
conversely to the proposed strategy of RMC. Therefore, it is
suggested that the conventional reactive power-sharing reduces
the feasible control bandwidth of the IC consensus when
compare with an RMC power-sharing strategy.

2) Case 2: Plug and Play operation: The behaviour de-
scribed for the load impact case can be also noticed in the
plug & play operation, Fig.7, where the re-connection of the
DG3 in the MG produces a sudden power variation that is
greater in magnitude and oscillating when the conventional
reactive power-sharing is used. It is worth noting that the
latter issue can be avoided delaying the activation of secondary
control of the re-connecting unit or using virtual impedance
compensation techniques reported in the literature, like the
soft-starter shown in [19].

V. CONCLUSIONS

From simulations, it can be seen that the proposed strategy
is capable of reaching the consensus of IC and RMC simul-

taneously, without producing oscillations or negative effects
on the secondary control loop. These results give rise for the
incorporation of new variables, as operating cost components
and opportunity costs related to the supply of reactive power,
in the distributed optimal dispatch; In particular, it benefits the
reactive power-sharing based on cooperative control of DGs
within an isolated AC MG, which does not perform an actual
optimization problem in hardware.
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