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ABSTRACT Small productive processes (SPPs) have recently emerged as attractive alternatives to contribute
to the socio-economic development of communities, primarily in rural contexts. However, SPPs have a
complicated electrical behavior involving the interaction between various types of loads, such as, con-
ventional, and complex ones. Further, the SPPs generally include voltage-dependent loads, which may
increase/decrease the load consumption. Thus, these characteristics make the integration of the SPPs
into energy management systems (EMSs) for microgrids a challenging task. This work proposes a novel
integration of the SPPs into an EMS considering the SPPs’ voltage sensitivity and complexity. For this
purpose, we enhanced a previously proposed extended multi-zone ZIP load model (EMZ-ZIP) to be
integrated into a convex AC multi-nodal EMS approach. The latter was formulated based on invertible
nonlinear convex transformations and a binomial approximation method. The associated framework was
assessed using a modified 9-bus test system with the characteristics of a low-voltage isolated microgrid with
the integration of an SPP. The results demonstrate that the microgrid operation exhibits better technical and
economic performance when the EMZ-ZIP model is an integral part of the EMS. In addition to an operating
cost reduction of approximately 5% when considering voltage dependency, relevant practical advantage in
scenarios of work shift and solar radiation variability are also presented. These results were compared with
those obtained using other approaches like the time-variant ZIP and the constant power model.

INDEX TERMS Convex optimization, energy management system, microgrid, multi-zone ZIP load model,
small productive processes.

NOMENCLATURE
SUBSCRIPTS AND SETS
b ∈ B Battery energy storage system.
g ∈ G Thermal generator.
k ∈ K Scheduling time horizon, K = {1, . . . ,K }.
n ∈ N Load center.
ω ∈ � Set of small productive processes’ active

devices.
r, s ∈ B Set of system buses.
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approving it for publication was Qiang Li .

PARAMETERS
APV Total photovoltaic plant surface.
B Line conductance.
Cg Generation costs of g-th thermal generator.
Cb Operating costs of b-th battery unit.
CUS Cost of the unserved power in the system.
E initb Initial stored energy by the b-th battery unit.
Eminb , Minimum and maximum allowed values
Emaxb of energy stored by the b-th

battery unit.
G Line susceptance.

69010
This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License.

For more information, see https://creativecommons.org/licenses/by-nc-nd/4.0/ VOLUME 10, 2022

https://orcid.org/0000-0003-2701-0746
https://orcid.org/0000-0002-7508-0944
https://orcid.org/0000-0002-1747-4021
https://orcid.org/0000-0002-1899-2808


D. Espin-Sarzosa et al.: Integration of SPPs Into an EMS for Microgrids

Pming , Minimum and maximum limits of active
Pmaxg power generated by the g-th

thermal generator.
Pmaxch,b, Maximum charging and discharging allowed
Pmaxdis,b values of active power of the b-th

battery unit.
PL,n Load consumption in the n-th load center

of the system.
P0,ω Nominal active power of the ω-th active

device of the small productive process.
R Line resistance.
Smaxr,s Maximum limit of apparent power of lines.
V0 Nominal voltage.
Vmin
r , Minimum and maximum limits of voltages
Vmax
r at the r-th bus.

X Line reactance.
Ybus Admittance matrix.
ZIPω ZIP load model of the ω-th active device of the

small productive process.
α1,ω Constant-impedance characteristic of the ω-th

active device of the SPP.
α2,ω Constant-current characteristic of the ω-th

active device of the small productive process.
α3,ω Constant-power characteristic of the ω-th

active device of the small productive process.
I(Yr,s) Imaginary part of the admittance matrix.
1k Duration of time sub-period k .
ηchb , η

dis
b Battery energy storage’s charging efficiency

and discharging efficiency.
ηPV Solar panel efficiency.
R
(
Yr,s

)
Real part of the admittance matrix.

vming , Minimum and maximum volume of the fuel
vmaxg tank of the g-th thermal generator.
9 Solar radiation.

VARIABLES
Eb Energy stored in the b-th battery unit.
Efinalb Final energy stored by the b-th battery unit.
Ir,s, Auxiliary variables for the convex
Tr,s transformation of network constraints.
Pg Active power of the g-th thermal generator.
Pb Injected/consumed active power by the b-th

battery unit.
Pchb , Charging and discharging power of
Pdisb the b-th battery unit.
Pflex Nominal active power of the flexible

component.
PDG,m Active power supplied by the m-th

distributed generator.
PUS Unserved power in the system.
PPV Active power provided by the PV plant.
Pr ,Qr Difference between generated and demanded

power at the r-th bus.
Pr,s,Qr,s, Active, reactive, and apparent power
Sr,s from bus r to bus s.

Plossr,s , Active and reactive power losses
Qlossr,s of system lines.
PSPP, Active and reactive power consumed by
QSPP the small productive process.
Qg Reactive power of the g-th thermal generator.
ur Auxiliary variable for voltage squared at the r-th

bus.
vg Volume of the fuel tank of the g-th thermal

generator.
V Measured voltage.
Ṽ Ratio between measured voltage and nominal

voltage.
Vr Voltage at bus r .
ychb , Charging and discharging binary variables
ydisb of the b-th battery unit.
ZIPflex Flexible component of the extended multi-zone

ZIP load model.
α̃1 Constant-impedance characteristic of the flexible

component.
α̃2 Constant-current characteristic of the flexible

component.
α̃3 Constant-power characteristic of the flexible

component.
δω Contribution of the ω-th active device to the total

load consumption of the small productive
process.

ζr,s Current flowing through the system lines.
`r,s Current squared.
θr Angle at the r-th bus.
ψ Time zone.

ACRONYMS
AC Alternating Current.
ANN Artificial Neural Network.
BAM Binomial Approximation Method.
BESS Battery Energy Storage System.
CLP Chilean Pesos.
CP Constant-power load model.
DC Direct Current.
DER Distributer Energy Resources.
DG Distributed Generator.
DGU Diesel Generator Unit.
EMS Energy Management System.
EMZ-ZIP Extended Multi-Zone ZIP load model.
GO Global Optimization.
LV Low voltage.
MG Microgrid.
MILP Mix-integer Linear Programming.
MPPT Maximum Power Point Tracker.
NG Nanogrid.
PUE Productive Use of Energy.
PV Photovoltaic.
RES Renewable Energy Sources.
SDG Sustainable Development Goals.
SOCP Second-order Cone Programming.
SPP Small Productive Process.
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TAM Taylor series Approximation Method.
TV-ZIP Time-variant ZIP load model.
VPP Virtual Power Plant.
VSC Voltage Source Converter.
ZIP Constant-impedance, constant-current and

constant-power characteristics of a load.

I. INTRODUCTION
Small productive processes (SPPs) have recently emerged
as appealing alternatives to contribute to the socio-economic
development of communities, especially in rural contexts
[1], [2]. This is due to their efficient use of the productive use
of energy (PUE). Additionally, SPPs have included renewable
energy sources (RES) [3], [4] tomitigate the effects of climate
change. Further, due to their scalability, competitive invest-
ment costs and flexible operation [5], microgrids (MGs) have
been one of the most popular choices for taking advantage of
local RES [6]. For these reasons, both SPPs and MGs play
a key role in contributing to the United Nations’ sustainable
development goals (SDG) [7].

PUE can be defined as ‘‘agricultural, commercial, and
industrial activities involving electricity services as a direct
input to the production of goods or provision of services’’ [8].
In developing countries, typical examples of PUE can be
found in agro-processing, different manufacturing industries,
for instance, welding, tailoring, among others [1]. In this con-
text, SPPs can be defined as small manufacturing industries
that aim to increase the income and productivity of people in,
primarily rural communities, along with achieving the SDG.

Due to the previously mentioned benefits, several initia-
tives have been around the world to further explore the use
SPPs. In [9], the authors present some examples of the SPPs
that provide economic benefits to people in rural communi-
ties. For example, ice making, milling, carpentry, egg incu-
bation, and water treatment. In [1], a description of other
examples of SPPs such as grain milling, carpentry, tailoring,
welding, among others, is provided. Moreover, in [10], the
authors summarize examples of several SPPs worldwide,
primarily in developing countries, that have helped the local
communities in a socio-economic manner. In Chile, sev-
eral solar-based SPPs have been installed in the northern
part of the country. For instance, camelid fiber process-
ing [11], farming of river shrimp, processing of agricultural
products, among others [12]. Those SPPs have a complex
electrical behavior involving the interaction between various
types of loads [13]. Further, SPPs generally include voltage-
dependent loads, which may change the expected load
consumption [14].

MGs are generally low-voltage (LV) electrical systems that
comprise distributed energy resources (DER) (e.g., diesel
generators, micro-turbines, fuel cells, photovoltaic (PV)
plants, etc.), storage units (e.g., batteries, flywheels, etc.), and
loads [15] (e.g., conventional, flexible, and more recently,
the SPPs [4]), which operate locally as a single controllable
entity [16]. A MG can operate in either on-grid or off-grid
mode. In on-grid mode, the main grid maintains its frequency

and voltage within normal operating ranges. While in off-
grid mode (islanding), the local generation units perform the
frequency and voltage control of the MG. Islanding MGs
are typically weak networks that can suffer from voltage
fluctuations [17]. During islanding mode, the frequency and
voltage in the MG is prone to more fluctuations due to power
balance mismatches [18]. Besides, regardless of the operation
mode,MGs present a lowX/R ratio. Thus, load variations and
the variability of RES injections can significantly impact the
voltage profile [19].

Based on its previous definition, an SPP comprises of a
complex cluster of loads associated to a specific location and
industrial process. Thus, it does not require local distributed
generation (DG). Nevertheless, some SPPs may include DG
and storage units. In the latter case, as shown in Fig. 2,
an SPP has certain relationships with other systems such as
MG, nanogrid (NG), and virtual power plant (VPP). When
an SPP includes local generation, storage, and the capability
of autonomous operation, it can be considered as a MG.
In the case of an SPP for a very small manufacturing process
with MG capabilities (local controller) it can be considered a
NG [20]. Finally, if one or several SPPs contain local genera-
tion and storage they can also participate and be coordinated
as part of a VPP. In this case, they will be managed by an
energy management system (EMS) which is the heart of the
VPP [21].

The bulk power system, and primarily the MGs, will
include more and more diverse electrical loads, from small
local applications to complex structures (i.e., SPPs) that
will integrate different types of activities (domestic, indus-
trial processes, etc.) This future scenario is exemplified
in Fig. 1. In addition, the concept of networked MGs
(i.e., two or more MGs connected to the main grid) has
emerged as an attractive alternative to solve the seamless tran-
sition and grid-connected operation of numerous and various
distributed energy sources [22]. In this context, there areMGs
that can be used for residential, commercial, and industrial
purposes [23]. Therefore, having a better understanding and
representation of their internal loads will contribute the EMS
make better decisions [22] to assist the decision maker and
the system tools.

An EMS is responsible for determining the optimal (near
optimal) operating set points of dispatchable units in aMG [5]
by solving a unit commitment and/or an economic dispatch
problem [24]. For this purpose, an EMS considers differ-
ent information such as load forecasting, power generation
available from DER, energy available from storage, weather
forecasts, energy prices, etc. [25]. However, when having
complex loads (i.e., SPPs), their representation and integra-
tion into an EMS is a challenging task.

For example, in [26], an EMS that manages the operation
of a MG and considers a small copper mining process is
proposed. In [27], the scheduling of units in a rural MG
that includes residential loads, and an agricultural produc-
tion process is presented. The authors in [28] present the
design of the operation of a MG, based mainly on solar
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FIGURE 1. Future electrical systems including SPPs.

FIGURE 2. Relationships graph.

energy, to supply electric power in aquaculture processes
for communities in southern Bangladesh. In [29], an EMS
approach is proposed for a MG containing several DG units,
residential loads, and production processes. In [14], the
authors present an EMS to promote self-consumption in
productive processes. The loads of the productive process
of all the aforementioned works were represented through a
constant-power (CP) load model. However, in general SPPs
comprise of voltage-dependent electric loads [14]. Thus, volt-
age variations in a MG between the normal operating range
(i.e., 1 p.u.±5%) [30] may considerably increase or decrease
the power consumption of SPPs. For instance, a 5% reduction
in voltage can reduce the power consumption of residential
loads by approximately 7.6% [31].

Despite the fact that there is extensive research in the field
of voltage-dependent load modeling in MGs [30], [32], [33],
little attention has been paid to integrating them into SPPs
and EMSs. In this context, voltage-dependent models, such as
the exponential approach, were proposed in EMS [30], [34].
However, the authors in [13] showed that these models may
not be suitable to represent the complex characteristic of
SPPs. Additionally, a time-variant ZIP (TV-ZIP) load model
was considered in [35]. However, this work assumed certain

parameters are already known and did not address the inte-
gration of SPPs into an EMS. More recently, in [13] we pre-
sented an extended multi-zone ZIP (EMZ-ZIP) load model,
which showed a better performance to represent the complex
behavior and the voltage sensitivity of the SPPs compared
to other approaches. Nevertheless, the full integration of this
approach with the EMS was out of the scope of this work.
In fact, the change in load modelling can affect the strategy
of the EMS in the following ways, e.g., i) reference voltage
for DG and storage units for the voltage profile management,
and ii) active and reactive power setpoints of dispatchable
resources.

Moreover, the understanding of operation logics of this
type of complex entities (i.e., SPPs) will lead to better estima-
tions of the consumption required for the optimal operation
and planning of future MGs [36]. For instance, an overesti-
mation of consumption could lead to more costly investment
decisions and operational expenditures.

To the best of our knowledge the full integration of SPPs
into EMSs considering their voltage sensitivity feature and
complex behavior is not covered in previous works. One of
the reasons that may explain this gap is the introduction of
non-convexities in the modeling and the level of information
required when the voltage dependency and the realistic repre-
sentation of the production activities of SPPs are considered.

In this paper, we overcome the aforementioned limita-
tions; thus, we proposed an integration of the SPPs into
an AC EMS considering the SPPs’ voltage sensitivity. For
this purpose, the EMZ-ZIP [13] previously proposed by the
authors is considered. This SPP load model has a zoning
feature that contributes to manage changes in production
activities expected in practical operating scenarios. More-
over, the EMZ-ZIP model involves the introduction of non-
convexities in the mathematical formulation of the EMS.
Thus, a convex approximation of the EMZ-ZIP is derived to
tackle this challenge.
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The main contributions of this work are as follows:
i) To the best of our knowledge, this is the first work

that integrates SPPs into an EMS approach considering the
complex behavior and sensitivity to voltage variations of
SPPs.

ii) A novel analysis framework is proposed that integrates
SPPs in EMS-MG solutions and provides a better understand-
ing of the consumption of energy required for the optimal
operation and planning of future MGs.

iii) Both the previous EMZ-ZIP load model and the param-
eter identification procedure presented in [13] have been
improved. In the former, the model structure was modified
by adding a flexible term to better represent the complex
behavior of SPPs. In the latter, McCormick’s inequalities plus
a global optimization (GO) approach are used to identify the
parameters of the EMZ-ZIP.

iv) Proposes a zone transition analysis approach to deter-
mine the current operating zone candidate for the SPP. This
is convenient to address practical operating scenarios such as
changes in the scheduling of SPP production activities and
expected variability in the solar radiation profile.

To validate the proposed integration methodology, it was
applied to test the system that represents a LV isolated MG,
which has a low X/R ratio and the integration of an SPP. The
results of the technical and economic operation are analyzed
to evaluate the performance of the MG when the EMZ-ZIP
model is an integral part of the EMS. Furthermore, for com-
parison purposes, the CP and the TV-ZIP model were used
to represent the SPP and were also integrated into the EMS.
Note that the abbreviation ‘‘ZIP’’ refers to the representation
of a load by its constant-impedance ‘‘Z,’’ constant-current
‘‘I,’’ and constant-power ‘‘P’’ characteristics [37].

The rest of the paper is organized as follows: Section II
presents the proposed framework and methodology.
Section III develops the case study, the results, and discus-
sion validating the proposed integration of the SPP into an
AC EMS approach. Finally, Section IV highlights the main
conclusions of this work.

II. PROPOSED METHODOLOGICAL FRAMEWORK
A. GENERAL DESCRIPTION
To integrate the SPPs into an EMS approach we consider the
proposed methodological framework which comprises five
main stages depicted in Fig. 3.

In stage 1, a database is established which provides the
input information for the following stages. In stage 2, the
EMZ-ZIP load model which captures the complex behavior
and the voltage dependency feature of the SPPs is devel-
oped. Next, once the EMZ-ZIP model has been established,
a parameter identification procedure is performed in stage 3.
The integration of the SPP model (i.e., the EMZ-ZIP) into
an EMS based on a convex transformation and a time zone
strategy is addressed in stage 4. Finally, the MG operation
based on the proposed EMS integration and a timetable is
carried out in stage 5.

Stages 1, 2 and 3make use of a previous work developed by
the authors [13]. Nevertheless, additional improvements and
adaptations are incorporated in this work. The description of
the stages presented below is focused on these new features.
Please refer to our previous work [13] for further details.

In stage 1 we enhanced the content of the ZIP load mod-
els database by incorporating information from new devices
that may belong to the SPPs. In stage 2, we modified the
structure of the EMZ-ZIP model [13] expressed in (1)-(6)
by incorporating a flexible generic component (see (3)) to
better represent the complex behavior of SPPs. Further, the
determination of time zones for the representation of the
production process of an SPP is based on the information
obtained from the surveys and once identified they remain
fixed. However, to have a more accurate time zone deter-
mination, we considered an ANN as classification technique
[38], [39], and weather variables (e.g., wind speed, ambient
temperature, solar irradiation, etc.) as input data for the ANN.

It should be noted that other alternatives exist for the pro-
posed classification. For example, a review including logistic
regression, decision trees, support vector machines, among
others is presented in [38]. However, according to [39],
ANN performs better in terms of accuracy for classification
purposes.

For illustrative purposes, let us consider a basic example
where an SPP is composed by three devices (cooler, heater,
and water pump) represented by ZIPcooler , ZIPheater and
ZIPpump, respectively. Then, after applying the ANN to the
daily active power profile shown in Fig. 4, three operating
zones with their respective active devices are determined.
Note that the profile depicted in Fig. 4 is illustrative, however,
it is also based on practical experience regarding the actual
operation of an SPP installed in Chile [3].

After the time zones have been determined, this informa-
tion is used in stage 3 for the identification of parameters of
the following EMZ-ZIP model,

P(k) = ZIPflex(Ṽ (k))+
∑
ω∈�ψ

δω(k)ZIPω(Ṽ (k))

(1)∑
ω∈�ψ

δω(k) ≤ 1 (2)

ZIPflex(Ṽ (k)) = Pflex(k)(α̃1(k)Ṽ 2(k)+α̃2(k)Ṽ (k)+α̃3(k))

(3)

ZIPω(Ṽ (k)) = P0,ω(α1,ωṼ 2(k)+ α2,ωṼ (k)+α3,ω) (4)

Ṽ (k) = (V (k)/V0) (5)

α̃1(k)+ α̃2(k)+ α̃3(k) = 1 (6)

where, P(k) represents the total load (active power) at time
step k, ZIPflex(Ṽ (k)) represents the flexible component of the
EMZ-ZIP load model for which it is necessary to identify
all its parameters. It should be noted that ZIPflex(Ṽ (k)) is
not part of the aggregate consumption as presented in [13].
This improvement enables a better representation of the com-
plex behavior of SPPs because the ZIPflex(Ṽ (k)) models the
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FIGURE 3. Methodological framework for integrating the SPPs into an
EMS approach for MGs.

FIGURE 4. Determined operating zones and active devices in each zone.

consumption of SPP devices for which the ZIP parameters
are not known. δω(k) represents the contribution of the ω-
th active device to the total power consumption of the SPP.
δω(k) can assume values between 0 and 1, where the former
indicates that a device is not active while the latter indicates
that the device is contributing all its power to the total SPP
consumption. Pflex(k) stands for the nominal active power
of the flexible component at nominal voltage, V (k) is the
measured voltage at time step k; α̃1(k), α̃2(k), α̃3(k) represent
the load features of constant-impedance, constant-current,
and constant-power of the flexible component, respectively.
Additionally, the term �ψ

(
� ∈ Z+

)
denotes the number of

SPPs’ active devices in each time zone ψ . It is worth noting

that the use of the time zone approach avoids the presence
of integer variables in the parameter identification model.
Thus, ZIPω(Ṽ (k)) represents each active device of the SPP
in a specific time zone ψ for which its ZIP coefficients
(i.e., P0,ω, α1,ω, α2,ω, α3,ω) are already known [13].
Consequently, solely the identification of its contribution
(i.e., δω) is needed. It should be noted that, for reactive power
representation, an analogous procedure can be used.

In stage 3 we further improved the EMZ-ZIP param-
eter identification procedure by using a GO approach to
increase the probability of reaching the global optimum [40].
In this sense, the Global-Search algorithm [41] and the local
solver fmincon of MATLAB R© [42] are used in this work.
Further, the GO approach is highly dependent on the starting
point [43]. Thus, it may not be desired that a starting point
be close to a non-feasible or local stationary point. Conse-
quently, we used the McCormick’s inequalities [44], [45] to
determine the starting point for the GO approach.

For a better understanding, the description of stage 4 has
been split into the following three subsections: subsection B
describes the derivation of the mathematical formulation of
the EMS approach, subsection C presents the convexifica-
tion of the EMZ-ZIP model, and subsection D presents the
integration of the model representing the SPPs into the EMS
approach. Finally, the description of MG-EMS operation
(i.e., stage 5) is presented in section E.

B. EMS GENERAL APPROACH
The economic operation is carried out by the EMS consid-
ering the minimization of the overall MG operating costs
for a given time horizon K . It is formulated through a mix-
integer linear programming (MILP) [46]–[51] as presented
in (7)-(19).

minimize
Pg(k),Pb(k),PUS (k)

∑
k∈K

∑
g∈G

CgPg(k)

+

∑
b∈B

CbPb(k)+ CUSPUS (k)

)
1k (7)

Subject to :
∑
g∈G

Pg(k)+
∑
b∈B

Pb(k)+ PUS (k)

=

∑
n∈N

PL,n(k)−
∑
m∈M

PDG,m(k) (8)

vming ≤ vg(k) ≤ v
max
g (9)

Pming ≤ Pg(k) ≤ P
max
g (10)

Pb (k) = ηdisb Pdisb (k)−
Pchb (k)

ηchb
(11)

0 ≤ Pchb (k) ≤ Pmaxb,chy
ch
b (k) (12)

0 ≤ Pdisb (k) ≤ Pmaxb,disy
dis
b (k) (13)

ychb (k)+ y
dis
b (k) ≤ 1 (14)

ychb (k) , ydisb (k) ∈ {0, 1} (15)
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Eb (k) = Eb (k − 1)+1k
Pchb (k)

ηchb

− 1kη
dis
b Pdisb (k) (16)

E initb = Efinalb (k) (17)

Eminb ≤ Eb(k) ≤ Emaxb (18)

PUS (k) ≥ 0 (19)

where 1k represents the duration of time sub-period k;
Cg and Pg(k) denote the generation cost and the active power
provided by the g-th thermal generation unit, respectively;
Cb represents the operating cost of the battery. Pb(k) is the
power of the battery, assuming a positive value when the
battery is injecting power to the MG, and a negative value
when the battery is in charging mode. PUS (k) and CUS stand
for the unserved power and the cost of the unserved power
in the system, respectively; PL,n(k) is the load consumption
in the n-th load center of the system; PDG,m(k) denotes the
active power supplied by the m-th DG unit (e.g., PV plant,
wind turbine, etc.) Likewise, vg(k), vming and vmaxg denote the
volume at time step k , minimum and maximum volume of
the fuel tank of the g-th thermal generator; Pming and Pmaxg are
the minimum and maximum limits of active power generated
by the i-th thermal generator.
Equation (16) represents a simplified inter-period bal-

ance model of the battery [46]. Where Eb(k) represents the
total energy stored in the battery. The power Pchb (k) and
Pdisb (k) are used when the battery is charging and discharg-
ing, respectively. The parameters ηchb and ηdisb are used to
represent the charge and discharge energy efficiencies of
the battery, respectively. ychb (k) and ydisb (k) are the binary
variables related to each mode of operation of the b-th battery
unit. Equation (14) ensures that only one mode of operation
(i.e., charging and discharging) of the b-th battery is active
for a specific period. Pmaxch,b and Pmaxdis,b denote the maximum
charging and discharging allowed values of active power of
the b-th battery; Eminb and Emaxb represent the minimum and
maximum allowed values of energy stored by the b-th battery
unit, respectively. E initb and Efinalb (k) represent a reference
energy value and final energy stored by the b-th battery unit.
It is evident that the EMS formulation in (7)-(19) only

considers the active power balance between generation and
consumption. However, since the network model is not
considered, it is not possible to guarantee that the power
scheduled and produced by the generation units will be trans-
ferred to the electricity consumption centers [24]. Indeed,
the network’s constraints are required to achieve a MG oper-
ation within the operating voltage limits and power losses
restriction [52], [53]. Moreover, because bus voltages are
not considered in the EMS formulation above, the voltage
sensitivity of the SPPs cannot be fully represented.

Consequently, to address the challenges mentioned above,
the network’s constraints are added to the EMS formulation.
The MG line model consists of the single-line equivalent
circuit illustrated in Fig. 5.

FIGURE 5. MG line model.

If the line power flows from bus r to bus s; then, Sr,s,
Pr,s and Qr,s represent the apparent, the active, and the
reactive power flowing through the line. Then, the admittance
matrix that comprises the complex rectangular representation
of all MG line admittances (conductance and susceptance) is
denoted as follows:

Ybus = G+ jB (20)

where, G and B represent the conductance and the suscep-
tance, respectively. Additionally, expressing the bus voltages
through their polar form as in (21).

V̂r =
∣∣∣V̂r ∣∣∣ 6 θr (21)

Moreover, for the simplicity in notation let Vr =
∣∣∣V̂r ∣∣∣.

Then, the resulting active and reactive powers injected at
an arbitrary bus r of the system [54] are expressed as
in (22)-(23).

Pr (k) = V 2
r (k)Gr,r +

∑
s∈B
s6=r

[
Vr (k)Vs (k)Gr,s

× cos (θr (k)− θs (k))+ Vr (k)Vs (k)Br,s
× sin (θr (k)− θs (k))] (22)

Qr (k) = −Vr 2 (k)Br,r −
∑
s∈B
s6=r

[
Vr (k)Vs (k)Gr,s

× cos (θr (k)− θs (k))− Vr (k)Vs (k)Br,s
× sin (θr (k)− θs (k))] (23)

where B is the set of buses in the MG, Pr (k) and Qr (k)
represent the difference between generated and demanded
power at the r-th bus,Vr (k) is the voltage at the r-th bus, θr (k)
represents the voltage angle at the r-th bus. Note that, expres-
sions in (12)-(15) and (22)-(23) are non-convex because
they involve integer variables and trigonometric functions
(i.e., sine and cosine), respectively. Further, the active and
reactive power balance could be achieved through several
values of Pr (k), Qr (k), Vr (k) and θr (k). To efficiently
integrate the network equations into the mathematical for-
mulation of the EMS it is required to express them in their
convex equivalents. For this reason, we considered the convex
approximation proposed in [55].

Power losses are caused because active and reactive cur-
rents flow through the lines (i.e., ζr,s). For notation simplicity,
let us define `r,s =

∣∣ζr,s∣∣2. Then, the current expression is
illustrated in (24) and the line active (Plossr,s (k)) and reactive
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(Qlossr,s (k)) power losses are expressed in (25) and (26) [56],
respectively.

`r,s (k) =
P2r,s (k)+ Q

2
r,s (k)

V 2
r (k)

(24)

Plossr,s (k) = `r,s (k) ·R(Yr,s) (25)

Qlossr,s (k) = `r,s (k) · I(Yr,s) (26)

Further, by following [55], the expressions below are
defined:

Ir,s (k) = Vr (k)Vs(k) cos (θr (k)− θs(k)) (27)

Tr,s (k) = Vr (k)Vs(k) sin (θr (k)− θs(k)) (28)

ur (k) =
V 2
r (k)
√
2

(29)

By substituting Ir,s (k), Tr,s (k) and ur (k) and including
(24)-(25) in (22)-(23), respectively, we obtain:

Pr (k) =
√
2 Gr,rur (k)+

∑
s∈B
s6=r

[
Gr,sIr,s (k)+ Br,sTr,s (k)

]

+

∑
s∈B
s6=r

Plossr,s (k) (30)

Qr (k) = −
√
2 Br,rur (k)−

∑
s∈B
s6=r

[
Br,sIr,s (k)− Gr,sTr,s (k)

]

+

∑
s∈B
s6=r

Qlossr,s (k) (31)

Next, by considering the properties of sin (x) and cos (x)
the following relations can be derived:

Ir,s (k) = Is,r (k) (32)

Tr,s (k) = −T s,r (k) (33)

2ur (k) us(k) = I2r,s (k)+ T
2
r,s (k) (34)

Nevertheless, the expressions in (24) and (34) need to
be transformed into their conic programming formats; thus,
by following [57] we get:

`r,s (k) ur (k) ≥ P2r,s (k)+ Q
2
r,s (k) (35)

2ur (k) us(k) ≥ I2r,s (k)+ T
2
r,s (k) (36)

On the other hand, by adding Plossr,s (k) in (8) yields
(37). Besides, since network constraints are considered and
these involve reactive power, it is also required to con-
sider the reactive power balance equation (38) in the EMS
formulation.∑

g∈G

Pg (k)+
∑
b∈B

Pb (k)+ PUS (k)

=

∑
n∈N

PL,n (k)+
∑
s∈B
s6=r

Plossr,s (k)−
∑
m∈M

PDG,m (k) (37)

∑
g∈G

Qg (k)+
∑
b∈B

Qb (k)

=

∑
n∈N

QL,n (k)+
∑
s∈B
s6=r

Qlossr,s (k) (38)

Additionally, the constraints of minimum and maximum
limits of bus voltages, and maximum power limits through
lines are expressed in (39) and (40), respectively.(

Vmin
r
)2

√
2
≤ ur (k) ≤

(
Vmax
r

)2
√
2

(39)∣∣Yr,s (ur (k)− us(k))∣∣ ≤ Smaxr,s (k) (40)

Consequently, the resulting convex AC multi-nodal EMS
optimization problem is formulated as follows:

minimize (7)

Subject to: (37), (38), (30), (31), (9)-(19), (35), (36), (39),

C. CONVEXIFICATION OF THE EMZ-ZIP LOAD MODEL
The EMZ-ZIP expressed in (1)-(6) involves the introduction
of non-convexities in the mathematical formulation of the
EMS due to the constant-current term of the flexible com-
ponent, which is non-convex because of the α̃2(k)Vr (k) =
α̃2(k)
√
ur (k) relationship after applying the convex approxi-

mation to the power flow equations [55]. Therefore, a convex
approximation for the EMZ-ZIP model is required. There
are two appealing methods in the specialized literature i) the
Taylor series approximation method (TAM) [30], and ii) the
binomial approximation method (BAM) [58]. It is important
to note that these convexification approaches are proved in
the cited references and are not part of this work. Therefore,
their integration does not require the proof of convergence,
but it does require an explanation as to how to apply them to
the proposed optimization problem.

Both alternatives can be valid for convexifying the
EMZ-ZIP load model. Nevertheless, to determine the most
appropriate method, we performed a comparative analysis.
This consists of a sensitivity analysis of the relative error
of the load representation. More concretely, we took each
parameter of the EMZ-ZIP model’s flexible component and
varied it by taking values from an interval (in this case
between 0.01 and 1.00 with a fixed step of 0.01). It should be
noted that, to fulfill (6), the difference is equally distributed
between the remaining two parameters.

For example, if we consider that the parameter α̃1(k) will
vary, then the resulting expression will be α̃1 (k) + α̃2(k)/
2+α̃3 (k) /2 = 1. Next, we vary the voltage between 0.85 p.u.
and 1.15 p.u. with a fixed step of 0.01 and analyze the relative
error between the original EMZ-ZIP model representation
and each of the two approximation methods (i.e., TAM and
BAM). For the sake of brevity, we only present the plots of
the sensitivity analysis for the constant impedance parameter,
as given in Fig. 6. In fact, TAM presents a maximum error
of around 3%, whereas the BAM presents a maximum error
of approximately 0.6%. In the case of the constant-current
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FIGURE 6. Results of the sensitivity analysis for the constant impedance parameter: (a) TAM and (b) BAM.

parameter (not showed in the Fig. 6, but also simulated),
the TAM and BAM exhibit a maximum error of 1.29% and
1.32%, respectively. In the case of the constant-power param-
eter, the BAM has a lower maximum error (0.22%) than the
TAM (0.43%). Consequently, the proposed approximation
does not affect the precision level of the results.

The BAM outperforms the TAM considering all the cases
analyzed in the sensitivity analysis; thus, this method is
selected to derive the convex approximation of the EMZ-ZIP
load model, and to integrate it into the EMS.

By applying the BAM to the EMZ-ZIP load model, the
resulting convex approximation of the EMZ-ZIP model is
formulated as follows:

PSPP(ur (k)) ≈ ZIPflex(ur (k))+
∑
ω∈�ψ

δω(k)ZIPω(ur (k))

(41)∑
ω∈�ψ

δω(k) ≤ 1 (42)

ZIPflex(ur (k)) = Pflex(k)
((
α̃1(k)+

α̃2(k)
2

)
ur (k)

+

(
α̃3(k)+

α̃2(k)
2

))
(43)

ZIPω(ur (k)) = P0,ω
((
α1,ω +

α2,ω

2

)
ur (k)

+

(
α3,ω +

α2,ω

2

))
(44)

It should be noted that the same procedure is applicable to
derive the reactive power expression, i.e., QSPP (ur (k)) of the
EMZ-ZIP load model.

D. INTEGRATION OF THE EMZ-ZIP INTO THE
EMS APPROACH
Once the EMZ-ZIP has been convexified, its integration
into the AC multi-nodal EMS is achieved by replacing

PSPP (ur (k)) and QSPP (ur (k)) in the energy balance expres-
sions (37), (38), and in the load flow expressions (30), (31).
Consequently, the resulting active and reactive power bal-
ance equations and load flow equations that integrate the
convex approximation of the EMZ-ZIP model are shown
in Appendix A1.

To avoid the integer variables in (12)-(15), the nonlinear
convex BESS model [59] or the convex relaxation proposed
in [52] can be considered. The resulting EMS optimization
problem is expressed as follows:

minimize (7)

Subject to: (9)− (19), (35), (36), (39), (40), (A1.1)-(A1.4)

Finally, it is important to note that the resulting EMS opti-
mization problem that integrates the EMZ-ZIP load model
is convex due to both the BAM applied to the EMZ-ZIP
model and the variable transformation used to convexify the
power flow constraints and storage. As a result of the above
procedure, the EMS became a second-order cone program-
ming (SOCP) optimization problem that can be efficiently
solved in a finite number of steps [60] which has a lower
computational complexity [61] that scales with the square-
root of the problem size [62], i.e., the number of decision
variables [63]. Therefore, these properties enable scalability
of the resulting EMS and a certain degree of flexibility for its
application in actual MGs and large-scale problems [61].

Fig. 8 summarizes the flow of information of the previously
described stages that are consistent with the methodolog-
ical framework depicted in Fig. 3. Firstly, the ANN uses
as inputs the weather data and SPP structure information
obtained from the surveys to determine the time zones (ψ)
for the EMZ-ZIP (stage 2 in Fig. 3). Secondly, the param-
eters

(
Pflex (k) , α̃1 (k) , α̃2 (k) , α̃3 (k) , δω(k)

)
of the EMZ-

ZIP model (1)-(6) are identified for each time zone using
the GO strategy (stage 3 in Fig. 3). Lastly, the EMS solves
the resulting optimization problem by integrating the convex
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FIGURE 7. Timetable of EMS operation.

FIGURE 8. Flow chart of the proposed approach.

approximations of the EMZ-ZIP model and determines the
operating setpoints (Pg (k) ,Qg (k) ,Vg (k) ,Pb (k) ,Vb (k))
for the MG dispatchable units (stage 5 in Fig. 3).

E. OPERATION OF MG-EMS
As stated above, the EMS is responsible for determining the
optimal (or near optimal) operating setpoints of the dispatch-
able units present in the MG. With this aim, the timetable in
Fig. 7 shows the procedures performed at each EMS run time.
At the beginning, i.e., at run time t0 the EMS is in safe mode.
Consequently, a set of predefined settings are stored in the
EMS, which is ready to execute a black-start procedure to
initiate the operation of the MG [64], [65]. For this purpose,
theMGgeneration units use their local controllers tomaintain
synchronism in the MG based among others on the droop
curves [66]. It should be noted that, at t0 stages 1, 2, and 3 in
Fig. 3 are already developed, which correspond to the EMZ-
ZIP model and the identification of its parameters.

Then, at run time t1 the EMS acquires the renewable gen-
eration and load forecasts except for the SPPs. At run time
t2, an EMS routine determines the current operating zone
candidate for each SPP based on the predefined zones (see
Fig. 4), the local time, and the operating zones determined
on stage 2 (see Fig. 3). To achieve this, the EMS routine
utilizes the available SPP consumption measurement each
time it arrives (e.g., 5, 10 minutes, etc.) and compares it with
the two load estimations (e.g., Zone 1 vs Zone 2 EMSZ-ZIPs)

in the transition period highlighted in red in Fig. 9. This is
done half an hour before and after the transition time. Next,
the zone with the lowest error (ε), based on the available
measurements, is selected for the SPP load forecast used by
the EMS in the transition period. Note that, the duration of
the transition period corresponds to a predefined value based
on the practical observations of an existing SPP. In t3, the
predefined zone definition is considered for the remaining
future time intervals.

FIGURE 9. Time zone transitions.

Further structural changes in the SPP behavior can be
managed by Analysis 1 and 2 blocks presented in Fig. 3. This
is a key aspect of the proposal that allows for more robust and
efficient management in the transitions between the zones.

Next, at run time t4 the EMS optimization problem is
solved. If the optimization problem converges, the procedure
follows to t5, otherwise the previous operating setpoints are
kept. In this run time (i.e., t5), the valid operating setpoints are
sent to the local controllers of dispatchable units in the MG.
Specifically, the voltage references and the power generation
references are sent using the communication links. It should
be noted that in full EMS procedure (t0-t5), there is a time dif-
ference of approximately 10 minutes. Additionally, in cases
of load perturbations (i.e., connection/disconnection), the
local controllers react first to maintain the balance between
generation and demand. Finally, at run time t6 the EMS
re-start its procedures and goes back to t1.

III. CASE STUDY
The proposed integration of the SPPs into an EMS approach
is tested and validated in a case study. This consists of
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FIGURE 10. Overview of the MG system including an SPP.

a 9-bus test system [67] (see Fig. 10) which was modified
to have the characteristics of a low-voltage MG, specially the
low X/R ratio [5]. The reference values of the lengths and
the X and R values of the MG feeders were taken from [68].
The 9-bus system was selected because its topology is sim-
ilar to the Huatacondo MG which is an actual isolated sys-
tem [46], [68] located in northern Chile. As can be seen in
Fig. 10, the MG comprises of two diesel-generators units
(DGU), three transformers, a PV generator (cos∅= 1) con-
nected to the system through an inverter, and three consump-
tion centers.

Following stages one and two described in Fig. 3, specific
information from the SPP process is obtained. In fact, in this
case, the SPP was coupled to the MG at bus 6, which consists
of a solar drying process (see Fig. 10). It comprises a pro-
cessing and drying center for fruits and other vegetables and
includes an electric heater, a fan, and auxiliary equipment.
It should be noted that the SPP is a complex cluster of
loads, while the MG is comprised of generation units, loads
(including the SPP in Fig. 10 as a complex load) and an EMS
to operate autonomously as a single entity.

The considered SPP is a continuous process during the
drying period which depends primarily on the air-drying
temperature, and humidity [69]. This SPP uses mostly solar
radiation to increase the internal temperature of the dryer.
On the one hand, during periods of poor solar contribution
(e.g., sunrise, sunset, night, cloudy days, etc.), the electric
heater is used to maintain the working temperature of the
drying process. On the other hand, during periods of high

solar contribution, the electric fan is activated primarily to
regulate the temperature of the drying process. Further, the
auxiliary electric loads are used by offices of the SPP for
administrative purposes. These activities are typically carried
out from 9:00 a.m. to 6:00 p.m. The SPP electric consumption
measurements are collected at the coupling point, as indicated
in Fig. 10.

The ZIP parameters for the heater are α1,heater = 0.92,
α2,heater = 0.10, α3,heater = −0.02, whereas for the fan
they are α1,fan = 0.26, α2,fan = 0.90, α3,fan = −0.16,
these parameter values were taken from [70]. In addition, the
P0 parameter values for the electric heater and the electric
fan are 2,000 W and 610 W, respectively. The P0 values of
auxiliary equipment can vary between 420 W and 800 W.
Those ZIP parameters are stored in the database, which is
created at stage 1 (see subsection II-A). Then, following the
procedure of stage 2 (see Fig. 3) [13] and considering (1)-(6),
the extended ZIP model for the case study is formulated as
follows:

P (k) = ZIPflex
(
Ṽ (k)

)
+ δ1(k)ZIPheater

(
Ṽ (k)

)
+ δ2(k)ZIPfan(Ṽ (k)) (45)

2∑
ω=1

δω(k) ≤ 1 (46)

ZIPflex(Ṽ (k)) = Pflex(k)
(
α̃1(k)Ṽ 2(k)+α̃2(k)Ṽ (k)+ α̃3(k)

)
(47)
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Note that δ1(k) represents the contribution of the heater
and δ2(k) represents the contribution of the fan to the power
consumption P(k). Besides, because the auxiliary equipment
may be turned on/off at any time (influenced by; for example,
people’s behavior, among others), the flexible component of
the EMZ-ZIPmodel will capture and represent their electrical
behavior.

By applying the ANN technique (see subsection II-A),
three operating zones were identified. Each zone is com-
prised of a set of active devices, e.g., in zone 1 the aux-
iliary equipment and heater are active, in zone 2 the fan
and auxiliary equipment may be active, and in zone 3 the
heater and auxiliary equipment are active again. After the
EMZ-ZIP load model for the case study has been defined,
the parameter identification for each zone is performed
considering the GO approach. The parameter identification
procedure is carried out each 10-minute period of a rep-
resentative day, i.e., 144 discrete time steps. Further, the
input data (i.e., voltage and power measurements) required
for the parameter identification procedure are obtained from
a simulator of the solar drying SPP, which was built in
MATLAB R©/Simulink R© based on the technical parameters
of an actual solar dryer used in this type of production pro-
cess [71]. Measurements taken every 10 minutes for 8 days
are considered, i.e., 1152 samples. From this dataset, mea-
surements of 7 days are used for the parameter identification
and the measurements of the remaining day are considered to
validate the parameter identification result. The GO approach
is implemented using the Global Optimization Toolbox of
MATLAB R© [72].
The convex AC multi-nodal EMS for the case study is

developed considering the EMS mathematical formulation
described in subsection II-D. In addition, the EMZ-ZIP
expressed in (45)-(47) is integrated into the EMS by using
the BAM (see subsection II-D).

The MG depicted in Fig. 10 is modeled in MATLAB R©/
Simulink R© using the SimscapeTM ElectricalTM Specialized
Power Systems blocks [42], which emulates the operation of
an actual MG. The electrical part of the DGU is represented
by a sixth-order state-space model [73]. The excitation sys-
tem and the governor of the DGU are based on the IEEE type
DC1A excitation system model [74], and the governor block
diagram presented in [75], respectively. The transformers are
represented by a three-phase two-winding transformer with
DY connection [54], [76]. The MG’s feeders are similar to
those of distribution networks; therefore, they can be repre-
sented through a series impedance model [54], [77]. The MG
loads, except for the SPP, are modeled as a balanced three-
phase load. Besides, the active and reactive power absorbed
by the load are proportional to the square of the voltage
applied at the load connection bus [78].

The PV plant model is based on a single-stage topology
where only one DC/AC converter is used to interface the
PV plant to the MG [79]. The DC/AC converter is modeled
as a voltage source converter (VSC) which has a decou-
pled d-q controller [80]. The PV plant power generation

is obtained through the mathematical expression provided
in [46]. Besides, we assume that the PV plant is always oper-
ating following the maximum power point tracker (MPPT).
Additionally, the PV system is connected to the MG through
a series RL filter. It should be noted that, the model parameter
values of all MG elements for the case study are presented in
the Appendix A2. Finally, the EMS optimization routine inte-
grating the EMZ-ZIP model is implemented in CVX (a pack-
age for specifying and solving convex programs [81], [82])
considering the technical information of the MG elements.
Besides, the convex AC multi-nodal EMS optimization prob-
lem is solved by using the MOSEK solver [83].

IV. RESULTS AND DISCUSSION
This section presents the results obtained after applying the
proposed integration of SPPs in the EMS for the MG of
the case study. To simulate the actual operation of the MG,
its real-time operation is also evaluated. It is assumed that
the DGU1 is responsible for frequency control, whereas the
DGU2 can support voltage regulation by acting as a syn-
chronous compensator when it is not producing active power.
Two scenarios are considered to evaluate the technical and
economic operation of the MG when the SPP is integrated
into the EMS: A) operation of MG-EMS, and B) practical
performance aspects.

A. OPERATION OF MG-EMS
Operation of the MG is performed continuously during the
evaluation window, whereas the EMS minimizes the oper-
ational cost of the MG based on available generation and
expected load consumption. EMS sends operating setpoints
every 10 minutes to local controllers of dispatchable units.
A full day of operation (i.e., 24 hours) was considered to
analyze the operation of the MG-EMS. To analyze the perfor-
mance of the EMS for different SPP load models, three cases
were developed: i) an EMS including a persistence model
with CP [84], ii) an EMS including a TV-ZIP model [85]
to represent the SPP, and iii) the previously proposed EMZ-
ZIP model (see section II). For comparison purposes, the
following performance indicators are considered: i) actual
system operating costs and expected EMS operating costs
(in Chilean pesos or CLP), ii) reference and operating volt-
ages at the generation buses, iii) and the simulated and esti-
mated power consumption of the SPP. It should be noted that
the same PV power generation profile is considered for the
three cases, i.e., CP, TV-ZIP and EMZ-ZIP.

Fig. 11 shows the evolution of the actual system operating
costs and the expected costs obtained from the EMS for the
period of time analyzed (i.e., 24 hours). The relative error
between the costs obtained with the CP vs. the other two
models is also depicted.

As can be seen in Fig. 11(a), in general, operating costs
decrease when the PV plant injects its power generation into
the MG approximately between 7:30 a.m. and 7:00 p.m.
(19 h). Fig. 11(b) shows a large variation of the relative error
after 1:00 p.m. (13 h) between the EMSCP vs EMSEMZ-ZIP
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FIGURE 11. (a) Actual system operating and estimated operating costs
from the EMS for the three cases (CP, TV-ZIP and EMZ-ZIP), (b) evolution
of the relative error between the costs obtained with the CP model vs.
TV-ZIP and EMZ-ZIP.

costs, this is because in that zone a device (in this case the
fan) was turned on. However, in the parameter estimation
stage, the EMZ-ZIP model was able to adequately capture
the voltage sensitivity leading to a decrease in the SPP con-
sumption estimation error unlike the TV-ZIP which has a
lower estimation performance. For this reason, the relative
error EMSCP vs EMSEMZ-ZIP is smaller than the relative error
EMSCP vs EMSTV-ZIP in such period.Moreover, considerable
variations in the ActualCP vs. ActualTV-ZIP and ActualCP vs.
ActualEMZ-ZIP error at 00:00 and 8:00 a.m. can be seen in
Fig. 11(b). The former is because at the beginning of the sim-
ulation, the DGUs operate with predefined setpoints that are
not provided by the EMS. The latter is because at 8:00 a.m.
the work shift starts; therefore, there is a sudden considerable
increase in consumption in the SPP.

TABLE 1. Summary of actual MG operating costs.

The summary of the results presented in Table 1 includes
the following: total operating cost (Total), minimum
cost (Min), maximum cost (Max), average total operating cost
for the evaluation day (Avg.), and the average operating cost
reduction considering the CP as base case (Avg. red.) Table 2
shows the summary of the operating costs obtained from the
EMS for the three cases, considering the same indicators.

TABLE 2. Summary of operating costs obtained from the EMS.

TABLE 3. Summary of the difference between the actual MG operating
costs and the costs obtained from the EMS for the three cases of SPP
representation.

Table 3 presents a summary of the difference (relative per-
centage error) between the actual MG operating costs and the
costs obtained from the EMS for each case of representation
of the SPP power consumption.

The results of actual MG operating costs in Table 1 show
that considering load representations that capture the sensitiv-
ity of the loads to voltage variations result in a considerable
reduction in total MG operating costs by about 5%.

This result is explained by the fact that, when consider-
ing voltage sensitive loads, the EMS with an AC approach
will try to minimize the voltage at the load buses to reduce
the power consumption; thus, reducing the operating costs.
This will; consequently, bring the voltages close to the
minimum allowed value [30]. It should be noted that the time-
variant version of the ZIP model explains its good perfor-
mance regarding the general cost analysis. The same trend
is observed in the operating costs obtained from the EMS
(see Table 2). It is worth noting that in this case the TV-ZIP
model obtained the highest reduction, which does not match
with the actual results from Table 1. This is because the
TV-ZIP does not adequately represent the SPP consumption
in the EMS. Moreover, the results in Table 3 show that the
smallest difference between the actual operating costs and
the operating costs estimated from the EMS is obtained with
the EMZ-ZIP model (4.361%). This is because the EMZ-ZIP
model is better at capturing the SPP’s voltage sensitivity; thus,
providing a better representation of the SPP’s power con-
sumption. In fact, the EMS strategy as depicted in Fig. 13(a)
shows that the reference voltage profiles for buses 2 and 3 are
adjusted based on the impact of the PV injection during the
day, thus achieving a better cost performance. In contrast,
in the case of the CP approach, although an AC EMS is
considered, the voltage profile is not adjusted properly thus
remaining in values near 1 p.u.

Fig. 12(a) shows the results of the reference and generated
power of the diesel generators, and the power generation pro-
file of the PV unit. Fig. 12(b) shows the power consumption
profile of the SPP simulated in the system, obtained from the
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FIGURE 12. (a) Reference and generated power, (b) simulated SPP power
consumption profile and estimated SPP consumption obtained from the
EMS using the EMZ-ZIP.

EMS using the EMZ-ZIP and the relative error between these
two consumption profiles.

As can be seen in Fig. 12(a) the local controllers of the
diesel generators are able to follow the power operating set-
points sent from the EMS. In addition, it is observed that the
diesel generators decrease their power generation when the
PV unit injects its energy production to the system. The SPP
consumption profile estimated through the EMZ-ZIP does
not show considerable deviations throughout the day (see
Fig. 12(b)), except in the following hours 7:00 a.m., 6 p.m.
(18h) and 7:00 p.m. (19 h) where considerable changes in SPP
consumption occurred. The first change is due to the heater
being turned off, the second at the end of the work shift, and
the third when the heater is turned on again.

Table 4 summarizes the results of the relative percent-
age error of the SPP power consumption between simulated
and obtained from the EMS using each load model, i.e.,
CP, TV-ZIP and EMZ-ZIP. The results include the average
error (Avg.), minimum (Min), and maximum (Max).

TABLE 4. Summary of the results of the relative percentage error of the
SPP power consumption between simulated and obtained from the EMS
using each of the load models.

The results in Table 4 reveal that, when considering the
EMZ-ZIP model to represent the SPP, the average error
between the simulated and estimated consumption of the SPP
is lower (11.973%) compared to the other loadmodels. This is
because the EMZ-ZIP model is better at capturing the SPP’s
voltage sensitivity which leads to a decrease in error.

Fig. 13(a) displays the results of the reference and oper-
ating voltages at the generation buses of the system, and
Fig. 13(b) shows the operating voltages at the MG load buses
when the SPP load is represented with an EMZ-ZIP.

As can be seen in Fig. 13, in the period when the PV plant
injects its power into the system, the voltage at bus 1 increases
considerably. This effect is also observed in the other busbars
of the system, especially in the nearby busbars 5 and 6. This
is because, in this case, the PV plant does not participate
in voltage regulation (cos∅ = 1); therefore, it requires
raising the voltage at bus 1 to deliver its power generation.
In addition, the increase in voltage causes an increment in
the consumption of the voltage-dependent loads (e.g., SPP).
Nevertheless, it is still cheaper to operate the system because
of the zero-variable cost of the PV injection and a feasible
reduction in the line losses based on an optimized voltage
profile provided by the EMS.

FIGURE 13. (a) Reference and operating voltages at the generation buses
of the MG, (b) operating voltages at the load buses of the MG when the
SPP power consumption is represented through the EMZ-ZIP load model.

Table 5 presents a summary of the results of the relative
percentage error between voltage references and bus voltages
at generation buses.

TABLE 5. Summary of the results of the relative percentage error
between voltage references and bus voltages at generation buses.

Overall, the results depicted in Fig. 13 show that, when
considering the operating setpoints sent from the EMS, the
voltages at the generation and load buses of the MG are under
normal operating ranges. However, the reference voltages
sent by the EMS remain close to 1.00 p.u. when the SPP’s
power consumption is represented through a CP. This is an
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expected result because this type of load model does not
consider voltage sensitivity. In contrast, as previously men-
tioned, when voltage-dependent load models (i.e., TV-ZIP
or EMZ-ZIP) are considered to represent the SPP, the EMS
will try to keep the voltages at the load buses to the mini-
mum allowed value to decrease the load consumption; hence,
minimizing the operating costs [30]. Nevertheless, using
the EMZ-ZIP model results in a slightly smaller difference
between the simulated and reference voltages sent from the
EMS (see Table 5).

B. PRACTICAL PERFORMANCE ASPECTS
Clearly, the advantage of considering voltage-dependent load
models to represent the SPP is evident given the previously
provided results. However, these results showed slight differ-
ences between the EMSwhen integrating either the EMZ-ZIP
model or the TV-ZIP model. As a result, to further analyze
the performance of the two load modes, we present two
additional cases of MG operation that are expected in actual
contexts, which are: i) change in the planning of the pro-
duction activities of the SPP, and ii) variability in the solar
radiation profile.
Case 1: In this case, we assume that there is a change in the

scheduling of SPP’s production activities. More specifically,
we consider a change in the morning shift due to the need
to produce more products. Therefore, in the new planning,
the work shift starts at 8:00 a.m. instead of 9:00 a.m. the
usual time. In this context, one day (i.e., 24 hours) of MG
operation is simulated including the change in production
activities and keeping the MG operating parameters similar
to the experiments performed in the previous section.

The experiment consists of representing the SPP con-
sumption in the EMS first through the TV-ZIP model, and
then using the EMZ-ZIP that integrates the zone transition
approach described in subsection II-E. Moreover, a three-
hour analysis window from 7:00 a.m. to 10:00 a.m. is con-
sidered, because in this period the effect on the change in
the planning of production activities can be better observed.
Fig. 14 depicts the reference and generated power of diesel
generator units, and the power generation profile of the PV
unit, the power consumption profile of the SPP simulated and
obtained from the EMS using the TV-ZIP load model for the
three-hour period. Fig. 15 shows the same results, but in this
case the SPP is represented using the EMZ-ZIP model.

Table 6 summarizes the results of the relative percentage
error of the SPP power consumption between what was simu-
lated and obtained from the EMSwhen using each of the load
models considered (i.e., TV-ZIP and EMZ-ZIP) for the whole
operating day. Additionally, Table 7 summarizes the results of
the relative percentage error of the SPP power consumption
between what was simulated and obtained from the EMS
when using each load model for the three-hour analysis win-
dow. Table 8 gives a summary of the difference between the
actual MG operating costs and the costs obtained from the
EMS for the three-hour analysis window.

FIGURE 14. (a) Reference and generated power of the diesel generators,
and the power generation profile of the PV unit, (b) power consumption
profile of the SPP simulated and estimated in the EMS using the TV-ZIP
load model for the three-hour period.

FIGURE 15. (a) Reference and generated power of the diesel generators,
and the power generation profile of the PV unit, (b) power consumption
profile of the SPP simulated and estimated in the EMS using the EMZ-ZIP
load model for the three-hour period.

TABLE 6. Summary of the results of the relative percentage error of the
SPP power consumption between what was simulated and obtained from
the EMS using each load model.

As can be seen in in Fig. 14(b), the ZIP model is not
able to identify the change in activity planning; therefore,
it presents an accumulated average error by about 45% in
the analysis window (see Table 7). In contrast, the EMZ-ZIP
model presents a lower average error in the analysis window,
specifically 17.198%. This is because the EMS in its rou-
tines includes a zone transition analysis (see subsection II-E).
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TABLE 7. Summary of the results of the relative percentage error of the
SPP power consumption between what was simulated and obtained from
the EMS using each load model for the three-hour analysis window.

TABLE 8. Summary of the difference between operating the actual MG
operating costs and the costs obtained from the EMS for the three-hour
analysis window.

Then, whenever there is a change in the planning of pro-
duction activities, the EMS can use the zones of the EMZ-
ZIP model to advance the beginning of operating zone 2 (see
Fig. 15(b)). Thus, this feature presented by the EMZ-ZIP
model contributes to decrease the SPP consumption estima-
tion error both in the analysis window (see Table 7), and in
the whole operating day (see Table 6) which leads to reducing
the error between the actual operating costs of the MG and
those expected from the EMS, which in this case is 2.511%
(see Table 8).
Case 2: In practical operating scenarios, some variability in

the solar resource is expected due to changes in the weather,
for example, cloudy days. In this sense, to emulate this sce-
nario, a random variable with uniform distribution is added
to the original solar radiation profile. In addition, to evaluate
the performance of the two load models (i.e., TV-ZIP and
EMZ-ZIP) in representing the SPP consumption under these
variable conditions, a sensitivity analysis is performed. This
analysis consists of adding the random variable with 10%,
20% or 30% of the value of each solar radiation profile mea-
surement. The sensitivity analysis focuses primarily on the
performance of eachmodel in representing SPP consumption,
and the difference between the actual operating costs and
those obtained from the EMS.

For the sake of brevity, we only present the plots of the
MG operation when considering the EMZ-ZIP and for the
30% variability in the solar radiation profile. Fig. 16(a) shows
the results of the reference and generated power of the diesel
generators, and the power generation profile of the PV unit
and Fig. 16(b) shows the power consumption profile of the
SPP simulated in the system and obtained from the EMS
using the EMZ-ZIP model for 30% variability in the solar
radiation profile.

Table 9 presents a summary of the relative percentage
error of the SPP power consumption between simulated and
obtained from the EMS for the sensitivity analysis, whereas
Table 10, summarizes the relative percentage error between
the actual MG operating costs and the costs obtained from the
EMS. The base case results correspond to those previously
obtained with the original solar radiation profile.

FIGURE 16. (a) Reference and generated power of the diesel generators,
and the power generation profile of the PV unit, and (b) power
consumption profile of the SPP simulated and obtained from the EMS
using the EMZ-ZIP load model for 30% variability in the solar radiation
profile.

Overall, the results in Fig. 16(a) show that the variability in
the solar radiation profile influences the operating setpoints
sent from the EMS, since in certain periods the active power
reference of the (i.e., DGU1ref) increases/decreases suddenly
to cope with such variability. In addition, despite the consid-
erable variability, the local controllers can follow the power
references sent from the EMS. However, the DGU2 must
generate active power at certain times to maintain the balance
between generation and demand, which is affected by the
variability of the solar radiation profile.

TABLE 9. Summary of the sensitivity analysis results: relative percentage
error of the SPP power consumption between what was simulated and
obtained from the EMS.

Additionally, as expected, the variability in the solar
resource considerably influences the performance of the load
models when estimating SPP consumption. This is shown in
Table 9 since the error between the simulated and estimated
power with the TV-ZIP model increases from 4.769% in the
base case to 8.484% when the variability is 30%. Similarly,
the error between the simulated and estimated power with
the EMZ-ZIP model increases from 4.361% to 8.425%. This
growth in the SPP power consumption estimation error affects
the expected costs in the EMS vs. the actual operating costs
of the MG. Nevertheless, in all scenarios of solar profile
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TABLE 10. Summary of the sensitivity analysis results: relative
percentage error between the actual MG operating costs and the costs
obtained from the EMS.

variability, the EMZ-ZIP load model presents a lower error
than the TV-ZIP model (see Table 10).

C. COMPUTATIONAL PERFORMANCE
The computational experiments are conducted on a HP
ENVY 27 All-in-One Intel R© CoreTM i7-4790T @2.70 GHz
processor with 12.0 GB RAM, where the MG elements along
with the convex AC multi-nodal EMS optimization problem
are coded in CVX [81], [82] forMATLAB R©, and then subse-
quently solved using theMOSEK [83] solver. Table 11 shows
the computing time required to reach convergence for each
case presented above (i.e., operation of MG-EMS, change in
planning of production activities and solar radiation variabil-
ity) and for eachmodel.We ran the computational experiment
for each case and for each load model during a 24-hour
period. We then average the time taken by the EMS each time
it solves the optimization problem, these averages are illus-
trated in Table 11. Note that the EMS runs every 10 minutes.
Thus, it runs 144 times over a 24-hour period. Table 11 shows
that, in all the studied cases, the convergence time of the EMS
that integrates the EMZ-ZIP model is almost the same as the
CP and the TV-ZIP in all cases. This implies that, although the
proposed approach is more elaborate, it does not significantly
increase the solver time. Therefore, making it feasible for the
proposed approach to be implemented on a typical computer
used in rural MGs. It should be noted that no convergence
problems were observed in all numerical exercises performed
with the programmed EMS routines.

TABLE 11. Average time taken by the EMS for each case and for each
load model.

V. CONCLUSION
In this work, we propose a novel integration of small produc-
tive processes into an energy management system approach
for microgrids. For this purpose, we extended a previously
proposed extended multi-zone ZIP load model. Then, it was
integrated into a convex AC multi-nodal energy manage-
ment system using invertible nonlinear convex transforma-
tions and a binomial approximation method, and a time
zone procedure. The main conclusions can be summarized as
follows:

1) In microgrids, the voltage profile fluctuates due to
changes in consumption and distributed generation
participation when they inject their power to the sys-
tem. In addition, small productive processes are com-
plex entities that generally comprise voltage-dependent
electrical loads. Thus, not considering the voltage in the
load model affects the proper estimation of the small
productive process consumption, and the resulting
energy management system strategy. In fact, we found
that considering the extended multi-zone ZIP model
to represent the small productive processes results in
a considerable reduction in the total microgrid operat-
ing costs (by around 5%), together with an improved
voltage profile strategy of the energy management
system.

2) The results obtained in our study show the superiority
of integrating the extended multi-zone ZIP model to
the energymanagement systemwhen considering oper-
ational scenarios expected in practice. For example,
changes in the scheduling of the production activities
of the small productive process, where the extended
multi-zone ZIP presents a lower average error (17.2%)
compared to the time-variant ZIP model (45.2%) for
the analysis window. In the case of solar variability, the
performance of the extended multi-zone ZIP is slightly
better (7, 2% error) than the time-variant ZIP model
(7, 3%) for 20% of variability in the solar resource.

3) It was shown that the computational effort is simi-
lar to energy management system including constant
power and ZIP even though the proposed approach
is more complex (i.e., energy management system
integrating extended multi-zone ZIP). In fact, the
maximum average convergence time of the proposed
approach (2.043 sec) is almost the same as the energy
management system considering the constant power
(1.988 sec) and the time-variant ZIP (2.202 sec).

This study, therefore, indicates that the integration of
the extended multi-zone ZIP into a convex AC multi-nodal
energymanagement system can properly capture the complex
behavior of the small productive processes, and represent
the actual operating scenarios of a microgrid that includes a
small productive process. This is becausemicrogrid operation
exhibits superior technical and economic performance when
the extended multi-zone ZIP model is an integral part of
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the energy management system. Most notably, this is the
first study, to our knowledge, to investigate the integration
of small productive processes into an energy management
system approach and to consider their complex behavior and
their sensitivity to voltage variations.

For further valuable evidence in this field, future work
should consider new case studies with additional types
of small productive processes as part of the MG-EMS.
For instance, small productive processes incorporating dis-
tributed generation, storage systems and additional types of
loads. Further, the effectiveness of the proposed approach
should be verified on case studies with larger microgrids.

Finally, we consider that, in the near future, the integra-
tion of the small productive processes into MG-EMSs will
increase considerably as a result of the pandemic and the
impacts in climate change. This is due to the need for resilient
decentralized systems that can be self-sufficient, i.e., systems
that can provide water, food, and energy.

APPENDIX
A. APPENDIX A1
Equations (A1.1) and (A1.2) are the resulting active and
reactive power balance equations after integrating the convex
approximations of the EMZ-ZIP (i.e., PSPP(ur (k)) and
QSPP(ur (k))). Likewise, (A1.3) and (A1.4) denote power
flow equations including the convex approximation of the
EMZ-ZIP.

B. APPENDIX A2
The PV plant power generation is modeled by the mathemat-
ical expression presented in (A2. 1) [46].

PPV (k) = ηPVAPV9(k) (A2.1)

where ηPV is the solar panel efficiency, APV denotes the total
PV plant surface, and 9(k) represents the solar radiation.

TABLE 12. Synchronous machine parameters.

TABLE 13. Diesel generator excitation system parameters.

TABLE 14. Diesel generator governor parameters.

∑
g∈G

Pg (k)+
∑
b∈B

Pb (k)+ PUS (k) =
∑
n∈N

[
PL,n (k)+ PSPP(ur (k))

]
+

∑
s∈B
s6=r

Plossr,s (k)−
∑
m∈M

PDG,m (k) (A1.1)

∑
g∈G

Qg (k)+
∑
b∈B

Qb (k) =
∑
n∈N

[
QL,n (k)+ QSPP(ur (k))

]
+

∑
s∈B
s6=r

Qlossr,s (k) (A1.2)

Pr (k)− PSPP (ur (k)) =
√
2 Gr,rur (k)+

∑
s∈B
s6=r

[
Gr,sIr,s (k)+ Br,sTr,s (k)

]
+

∑
s∈B
s6=r

Plossr,s (k) (A1.3)

Qr (k)− QSPP (ur (k)) = −
√
2 Br,rur (k)−

∑
s∈B
s6=r

[
Br,sIr,s (k)− Gr,sTr,s (k)

]
+

∑
s∈B
s6=r

Qlossr,s (k) (A1.4)
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TABLE 15. Transformer parameters.

TABLE 16. Line parameters.

TABLE 17. Load parameters.

TABLE 18. Single-stage PV system parameters.
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