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RANGO DE VALIDEZ DE LOS ESTUDIOS DE ESTABILIDAD BASADOS EN 

CÁLCULO FASORIAL CUASI-ESTÁTICO EN SISTEMAS DE POTENCIA CON 

ALTOS NIVELES DE GENERACIÓN INTERCONECTADA A LA RED A TRAVÉS DE 

CONVERTIDORES 

La estabilidad de sistemas eléctricos de potencia (SEP) se estudia representando la red con 

ecuaciones algebraicas, lo que implica el uso del cálculo fasorial cuasi-estático (QPC). QPC 

desprecia los transitorios rápidos. Sin embargo, debido al aumento de generación interconectada a 

la red por convertidores (CIG), la respuesta dinámica de los SEP está cambiando. Como resultado, 

el uso de QPC está siendo cuestionado. Esta tesis identifica, verifica e investiga el rango de validez 

de estudios de estabilidad basados en QPC. El cálculo fasorial dinámico (DPC) se considera como 

alternativa. Se propone una metodología para comparar QPC y DPC de manera sistemática. Incluye 

respuesta en frecuencia, análisis modal y de sensibilidad. Además, se comparan con DPC los 

modelos de CIG comunes basados en QPC para investigar e identificar el nivel de detalle apropiado 

para los estudios de estabilidad. Las comparaciones se centran en análisis modal y se realizan en 

una red de prueba IEEE considerando hasta un 100% de CIG. Los resultados muestran que QPC 

es adecuado para estudios de estabilidad cuando se consideran anchos de banda bajos en los 

controles de CIG. Por otro lado, DPC es adecuado a estudios genéricos de estabilidad en SEP con 

altos niveles de CIG. 
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VALIDITY RANGE OF STABILITY ASSESSMENTS BASED ON QUASI-STATIC 

PHASOR CALCULUS IN POWER SYSTEMS WITH HIGH LEVELS OF CONVERTER 

INTERFACED GENERATION 

Power system stability is widely assessed by tools that model the network and the connected 

machine stators through algebraic equations and synchronous generators through differential 

equations, meaning that quasi-static phasor calculus (QPC) is used. In QPC, fast transients are 

neglected. However, the nature of the dynamic response of power systems is changing due to the 

increase in converter-interfaced generation (CIG). Therefore, the reliance on QPC must be 

questioned. In this thesis, the validity range of stability assessments based on QPC models is 

identified, verified, and investigated. Dynamic phasor calculus (DPC) is considered as an 

alternative. A systematic methodology is proposed to compare QPC and DPC. It includes 

frequency response, modal, and sensitivity analyses. Furthermore, common CIG models based on 

QPC are compared with DPC to investigate and identify the appropriate level of detail required for 

stability studies. In these comparisons, modal analysis is performed. The studies are performed in 

an IEEE test network considering up to 100% CIG levels. The results show that the QPC is suitable 

for stability assessments when low bandwidths of the converter controls are given. On the contrary, 

DPC is suitable and applicable to generic power system stability studies of networks with high 

penetration of CIG 
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1 Introduction 

1.1 Motivation 

For almost a century, stability has been recognized as one of the key issues to be addressed in order 

to achieve a secure power system operation [1]. Accordingly, energy regulators and system 

operators regularly perform stability studies to detect hazardous situations and develop corrective 

measures. These corrective measures are designed to maintain system stability for various 

contingencies and thus avoid cascading power interruptions [1]. For assessing stability problems, 

the study of power system transients is of interest. Figure 1.1 shows the time scales of transient 

phenomena relevant to power system analysis. These transients range from wave, electromagnetic, 

and electromechanical to thermodynamic phenomena [2]. Depending on the nature of the transients 

considered and the specific study, dedicated assumptions on component modeling are to be made. 

Thus, the system is represented at a respective and appropriate degree of detail for the limited 

bandwidth of transients under study. 

Di  

Figure 1.1. Different time-scale of power systems transients [3]. 

Traditionally, the transients of main interest in stability studies are the electromechanical or slower 

phenomena related to synchronous machines and their control systems [4]–[6]. The time scale of 

electromechanical phenomena ranges from several milliseconds to seconds. The oscillation 

frequencies of the associated transients are typically between 0.1 Hz and 5 Hz [4], [5], [7]. This 

frequency bandwidth has allowed several modeling simplifications, which has led to the well-

known stability assessments based on quasi-static phasor calculus (QPC) [5]. When using QPC, on 

the one hand, the behavior of the electric network is described by a set of algebraic equations, 

where electromagnetic transients are neglected. On the other hand, differential equations represent 

transients in the time scale of electromechanical phenomena. In this sense, it is assumed that 

voltage and current signals remain more or less at the fundamental frequency of the system, which 

can be 60 Hz or 50 Hz [8],[9]. Other quantities of system components with fast dynamic responses, 

such as stator flux linkages of synchronous generators in the range of electromagnetic transients, 

are neglected. Since the decay of electromagnetic transients associated with the network is 
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relatively fast, there has been little justification to include their effects in stability studies [4]. The 

simplified assumptions made in QPC models allow us to perform transient simulations to assess 

the stability of real-size power systems with adequate accuracy and computational time. 

Furthermore, it is commonly assumed that neglecting electromagnetic transients yields 

conservative stability analysis results [4].  

Nevertheless, during the last years, there has been an increase in the penetration of converter-

interfaced generation (CIG), such as wind and solar power, to meet renewable portfolios. In fact, 

in regions such as Germany, Ireland, Texas, and Denmark, transmission system operators (TSOs) 

and independent system operators (ISO) are already facing operational conditions with more than 

50% CIG penetration of the instantaneous load demand [10]–[12]. With the increase of CIGs, the 

nature of transients in power systems is subject to changes because CIGs have fast responses [13], 

[14]. The dynamic of their control systems has small time constants, leading to dynamic couplings 

with the electromagnetic transients of the network. This can be seen in Figure 1.1, where the time 

scale related to the inverter-based controls varies from a few microseconds to several milliseconds, 

thus being much faster than the electromechanical transients associated with synchronous 

generators. 

Consequently, the transients of power systems dominated by CIG become faster and more 

complex, leading to new control interactions and stability issues [15]–[19]. Among the key 

instability drivers in CIG are their control loops with fast response times, such as the phase-lock-

loop (PLL) controllers [15], [16], and the inner current loop controllers [15], [20]. Although recent 

studies have shown that these control loop instabilities are more likely to occur in weak networks 

with low levels of inertia, they may also appear in the cases of robust power systems with low 

levels of CIG, depending on the operating conditions of the system [21]. 

In cases of high penetration of CIG levels, the fast dynamic response of the converters starts to 

dominate the transient behavior of power systems. The transients of interest for stability studies 

may thus move outside the validity range of QPC assumptions, extending to the time scale of 

electromagnetic phenomena. In these cases, the assumption that fast transients do not affect system 

stability may be incorrect, meaning that they should not be further neglected in case of high 

penetration levels of CIG. Indeed, according to [11],[22], the fast transients of power electronics 

converters may invalidate the typical time-scale separation approach used in stability assessments. 

Therefore, the conclusions drawn based on time-domain simulations using QPC could be erroneous 

in critical situations. While some recent studies have addressed different stability issues in the 

presence of CIG [15]–[18], what is still missing is a scientific foundation for the modeling, analysis, 

and control of power systems dominated by CIG [11], [22].  

Given the fact that the fast phenomena of CIG may extend the bandwidth of relevant transients for 

stability studies, the question of how this affects the validity of using QPC-based models for the 

evaluation of stability remains unanswered [11], [12], [22]–[24]. With the increasing share of CIG, 

users of simulation tools and power system planners urgently need to answer these questions. This 

thesis is concerned with the pertinence of using QPC models for stability assessments of power 

systems with high CIG levels. This thesis investigates the validity of using these models for 

stability studies. Furthermore, it is investigated at which point the fast dynamic response of CIG 

extends the bandwidth of relevant transient for stability assessments. The effects of neglecting fast 

electromagnetic transients related to the network, machine stator, and fast dynamic response of 

CIG on the accuracy of stability studies based on QPC models are investigated. The proper degree 

of detail required in the CIG models and controls for stability assessments and the conditions under 
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which these models are accurate are also investigated.  

To address the above goals, a set of comprehensive comparative analyses is systematically 

performed to verify the validity of QPC-based models. Dynamic phasor calculus (DPC) is 

considered as an alternative to QPC. In DPC, the electric network is described through a set of 

differential equations rather than algebraic ones, which is more accurate than the QPC models [9], 

[25]–[30]. DPC-based models have been applied to simulate a broad range of transients in different 

systems, including unbalanced distribution systems [31], microgrids [29], transients of electric 

machines [25], and power electronic systems [30]. The use of DPC appears to be a suitable solution 

for stability analysis due to its computational efficiency for simulations where both electromagnetic 

and slow electromechanical transients are of main interest [26]. To verify the results obtained by 

using DPC models, Electromagnetic Transient (EMT) simulations are performed in PSCAD [32], 

[33]. The EMT simulations include high-frequency transients due to the switching of power 

electronic devices.  

1.2 Problem Statement 

Assessing power system stability is key to ensuring a secure power system operation. Power system 

stability studies are performed mainly through time domain simulations [4], [6]. Traditionally, the 

focus of stability studies has been on slow electromechanical transients, which are typical of 

synchronous generators. To simulate such transients, the state of the art is to use QPC-based 

models. This means that EMT associated with the electric network, transients of machine stator, 

and other fast transients associated with CIG are neglected. The validity of the results obtained 

from the stability studies based on QPC models relies on the assumption that slow 

electromechanical transients are relevant and EMT with other fast transients are negligible from a 

power system stability perspective. 

In power systems dominated by synchronous generators, time domain simulations based on QPC 

models have been shown to provide results with adequate accuracy for stability purposes [4], [6]. 

This is because the slow electromechanical transients associated with synchronous generators and 

their control systems dominate the dynamic response of such power systems. However, 

synchronous generators are being replaced due to the increased penetration of CIG. CIGs have 

control systems with a fast dynamic response. This may lead to dynamic interactions among 

electromagnetic transients of the electric network, machine stator, and CIG control systems. For 

power systems with high levels of CIG penetration, the fast dynamic response of the converters 

may no longer be negligible and may even dominate the transient behavior. Thus, the bandwidth 

of relevant transients might be extended toward the electromagnetic time-scale. Under this 

assumption, fast phenomena related to the network and fast response devices should not be further 

neglected. Consequently, assumptions made in QPC models may lead to erroneous conclusions 

about the stability of the power system. These modeling inadequacies can lead to over or 

underestimating the stability limits. Consequently, power systems may operate under higher risk 

or less efficient conditions because stricter restrictions may be imposed on the grid code than the 

system. 

Significant efforts have been made to develop CIG models for stability studies based on QPC-

based models in the literature during the last years [34]–[36]. However, the validity of the most 

widely used CIG models for stability studies based on QPC is still not thoroughly investigated. 

Indeed, what is still missing, is a scientific foundation for the modeling and control of power 

systems dominated by CIG. The proposed models have different degrees of detail, mainly to 
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represent the inner control loops and the AC filter. The impacts of the assumptions and 

simplifications made in the CIG models on the results obtained from stability studies are still 

neither fully understood nor comprehensively investigated.  

In the context above, this thesis is concerned with stability assessments based on QPC models in 

power systems with high levels of CIG. Specifically, this thesis addresses the following problems: 

1. The validity range of stability assessments based on QPC models in power systems with 

high levels of CIG. 

2. The bandwidth of relevant transients for power system stability in the case of power systems 

dominated by CIG. 

3. The proper degree of detail required in CIG models for the assessment of power system 

stability and the conditions under which these models are accurate. 

4. The effects of the fast dynamic responses of CIG on system stability assessments based on 

QPC models. 

1.3 Hypotheses 

The central hypothesis of this thesis can be summarized as follows: As the penetration level of CIG 

increases and synchronous generators are replaced, there is a point upon which using models 

based on QPC becomes unsuitable for stability assessments. 

Given the above, the specific hypotheses are as follows: 

H1. As CIG levels increase and synchronous generators are replaced, the frequency bandwidth of 

the relevant transients for stability assessments moves outside the valid range of models based on 

QPC. Therefore, electromagnetic phenomena related to the network and components with a fast 

dynamic response cannot be neglected. 

H2. The models related to both fast and slow dynamics of CIG control systems significantly 

influence the accuracy of stability assessments based on QPC in power systems with high levels of 

CIG.  

H3. The appropriate level of detail required to model CIG power plants is dependent on the CIG 

control systems implemented, their parameters, and the robustness of the power system under 

study. 

H4. As the penetration level of CIG increases and synchronous generators are replaced, there is a 

point upon which using models based on DPC are more suitable than models based on QPC for 

stability assessments of power systems.  

1.4 Objectives 

1.4.1 General Objective 

The main objective of this thesis is to investigate the validity range of stability assessments based 

on QPC models as well as to investigate the appropriate level of detail required for modeling CIG 

for stability assessments of power systems with an increased share of converters. 
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1.4.2 Specific Objectives 

The specific objectives of this research are: 

O1.  To identify the advantages and disadvantages of different modeling techniques for simulating 

power system transients. 

O2.  To conduct a comprehensive review of the different existing CIG models proposed in the 

literature to assess system stability.  

O3.  To develop and implement different CIG models based on DPC and QPC to assess power 

system stability considering high CIG penetration levels. 

O4.  To propose a systematic methodology to determine the validity range of QPC-based models 

for assessing system stability.  

O5.  To implement and validate the proposed methodology on a test network.  

O6.  To identify the validity range of QPC- and DPC- based models for power systems with CIG 

as well as the critical CIG control system parameters that have a significant influence on the 

accuracy of models based on QPC.  

O7.  To determine if the frequency bandwidth of relevant transients for stability assessments 

extends towards the electromagnetic time scale as CIG increases. 

O8.  To investigate, identify, and conclude on the appropriate level of detail required to model CIG 

for stability assessments. 

 

1.5 Scope  

This thesis investigates the validity range of stability assessments and the appropriate level of detail 

required to model CIG in stability assessments of power systems with an increased share of 

converters. To achieve the objective, some general assumptions and considerations are made to 

delimit the scope of this thesis. The CIG models used are aggregated. As a consequence, internal 

network topologies of particular plants are not considered. The model used for CIG assumes 

operation in the grid following mode (GFL) with active and voltage control implemented. The 

effect of control strategies to support the frequency of the system in CIG operating in GFL is 

beyond the scope of this document. 

 The control systems used in all CIG models are generic, where the measurement delays and FRT 

from particular grid codes are neglected in modeling. Generic switching strategies of electronic 

devices in converters are considered for validation purposes. Finally, a balanced three-phase power 

system is considered for all the analyses shown in this work.  

1.6 Contributions  

The main contributions of this research are as follows: 

C1.  A systematic methodology to identify the validity range of QPC models for stability 

assessments. The methodology defines a set of criteria to determine quantitatively and 

systematically the conditions for which the use of QPC models is suitable. The sequence of stages 

enables the identification of critical parameters of the CIG control system that significantly 

influence the accuracy of models based on QPC. 

C2.  A comprehensive stability analysis using the proposed methodology in a modified IEEE test 
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network. The study is carried out for a broad range of CIG penetration levels, including 100 %. 

The results obtained are validated through detailed EMT simulations. 

C3.  Identification of the validity range of stability assessments based on QPC models in power 

systems with high CIG levels. Through applying the methodology proposed in C1, a clear 

understanding of the limitations of QPC models for stability studies in power systems dominated 

by CIG is obtained. The CIG control system parameters that considerably affect the accuracy of 

QPC are identified. It is also validated that the fast dynamic response of CIG extends the bandwidth 

of relevant transients to the electromagnetic phenomena (Hypothesis H1). 

C4.  A comprehensive survey and comparative study of the most common CIG models used for 

stability assessments based on QPC. The models are put into context and related to each other. The 

DPC models are used as reference models in the comparative study. Assessment is performed using 

modal analyses to clearly understand the impact of the degree of detail used in CIG models. 

1.7 Publications 

During the development of this thesis, the following journal paper was published: 

1. J. Vega-Herrera, C. Rahmann, F. Valencia, and K. Strunz, “Analysis and application of 

quasi-static and dynamic phasor calculus for stability assessment of integrated power 

electric and electronic systems,” IEEE Trans. Power Syst., pp. 1–10, 2020 

Additionally, the following conference papers were published: 

1. C. Rahmann, J. Vega, and F. Valencia, “Validity range of fundamental frequency 

simulations under high levels of variable generation technologies,” in X Bulk Power 

Systems Dynamics and Control Symposium, IREP, 2017, pp. 1–6. 

2. J. Vega, C. Rahmann, and F. Valencia, “Stability assessments in systems with high levels 

of photovoltaic generation,” in ENERSOL, 2017, pp. 1–5 

1.8 Thesis Outline 

This thesis is organized as follows. In Chapter 2, the literature review of the main topics related to 

this thesis is presented. It includes power system stability, the impact of CIG on power system 

stability, modeling approaches for the simulation of power system transients, CIG technologies, 

and CIG modeling in power system stability studies. Special attention is dedicated to the last two 

topics because those are highly related to the thesis's objectives and contributions. Chapter 3 

presents the methodologies followed to achieve the objectives and validate the hypotheses of this 

thesis. First, the proposed methodology to identify the validity range of QPC models is described 

in the context of stability assessments. Second, another methodology is described, which is 

followed to understand the impacts of the degree of detail used in CIG models. In Chapter 4, the 

results obtained by applying the first proposed methodology are presented. Comparative analyzes 

between DPC and QPC-based models are performed to validate and verify the main hypotheses of 

this research. Chapter 5 shows the results obtained by applying the second methodology. A set of 

comparative analyzes among the main CIG models proposed in the literature is carried out. Modal 

analysis is the primary tool for this purpose. The impacts of different assumptions and 

simplifications usually made in CIG models for stability assessments are shown. Finally, Chapter 

6 shows the main conclusions of this thesis. Furthermore, it describes future work.   
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2 Literature Review 

2.1 Introduction 

This chapter describes and summarizes the main topics related to this thesis. Section 2.1 presents 

fundamental concepts of power system stability. The impacts of CIG on power system stability are 

summarized in Section 2.2. In Section 2.3, different modeling techniques used for dynamic 

simulations of power systems are described and analyzed. Section 2.4 summarizes the most typical 

dynamic models to represent transmission lines and synchronous generators in time-domain 

simulations for stability assessments. Sections 2.5 and 2.6 present a detailed review of CIG in 

power systems and modeling approaches used to represent CIG and their controls in power system 

stability studies. Compared to previous sections, the review is conducted in more depth because it 

is considered a contribution to this research - specifically, the contribution C4. Finally, Section 2.7 

summarizes the main finding of the literature review.  

2.2 Power System Stability 

The IEEE/CIGRE Joint Task Force on Stability Terms and Definition proposed the most common 

definition of power system stability. It states [1]: 

“Power system stability is the ability of an electric power system, for a given initial operating 

condition, to regain a state of operating equilibrium after being subjected to a physical 

disturbance, with most system variables bounded so that practically the entire system remains 

intact.” 

The above definition considers a power system as a whole. For example, the power system is 

considered stable if one generator loses synchronism during small or large disturbances without 

cascading effects. Electric power systems are nonlinear in nature, with a multi-time scale transient 

response, as shown in Figure 1.1. In addition, power systems constantly change their operating 

conditions and are subjected to small or large disturbances. The stability of these systems depends 

on the initial conditions and the nature of the disturbance [4]. In general, a power system can be 

stable for a specific operating condition and physical disturbance but unstable for another. 

Stability may be considered a condition of equilibrium between opposing forces, which is 

maintained during a wide range of disturbances [1]. The power system is stable if, after a physical 

disturbance, the system states reach a new equilibrium, and the integrity of the system is 

maintained. If the system is unstable after a physical disturbance, it will result in cascading 

interruptions. Under such conditions, a significant portion of an electric power system is not 

preserved. 

Power systems can undergo various forms of instabilities that may be appropriately understood and 

effectively dealt with when addressed separately. Because of the high dimensionality and 

complexity of stability problems, it helps to make simplifying assumptions to analyze specific types 

of problems using an appropriate degree of detail of system representation and appropriate 

analytical techniques [1], [4].  

To facilitate stability analysis, the power system stability problem has traditionally been classified 

as rotor angle, frequency, and voltage stability. However, recently, in 2020, due to the increasing 
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share of CIG, the definitions and classification of power system stability were revisited and 

extended by the IEEE Task Force “Stability definitions and characterization of dynamic behavior 

in systems with high penetration of power electronic interfaced” [19], [37]. The current 

classification of power system stability is shown in Figure 2.1. Two new types of stabilities were 

added, resonance stability and converter-driven stability. These types are shown in Figure 2.1 in 

red. The works [19], [37] recognize that the dynamic behavior of power systems is changing due 

to the complex and fast response of CIG. This fact leads to new stability issues in power systems 

with time constants associated with EMT and electromechanical transients. Detailed models are 

needed for resonance stability and fast interaction of converter-driven stability. However, the 

details required for CIG models to assess the other types of stability are unclear [37].  

 

Figure 2.1. Classification of power system stability extended considering CIG [19], [37] 

Despite the proposed classifications, it should be noted that power system stability is essentially a 

single problem [1], [4]. For instance, rotor angle and voltage instabilities often occur 

simultaneously, or one may lead to another without any clear distinction [4]. This is particularly 

present in high-stress systems.  

Due to the complexity of power system dynamics, time domain simulations based on QPC models 

have been the main tool to assess the stability of real-size power systems so far [8]. This does not 

include resonance and converter-driven stability due to fast interaction because they need 

simulation tools based on EMT models. The simulation based on QPC focuses on the slow 

electromechanical transients of synchronous generators with typical oscillation frequencies ranging 

between 0.1 Hz and 5 Hz [4], [5], [7]. The focus on these transients relies on the dynamic responses 

of synchronous machines and their control systems have traditionally dominated the transient 

response of power systems. The time frame of interest for short-term phenomena ranges 

approximately from 0 to 5 s [1]. For long-term phenomena, the time frame of interest typically 

ranges from several seconds to several minutes [1].  

The stability analysis based on time domain simulations verifies if, for a given operating condition 

and contingency, the trajectories followed by the state variables settle down to an acceptable 

steady-state [38]. The accuracy of such analysis depends mainly on the validity of the models used 

in describing the transients of interest. Therefore, appropriate dynamic models are essential to 

assess power system stability through time-domain simulations. 

2.3 Impact of CIG on Power System Stability 

This section describes the impacts of CIG on power system stability. The CIGs considered are type 
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4 wind turbines and photovoltaic power plants because the primary generation source is completely 

isolated from the grid through the converters. Thus, the effects that CIG has on system stability are 

mainly due to the dynamic response of the control systems implemented in the CIG units. For this 

reason, this section focuses on those types of CIG.  

2.3.1 Reduction of Short Circuit Levels 

In power systems dominated by synchronous generators, the short circuit level (SCL) is an 

indicator that traditionally represents the voltage stiffness of a network [24], [39], [40]. When the 

SCL level at a specific busbar is high, the network strength is also high [41]. Thus, the voltages do 

not deviate significantly from their initial values when the system is subjected to small 

disturbances. This in turn means that the Thevenin equivalent impedance seen from the pertinent 

bus is relatively low, meaning that the voltages are less sensitive to changes in power flows (𝑑𝑉/𝑑𝑃 

and 𝑑𝑉/𝑑𝑄) [42].  

Many synchronous generators are connected to the network in power systems with high SCL. 

During fault conditions, these generators support the stability of the grid. Short circuit currents 

flowing into the network during a fault condition can be considered as the response of the 

synchronous generators to voltage drops, which attempt to restore the system to normal operation. 

Therefore, the SCL is considered a good measure of the dynamic performance of the system during 

contingencies [43]. 

In power systems with high penetration levels of CIG, the SCL decreases. CIG can provide low 

short circuit currents, with values between 1.1 and 1.5 times the rated current [44]. These values 

are significantly lower than the fault current that a synchronous generator can provide [45]. The 

exact fault current contribution of CIG varies depending on the fault, its duration, and the pre-fault 

operating condition. The contribution of the fault current is also influenced by the control strategies 

implemented in the converters. In fact, this is the main difference of CIG from synchronous 

machines, where the short circuit current depends only on its natural characteristics in the case of 

the latter [11].  

Since synchronous generators are the main sources of short-circuit current contributions [39], the 

displacement of synchronous generators by CIG leads to a reduction in the system strength [24], 

[39], [40]. Reduction of system strength leads to higher values of 𝑑𝑉/𝑑𝑃 and 𝑑𝑉/𝑑𝑄. Thus, small 

disturbances in power flows can significantly change the voltages of the network [42]. Weak power 

systems may experience high voltage drops during contingencies. After the fault clearance, such 

systems have difficulties in recovering the voltages, and this could cause the nearby synchronous 

generators to lose their synchronism. As a result, reducing the strength of the system by increasing 

the CIG can lead to poor dynamic performance of the system during contingencies. This in turn 

makes the power system more prone to facing stability problems [39], [42], [43]. 

2.3.2 Reduction of System Inertia 

An increase of CIG in power systems implies a reduction of the total system inertia due to the 

displacement of synchronous generators. The secure operation and stability analysis of low-inertia 

power systems is a challenge that many researchers have highlighted during recent years [46]–[50]. 

System inertia is a measure of how well the system can deal with power imbalances and still 

maintain a stable frequency [47]. 
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The inertial response is naturally provided by rotating machines connected to power systems, e.g., 

synchronous and induction machines. System inertia significantly affects both: the activation of 

under-frequency load shedding schemes (UFLSS) during contingencies and the performance of the 

system frequency control in steady state [51]. During the first seconds after a power imbalance, the 

system frequency decreases at a rate determined mainly by the system inertia. For power systems 

with low system inertia, the system frequency decreases faster. Since synchronous generators are 

electromechanically coupled to the system, rotating masses will inject or absorb kinetic energy into 

or from the grid for several seconds to counteract the frequency deviation according to their inertia 

[47], [52], [53]. This natural response from synchronous generators is provided whenever the 

mismatch between generation and consumption remains. This response makes the system 

frequency dynamics slower and then easier to regulate [53]. In case of a sudden disconnection of a 

synchronous generator, the imbalance is initially compensated by extracting kinetic energy from 

the remaining rotating machines. This natural action is essential to arrest the decline in frequency 

to prevent the activation of automatic UFLSS. Beyond this natural response, the primary frequency 

controls of synchronous generators react by changing the generated power in order to recover the 

power balance. 

The CIG behaves differently from a frequency perspective than synchronous generators [11], [52]. 

The main differences are that most of these sources usually do not contribute either to the system 

frequency regulation or inertial system response [52]. As synchronous generators do, CIG cannot 

naturally provide an inertial response to the system. Furthermore, CIGs are usually controlled to 

inject their maximum available active power into the grid, meaning that these power plants do not 

maintain power reserves to help maintain the balance between the generated power and demand. 

Photovoltaic power plants, for example, do not have moving elements, and therefore there is no 

stored kinetic energy available as in the case of synchronous generators [52].  Although these power 

plants can store energy in their DC link, it is negligible compared to the energy stored in rotating 

machines [11].  In the case of wind power plants based on type 3 or type 4, the power converter 

fully or partly electrically decouples the generator from the grid. This implies that the kinetic 

energy stored in their moving parts is not used to support the frequency unless a particular control 

is designed for that purpose [52]. The frequency support depends on the energy storage available, 

i.e., DC-Link or external energy storage system, and outer control loops such as synthetic inercia 

and droop control.  

Several investigations have shown that replacing synchronous machines with inertia-less CIG can 

degrade the primary frequency and the inertial system response [40]. This can be especially critical 

in islanded and small isolated systems, where the inertia without CIG is already low [52], [54]. 

Reduced system inertia decreases the frequency nadir after a generation loss and leads to a higher 

rate of change of frequency (RoCoF) at the beginning of a contingency [52]. Thus, leading to faster 

frequency dynamics of power systems [11], [53]. This may result in more frequent and larger 

frequency excursions after a generation loss, leading to more frequent and deeper activations of 

UFLSS. Accordingly, it jeopardizes the frequency stability of the system [52], [55]. 

2.3.3 Dynamic Response of Power Systems 

The power system dynamics are changing due to the increasing share of power electronics in 

photovoltaic and wind power plants, HVDC transmission, FACTS, and loads. Some examples of 

the increasing share of CIG are South Australia, Texas, Ireland, and Tasmania, where the maximum 

instantaneous penetration levels of CIG have reached 150%, 66%, 92%, and 95%, respectively 

[10]–[12], [56]. CIG control systems are modular and flexible, with dynamic responses on the time 
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scale of electromechanics and electromagnetic phenomena. This presents challenges and 

opportunities [57]. On the one hand, the complete modularity in the control systems makes it 

possible to support the voltage and frequency of the power systems on a time scale much lower 

than in control systems typically used in synchronous generators [11]. On the other hand, due to 

the fast dynamic responses of CIG, power systems may experience poor dynamic performance, 

which can jeopardize power system stability [15]–[19]. 

Several countries have observed and reported new stability phenomena as CIG connects to the grid. 

This can occur with a high or low level of CIG. The poor dynamic performance is commonly 

manifested by the undamped oscillation of variables, e.g., voltage, current, active and reactive 

power [16], [58]–[60]. The frequencies of these oscillations vary significantly from 4 Hz to 100 

Hz approximately, although according to [19], the frequencies might take values in the order of 

hundred Hz to kilo Hz. Some real-world CIG problems are presented as follows. 

In the north of China, from December 2012 to 2013, 58 events were detected [61] [62]. These 

events are due to poor dynamic performance where the poorly damped oscillation with 6-9 Hz 

frequencies. The cause is mainly related to the interaction between the control system of wind 

power plants and the compensated transmission network. Furthermore, in 2015, the west of China 

experienced another event in wind power plants with an oscillation frequency of 30 Hz [63]. This 

is considered exceptional because the permanent magnet synchronous generator (PMSG)-based 

dispatch of the wind power plant was very slow, near to 5% of its rated capacity. This event was 

spread throughout the grid. The cause was the interaction of PLL and the grid. The PCC of the 

generator becomes weak for the operating conditions associated with the event. 

Other events have been seen worldwide. For example, Hydro One Canada has experienced poorly 

damped oscillations in solar power plants with frequencies of 80 Hz in 2015 [64] and wind power 

plants based on PMSG with frequencies of 3.5 Hz [65]. Australia in 2015-2019 [66], [67], Australia 

in 2020 [68], Great Britain in 2019 [69], and Eastern U.S in 2021 [70] have detected poorly damped 

oscillations with frequencies of 7 Hz,  17-19 Hz, 9 Hz, and 38 Hz, respectively. These new stability 

issues are called subsynchronous control interactions in the literature [58], [61]. However, [19] 

classifies these new stability phenomena as converter-driven stability (see Figure 2.1). 

In the previously mentioned events, all CIG operated in the GFL mode. In GFL, the connection of 

CIG to weak systems may cause the poor dynamic performance of PLL and adverse dynamic 

interactions between CIG control systems and other CIG or power systems components [16], [58], 

[71]–[75]. The PLL can interact with the inner current control, voltage control, network, or 

synchronous generator. The outer controller of CIG, such as voltage control, may interact with the 

transmission network and becomes unstable when the network is weak. The frequencies related to 

undamped oscillations vary significantly considering implemented control, operating conditions 

(dispatch), operating mode, and control system parameters [16], [58], [71]–[75]. This dynamic 

phenomenon may jeopardize power system stability. Therefore, it is essential to understand these 

new dynamic phenomena and develop proper models and methods for analyzing and designing 

power systems with CIG. 

The protection systems also are impacted by the fast and complex dynamic responses of CIG power 

plants. Compared to synchronous generators, the short circuit characteristics of CIG are 

significantly different [76], [77]. In synchronous generators, the short circuit current characteristics 

are well known. The fault current is high amplitude, uncontrolled, and mainly determined by the 

circuit parameters. These characteristics allow the development of well-known and accepted 
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methods for calculating short circuit currents [4]. Thus, protection systems can be set, and 

misoperation may be avoided. 

On the other hand, in CIG, the fault current has low amplitude and depends on the power electronic 

devices' control system. The control system is manufacturer-specific, making the detailed 

implementation of the control structure unknown [78]. Low short circuit currents may impact the 

performance of various protection functions. These may include line distance protection, memory-

polarized zero sequences directional protective relay element, negative sequence quantities-based 

protection, line current differential protection, phase comparison protection, RoCoF, and power 

swing detection [39], [76]. Some examples of these issues are described below. 

The sequence components of the fault currents of CIG do not have a zero-sequence, and the 

negative sequence is close to zero. As a result, misoperation of the protection systems might occur 

because the relay cannot assert the fault condition [77], [79]. Some grid codes have included 

requirements for injection of negative sequence during unbalanced faults, e.g., Germany [80]. 

Additionally, the fault current can be of inductive or capacitive nature, causing the protection 

function of negative sequence-based directional ground fault protection to take incorrect 

directionally decisions [81].  

The transient behavior of short circuit currents of CIG is causing the standard methods based on 

QPC for calculating fault current to become inappropriate for setting protection systems. Therefore, 

the method and models used to calculate fault currents need to be improved. In this sense, EMT 

models can be used to simulate short circuit transients accurately, allowing better tuning of 

protection systems [79]. 

As CIG increases, a decrease in system inertia is expected. This may lead to a larger RoCoF, 

sufficient for an undesired trigger of the RoCoF protection system in synchronous generators [76]. 

For a fast dynamic response, fast measurements are required, which can lead to higher errors in the 

frequency and RoCoF [82]. Particularly in the transient period immediately after a fault. This 

increases the risk of load loss due to the activation of under-frequency load-shedding schemes and 

the risk of instabilities. Higher RoCoF values can also trigger local protection relays, which can 

cause cascading disconnection events [82]–[84].  

Additionally, the spatial inertia distribution is becoming relevant. Recent research has shown that 

for a given contingency, the post-fault frequency behavior is no longer a function of the total system 

inertia but also of its spatial distribution in the grid [11], [85], [86]. In this way, an uneven inertia 

distribution -owing to not uniformly distributed CIGs- may lead to nonuniform frequency 

variations across the network busbars characterized by different initial RoCoF rates, which could 

threaten the stability of the system [86].  

2.4 Modeling Approaches for Simulation of Power System Transients 

Figure 1.1 shows that the time scales of power system transients span from microseconds to several 

hours. In general, the complete dynamic response of power systems can be seen as a combination 

of electromechanical and electromagnetic dynamic systems [2]. The electromagnetic transients are 

fast dynamics due to the interaction between the magnetic fields of inductances and electrical fields 

of capacitances in power systems. On the other hand, electromechanical transients are due to the 

interaction between the mechanical energy storage in electric machines and the electrical energy 

stored in the network. Due to the characteristics and time scales of transients in power systems, it 
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is complex to simulate both electromagnetic and electromechanical transients [6], [8]. Accordingly, 

dedicated assumptions and mathematical transformations can be used to develop component 

models depending on the transient nature to be studied. Thus, the system can be represented at an 

appropriate degree of detail for the bandwidth of the transient under study. 

In Figure 2.2, a general diagram of the main existing modeling approaches for simulation power 

system transients. The classification is based on the representation of electrical quantities of power 

systems, e.g., voltage and current signals. The modeling approaches considered include phasor 

calculus and the EMT approach. On the one hand, in the EMT approach, real and instantaneous 

signals represent each power system component in the abc phase domain. Simulators of the EMT 

programs (EMTP) type are the most commonly used to process such signals [26]. 

On the other hand, phasor calculus has been used in power systems to efficiently simulate EMT 

and electromechanical transients [5], [9], [25]–[30]. Complex signals represent the electrical 

quantities of the power system. QPC is focused on the transient simulation of slow 

electromechanical transients, whereas DPC is mainly used when electromechanical and EMT are 

of interest [5]. The main concepts related to modeling techniques are briefly described below. DPC 

concepts are discussed in more detail than those related to the EMT approach because DPC is key 

for this thesis. 

 

Figure 2.2. Classification of modeling approaches for the simulation of power system transients 

2.4.1 Electromagnetic Transient Approach 

In power systems, the waveforms of voltages and currents are real and instantaneous signals. These 

signals are generally represented in abc phase variables in the EMT approach. Component models 

within a power system based on instantaneous signals are the basis for other modeling techniques. 

In a representation based on abc phase variables, any component can be modeled directly, e.g., 

electric machines, transmission networks, and power electronic devices such as FACT, HVDC, 

and CIG [87], [88]. The representation based on abc phase variables is commonly used in 

simulators of the EMTP type. EMTP-type simulators are the most widely used for accurately 

simulating transients in the power system. For instance, studies of subsynchronous oscillations, 

short circuits, HVDC systems, power electronics, insulation coordination, harmonics, among 

others, can be performed using simulators of EMTP type [89] [90], [91]. In these simulators, the 
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accuracy of the numerical integration method depends on the time step size used for the simulation 

of the transient under study. The time-step size is chosen according to the frequency of transients 

considered relevant in the studies. As the frequency of the transient increases, a smaller time step 

is needed for accurate simulation of such transients [92].  

Although it is theoretically possible to perform power system stability analyzes using the 

representation of real and instantaneous signals [93], the computational burden and simulation time 

in the EMTP tools increase drastically. The reason is that to simulate power system transients 

accurately using models based on abc phase variables, small time-step sizes in EMTP tools are to 

be used. For the simulation of transients associated with AC power systems, an upper limit of the 

time-step size is given because of the system frequency. This means that EMTP tools need to use 

very small time-step sizes to obtain adequate numerical accuracy in simulations, e.g., 50 μs or even 

lower. Considering the size of large power systems and small time-step sizes, stability assessments 

based on EMTP tools require a significant computational burden and simulation time. This in turn 

makes EMTP unsuitable for stability studies of large power systems [94] [8], [95].  

For the above reasons, real and instantaneous signal representations are used mainly for transient 

simulations of lighting, overvoltage, power converter considering switching devices, and 

subsynchronous resonances, among others [88], [89], [96]. In these applications, it is usually 

required to model only a small part of a power system. Therefore, these transient simulations can 

be performed with reasonable computational times. Moreover, small-signal analysis cannot be 

performed using this representation of the component model because the equilibrium point cannot 

be well defined and depends on time [97], [98].  

2.4.2 Phasor Calculus 

2.4.2.1 Dynamic Phasor Calculus 

In normal operation, voltages and currents of power systems are balanced three-phase sinusoidal 

signals with a system frequency of 𝑓c = 50  Hz or 𝑓c = 60  Hz [5]. During low-frequency 

perturbations, power systems experience low-frequency transients. In the frequency domain, these 

transients are characterized by a bandpass characteristic centered on 𝑓c. This frequency can be 

considered as the carrier frequency. This band-pass characteristic is displayed in Figure 2.3, where 

the signal 𝑥(𝑡) can be a voltage or a current signal [26], [28]. The bandwidth is usually smaller 

than the system frequency. From the figure, it can be seen that the Fourier spectrum |ℱ[𝑥(𝑡)]| is 

symmetric to the axis 𝑓 = 0 Hz. Accordingly, the negative frequency components of the spectrum 

do not provide further information about the real signal 𝑥(𝑡). 

 

Figure 2.3. Application of Hilbert Transformation 

The real signal 𝑥(𝑡) can be represented by its analytic signal. An analytic signal is a complex signal 

with no negative components on its Fourier spectrum. The analytic signal 𝑥(𝑡) of the real signal 
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𝑥(𝑡) is defined as follows [99]: 

𝑥(𝑡) = 𝑥(𝑡) + jℋ[𝑥(𝑡)] (2.1) 

where the underscore indicates that 𝑥(𝑡) is complex, and ℋ[ .  ] is the Hilbert transform, which is 

formally defined as: 

ℋ[𝑥(𝑡)] =
1

π
∫

𝑥(𝜏)

𝑡 − 𝜏

∞

−∞

d𝜏 (2.2) 

The resulting Fourier spectrum |ℱ[𝑥(𝑡)]| only extends to positive frequencies, as shown in Figure 

2.3 on the right. An analytic signal can be shifted by the shift frequency 𝑓s as follows: 

𝑥s(𝑡) = 𝒫[𝑥(𝑡)] = 𝑥(𝑡)e−j2π𝑓s𝑡 (2.3) 

In power systems, it is of major interest to set the shift frequency 𝑓s = 𝑓c of 50 Hz or 60 Hz. The 

new signal 𝑥s(𝑡) then appears as a dynamic phasor, and its frequency spectrum changes, as shown 

in Figure 2.4. The shifted signal behaves as a low-pass signal, whose maximum frequency is 

reduced due to the shifting. As a result, a lower sampling rate can be used to simulate the transients 

using dynamic phasor signals compared with the natural bandpass signals 𝑥(𝑡). The original signal 

can be reconstructed through the reverse process: 

𝑥(𝑡) = Re[𝑥s(𝑡)e
j2π𝑓s𝑡] (2.4) 

 

Figure 2.4. Shifting by carrier frequency 

The simulation of power system transients involves the numerical solution of a set of differential 

and algebraic equations (DAEs). To obtain the DAEs using DPC, the derivative of 𝑥s(𝑡) is to be 

known. Deriving the analytical signal 𝑥(𝑡) described in (2.3) and defining 𝜔s = 2π𝑓s yields: 

e−j𝜔s𝑡
d𝑥(𝑡)

d𝑡
=

d𝑥s(𝑡)

d𝑡
+ j𝜔s𝑥s(𝑡) (2.5) 

In DPC, the EMT related to the electric network can be modeled through differential equations. 

DPC was developed to simulate efficiently electromagnetic and electromechanical transients [26], 

[28], [100]. Thus, fast variations of voltage and current signals can be accurately represented [9], 

[25]–[28]. DPC models have been successfully applied to simulate a broad range of transients in 

balanced and unbalanced three-phase power systems. DPC-based models have been demonstrated 

to be accurate and computationally efficient for simulating the transients under study in all the 

applications.  

Furthermore, in steady-state, the dynamic phasor 𝑥s(𝑡) is a constant signal, then it is possible to 
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obtain a well-defined equilibrium point. Accordingly, small-signal analysis can be performed in a 

system modeled using DPC [97]. Even though DPC has many advantages, the stability assessment 

based on DPC has not been thoroughly investigated yet [10]. 

2.4.2.2 Dynamic Phasor Calculus for Modeling Balanced Three-Phase Power Systems 

This section presents the modeling of balanced three-phase power systems using DPC. This system 

is of particular interest because it is closely related to the Park Transform [9], [101]. For this reason, 

the modeling of power systems using the Park transform is not considered a modeling approach in 

Figure 2.2. This section verifies that using the Park transform on a three-phase balanced signal is 

equivalent to use a mono-phase equivalent model based on DPC. 

A three-phase balanced signal 𝒙abc(𝑡) composed of 𝑥a(𝑡), 𝑥b(𝑡), and 𝑥c(𝑡) can be described as 

follows: 

𝒙abc(𝑡) = [

𝑥a(𝑡)

𝑥b(𝑡)

𝑥c(𝑡)
] =

[
 
 
 
 

𝐴(𝑡) cos(𝜔c𝑡 + 𝜃(𝑡))

𝐴(𝑡) cos (𝜔c𝑡 + 𝜃(𝑡) −
2π

3
)

𝐴(𝑡) cos (𝜔c𝑡 + 𝜃(𝑡) −
4π

3
)]
 
 
 
 

 (2.6) 

A mono-phase equivalent model can describe this system. To represent the system by DPC, the 

analytic signal of phase a is obtained and then shifted by 𝜔s = 𝜔c as follows: 

𝑥a(𝑡) = 𝑥a(𝑡) + j ℋ[𝑥a(𝑡)] = 𝐴(𝑡)ej𝜃(𝑡)ej𝜔c𝑡  (2.7) 

  

𝑥sa(𝑡) = 𝑥a(𝑡)e
−j𝜔s𝑡 = 𝐴(𝑡)ej𝜃(𝑡)  (2.8) 

with 𝑥sa(𝑡) being a complex signal with eliminated carrier 𝑓c. In this way, the information related 

to the other phases can be obtained by shifting 𝑥sa(𝑡) in 
2π

3
. The real and imaginary part of 𝑥sa(𝑡) 

can be seen as the direct and quadrature components resulting from the Park transform applied to 

(2.6) [9], [101]. This yields to: 

𝑥sa(𝑡) = 𝑥dq(𝑡) = 𝑥d(𝑡) + j𝑥q(𝑡) (2.9) 

Given this equivalence, it can be seen that applying the Park transform to a three-phase balanced 

signal is a particular case of applying DPC to obtain a monophase model from a three-phase 

balanced system. Therefore, the benefits of using dq or DPC-based models to represent three-phase 

balanced systems are identical. For this reason, further comments related to the modeling approach 

based on the Park transform are not given hereafter. 

2.4.2.3 Quasi-static Phasor Calculus 

Quasi-static phasor can be obtained from a dynamic phasor representation. To do this, a differential 

equation that describes the relationship between the two analytic signals 𝑥(𝑡) and 𝑦(𝑡) is 

considered as follows: 
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𝑘
d𝑥(𝑡)

d𝑡
= 𝑦(𝑡) (2.10) 

Both quantities are supposed to have a Fourier spectrum similar to the one shown in Figure 2.3 on 

the right. Using (2.5) to calculate the derivative of an analytical signal, (2.10) can be expressed by 

DPC as follows [5]: 

𝑘 [
d𝑥s(𝑡)

d𝑡
+ j𝜔s𝑥s(𝑡)] = 𝑦s(𝑡) (2.11) 

The QPC model is then obtained by setting 
d𝑥s(𝑡)

d𝑡
= 0 in (2.11). This results in the algebraic 

equation: 

j𝑘𝜔s𝑥s(𝑡) = 𝑦s(𝑡) (2.12) 

 

By neglecting the derivatives from (2.11), transient responses of 𝑥s(𝑡) are not represented. It is 

assumed that the transient response of the state variable 𝑥s(𝑡) is fast with respect to the time scale 

of interest. In the literature, this model reduction process is known as the singular perturbation 

theory [102]. This theory has been successfully applied within stability studies for neglecting 

transients in the stator fluxes of synchronous generators and electric networks [103]. 

A representation of a signal based on QPC can only yield an approximate power system model that 

can be considered appropriate if the transients of interest only involve small and negligible values 

of 
d𝑥s(𝑡)

d𝑡
. This is the case for very small magnitudes or very small frequency deviations contained 

in the Fourier spectrum of the dynamic phasor 𝑥s(𝑡). In Figure 2.5, the reduced validity in the 

frequency range of a QPC representation is qualitatively illustrated [5], [9]. Figure 2.5 shows that 

the Fourier spectrum of a quasi-static phasor approximates the Fourier spectrum of a dynamic 

phasor for frequencies close to 𝑓 ≈ 0. This is the case where the relevant transients for stability 

assessments are slow rotor electromechanical oscillations of synchronous generators, which cause 

small frequency deviations from the system frequency 𝑓c in electric quantities such as voltages and 

currents. The bandwidth of frequencies of these transients typically ranges from 0.1 Hz to 5 Hz [1], 

[5], [7]. Focusing on this range of frequencies in stability studies, the accuracy of time-domain 

simulations using QPC has shown to be appropriate for stability studies in power systems 

dominated by synchronous generators. 

 

Figure 2.5. Frequency spectrum of DPC and QPC 
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2.4.2.4 Basic Models of RLC Components 

The resistor, inductor, and capacitor models are briefly described using real, dynamic phasor and 

quasi-static phasor signals. The following equation defines the transients of an inductance: 

𝐿
d𝑖L(𝑡)

d𝑡
= 𝑣L(𝑡) (2.13) 

Considering the analytic signals 𝑖L and 𝑣L, and then applying (2.11) to (2.13), the DPC model of 

the inductance is: 

𝐿
d𝑖Ls(𝑡)

d𝑡
+ j𝜔𝑠𝐿𝑖Ls(𝑡) = 𝑣Ls(𝑡) (2.14) 

 

The QPC model of the inductance is then obtained by neglecting the derivative of the DPC model: 

j𝜔s𝐿𝑖Ls(𝑡) = 𝑣Ls(𝑡) (2.15) 

Proceeding similarly, the models of the resistor and capacitor can also be obtained. A summary of 

the models using different techniques is shown in Table 2.1. The representation of basic circuit 

elements displayed in Table 2.1 is used to implement power system models when lumped 

parameters are assumed. 

Table 2.1. Comparison of RLC representation 

Circuit 

element 

Real and 

instantaneous signal 
DPC QPC 

R 𝑣R = 𝑅𝑖R 𝑣Rs = 𝑅𝑖Rs 𝑣Rs = 𝑅𝑖Rs 

L 𝑣L = 𝐿
d𝑖L
d𝑡

 𝑣Ls = 𝐿
d𝑖Ls

d𝑡
+ j𝜔s𝐿𝑖Ls 𝑣Ls = j𝜔s𝐿𝑖Ls 

C 𝑖Cs = 𝐶
d𝑣C

d𝑡
 𝑖Cs = 𝐶

d𝑣Cs

d𝑡
+ j𝜔s𝐶𝑣Cs 𝑖Cs = j𝜔s𝐶𝑣Cs 

 

Figure 2.6 shows a time domain simulation of a three-phase RL circuit using different modeling 

approaches. It can be seen that QPC and DPC are equal in the steady-state while the model based 

on instantaneous signal oscillates with the system frequency, which in this case is 50 [Hz]. Both 

DPC and QPC track the envelope of the instantaneous signals. However, only the DPC model can 

accurately represent the transient of the RL circuit, tracking the envelope of the real signal. 
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Figure 2.6. Comparison of transient simulation of a three-phase RL circuit; 𝑅 = 1 [Ω], 𝐿 =
0.01 [H] 

2.5 Modeling of Power System Components 

This section describes the modeling of transmission lines and synchronous generators. This section 

aims to summarize the models used for simulating power system transients. This includes models 

used for both the simulation of EMT, which are typically neglected in stability assessments and the 

simulation of slow electromechanical transients, which are the focus of traditional stability 

assessments.  

2.5.1 Transmission Lines 

There are two main transmission line models in power systems: based on lumped and distributed 

parameters [104], [105]. Transmission line models using lumped parameters are based on the π 

circuit, where the parameters are calculated for a specific frequency. The transmission line models 

with distributed parameters are categorized into two types. These are transmission line models with 

constant parameters and transmission line models with frequency-dependent parameters [87]. If 

wave propagation phenomena are of interest, the transmission line model with distributed and 

frequency-dependent parameters can give accurate results in transient simulations. The Universal 

Line model is widely known and is usually used as a reference for developing new models [106], 

[107]. 

In stability studies where the focus is on slow electromechanical transients, QPC is used to model 

transmission lines [7], [98]. The EMTs related to the network are neglected. Thus, its behavior is 

modeled through a set of algebraic equations, which are obtained from the π circuit model with 

lumped parameters. In the case of long lines, the electrical parameters of the equivalent π circuit 

are adjusted to take into account the traveling wave equations associated with the line [108], [109].  

When electromagnetic and electromechanical transients are of interest, transmission lines based on 

lumped or distributed parameters can be used. Differential equations describe the dynamic instead 

of just algebraic equations, as used in DPC. The degree of detail depends on the frequency of the 

transients of interest. In general, for studies where the focus is on the stability of CIG control 

systems, the π circuit model with lumped parameters has been used to model transmission lines in 

[14], [98], [110]. This transmission line model has also been used for studies in which the main 

interest is to analyze whether there are adverse effects due to the dynamic interaction of CIG control 

systems and other power system components. It includes CIG based on wind turbine type 3, type 

4, and photovoltaic power plants [59], [111]. Furthermore, in [9], [27], [112], [113], both models 
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based on lumped parameters and based on distributed parameters have been developed using DPC.  

2.5.2 Synchronous Generators 

The classical approach to model synchronous generators is based on the Park transform [114]. The 

main advantage of the Park transform is that the inductances related to the stator flux linkages are 

not dependent on the rotor position. Various widely accepted types of approximate models use the 

dq transform [115]–[117]. The models commonly used for simulating power system transients are 

[4]: 

1) The eight-order model is used for synchronous generators with a round rotor. The model 

includes a field, stator, damper circuit on the d-axis, and a stator and two damper circuits 

on the q-axis. The swing equation is included in this model and is represented as two 

first-order differential equations. 

2) The seventh-order model is used for a synchronous generator with a salient pole rotor. 

The only difference from the eight-order model is that there is one damper circuit on 

the q-axis instead of two.  

The derivations of these models can be found in books such as [118] and [2]. For this reason, in 

this document, a detailed description of the derivations of the model is not given. 

The above models have been used to analyze the interaction between synchronous generators and 

the electric network [115]–[117]. This means that electromechanical and electromagnetic 

phenomena are of interest to study. The electromagnetic phenomena are low-frequency 

electromagnetic transients. Electromechanical transients are faster than slow electromechanical 

transients, which are the focus of stability studies of power systems dominated by synchronous 

generators.  

Other formulations have also been proposed to improve the accuracy of synchronous generator 

models based on the dq transformation. However, more accuracy increases the computational 

burden. Examples of such models are phase-domain (PD) models based on phase representation 

[119], [120], and the voltage behind reactance (VBR) introduced in [121] for the state space 

approach and extended to EMTP and DPC in [122], [123]. The above models represent the same 

physical system. Therefore, these models are equivalent and should give similar results in time-

domain simulations [116]. They have been used mainly in small test systems but not for stability 

assessments of real power systems. 

For stability studies where slow electromechanical transients are of main interest, synchronous 

generator models based on the Park transform are considered standard [2], [4], [6], [124], [125]. 

The derivatives related to the stator flux linkages of the synchronous generators are neglected. 

Therefore, the stator voltage behavior is modeled as algebraic equations. It is assumed that the 

stator transient is faster and well-damped than rotor transients. If the stator voltage behavior is 

modeled using algebraic equations, then the transmission network has to be modeled using 

algebraic equations. It means that QPC is used to represent the behavior of the transmission 

network. Consequently, a consistent set of differential-algebraic equations representing the power 

system can be obtained [4]. Neglecting the stator flux linkages of the synchronous generators 

causes the eight-order and seventh-order models to become sixth-order and fifth-order models, 

respectively [2]. In addition, it is widely accepted that the stability analysis is conservative when 

stator transients are neglected [4], [125].  
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2.5.3 Converter Interfaced Generation Technologies in Power System  

The overall dynamic performance of CIG and its impacts on power systems are widely governed 

by the control strategy implemented to control the power electronic converter. This section 

discusses a general structure extensively used to control CIG, which can be used regardless of the 

primary energy source behind the converter, solar or wind energy. Additionally, it reviews the CIG 

operation modes. For each operation mode, representative control systems are described. These are 

established as a benchmark model to comprehensively discuss the CIG models based on QPC 

reviewed in Section 2.6 and perform the comparative study in Chapter 5.  

2.5.3.1 General Control Structure of CIG 

In general, CIG requires four controllers, two for DC-AC conversion itself through pulse width 

modulation (PWM), one for the energy source, and one for energy storage on the DC side of the 

converter [95]. However, how these controllers are handled is flexible. Various possibilities have 

been explored during the last few years, although more in theory than in practice [11]. Figure 2.7 

shows the schematic diagram of a typical control system of a CIG, where the dotted arrows 

represent the variables that can be controlled. The voltage source converter (VSC) is a controllable 

DC-AC device [95]. The VSC configuration is the mostly used in CIG power plants [11], [15], 

[126]; for example, wind turbines type 3 [111], [127]–[129] and type 4 [15], [59], [130]–[132] and 

photovoltaic power plants [133]–[135]. A power plant based on CIG also considers an AC filter, 

which can be based on an inductance (L), an inductance and a capacitor (LC) or an inductance and 

a capacitor and inductance (LCL) [95], [136]. The filter improves the quality of the voltage and 

current wave obtained from the VSC.  

The CIG control system is based on a cascade control structure with low- and high-level control 

loops. The outer control loops (high-level controls) have a slower dynamic response than the inner 

control loops (low-level control loops). This allows the outer control loops to give reference signals 

to the inner control loops. The high-level control ensures the synchronization of the converter and 

can also provide a variety of services to the AC grid [137]–[139], such as active power control, 

ride-through capability, voltage/reactive control, and frequency response capabilities, among 

others [10], [11], [140], [141]. The synchronization control is needed to achieve good dynamic 

performance during the operation of CIG. The control needs to measure signals from the network 

to synchronize the converter with the grid, e.g., voltage amplitude, frequency, and angle, or it can 

set the frequency used to synchronize the converter with the grid [142]. Depending on the operation 

mode, different control strategies can be adopted. 
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Figure 2.7. Illustrative schematic diagram of a control system used in CIG 

The inner control loops generate the reference signals for the VSC. The dynamic response of these 

control loops is fast, with time scales in the range of EMT, typically with time constants less than 

20 ms [143]. The VSC can regulate the magnitude and angle of the voltage through PWM 

techniques. In high-power applications, the VSC switching frequencies are in the order of a few 

kHz to limit the losses in the power converter. 

As shown in Figure 2.8, the modeling of control systems is a highly complex task. The complexity 

is due to the various functionalities and control strategies that can be implemented in real CIG 

power plants. These power plants may have controllers for the DC-link circuit, maximum power 

point tracker (MPPT), voltage or reactive power, frequency regulation, inertial response, 

accomplishing requirements of LVRT/HVRT, for DC and AC current protection, among others 

[135], [10]. Furthermore, various control strategies implemented by the manufacturers of CIG 

power plants are proprietary and subject to industrial secrets. This significantly increases the 

stability assessment complexity in future operating conditions of power systems [78]. On the other 

hand, due to the dynamic behavior and response of the CIG, it may be operating conditions in 

which new adverse control interactions, with a fast and slow dynamic response, arise in the systems 

[15], [16], [59], [144]. Traditional simulation tools based on QPC models may not be suitable for 

such new stability issues. 

Given the above reasons, different assumptions are commonly made to model CIG in power system 

stability studies. These assumptions are generally related to how the low-level controls and the AC 

filter are represented in the CIG models. A detailed discussion of these assumptions is presented in 

Section 2.6. In the case of high-level controls, it is common to consider those that comply with 

specific grid codes. This may include voltage control, LVRT/HVRT requirements, inertial 

response, and frequency control, among others [10], [135]. Since the high-level model depends on 

the particular grid code, we describe typical generic control strategies used in stability analysis.  

2.5.3.2 Operation Modes of CIG 

The converters of power plants based on CIG are modular and almost totally actuated devices that 

admit several control options with very fast response times. However, so far, there is still no 

consensus on the terminology and distinction among the different operating modes of the CIG. In 
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fact, many of them are even contradictory and depend on the researcher's perspective, e.g., power 

electronics or power systems [11]. Most of the ongoing efforts to classify the different modes of 

operation of the CIG have been made in the context of microgrids [142], [145]. However, these 

classifications can also be applied in the context of power systems [11], [12], [146]–[148]. Two of 

the most commonly used operation modes are referred to as grid forming (GFM) and GFL [142], 

[145]. The latter is also referred as grid-feeding or PQ control [142], [145], [149]. The term grid-

following is used in this work hereafter. A third operation mode named grid-supporting was also 

described in [142], [145]. However, the concept describing the grid supporting mode in both 

references differs. In this work, the grid supporting mode is considered a subclassification of the 

GFL mode. This will be discussed later in this section. The most widely known operating modes 

for CIG are depicted in Figure 2.8. However, it is important to note that other operating modes are 

possible from the perspective of the power system [11]. 

 

Figure 2.8. Widely used operations modes of CIG 

In the GFM operation mode, the CIG regulates the magnitude of the frequency of the voltage and 

the system frequency at its terminal to specific set points [11], [142], [145], similar to synchronous 

generators. It can also balance generation and load by properly implementing active power-sharing 

controllers. CIG operating in GFM mode exhibits black start capability, frequency regulation, 

voltage regulation, and load sharing [147]. Accordingly, CIG operating in GFM mode should be 

connected to the system [148], [150].  

The CIG provides active and reactive power to the grid according to the power dispatch 

requirements in the GFL operation mode. This mode operates appropriately when the grid regulates 

the frequency and voltage at which the CIG is connected. As a result, the GFL mode is only possible 

if other generators impose the voltage and frequency of the AC grid [12], [142], [145], [146]. The 

GFL operation mode is currently the dominant method used by vendors to operate CIG connected 

to the grid. However, as the CIG level increases, it is required that the CIG participate in regulating 

voltage and frequency.  

The third operation mode of CIG is the grid-supporting mode, and it was introduced in [142] and 

[145] in the context of microgrids. In both works, the grid-supporting mode includes additional 

high-level controllers to regulate the voltage and frequency of the system. However, both concepts 

are different in both references. In [145], the grid supporting mode is based on a GFL mode plus 

high-level controllers. Although it may include voltage or/and frequency regulation, the grid-

supporting mode is unsuitable for operating under isolated conditions. Therefore, according to 

[145], the grid-supporting mode is only possible if other generators impose the voltage and 

frequency of the AC grid. On the other hand, [142] considers the grid supporting as a grid following 

(GFL) or grid-forming (GFM) with high-level controllers implemented to regulate the voltage and 

Grid followingGrid forming

Grid supporting

Operation modes of CIG
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frequency of the AC grid. Under this description, the grid supporting mode based on a GFM mode 

plus high-level controllers is suitable for operating in isolated grids.  

As mentioned previously, in GFM mode, the CIG can operate during isolated conditions; thus, 

controllers to regulate voltage, frequency of the AC grid, and power-sharing are to be implemented 

to operate under such conditions. Therefore, the grid supporting mode described and discussed in 

[142] is redundant.  

Given the above reasons, the definition of the grid supporting mode presented in [145] is used here. 

In the context of power systems, any CIG with fault ride through, voltage control, and/or frequency 

control can be considered operating in grid supporting mode [146]. Furthermore, assuming the 

definition in [145], the CIG model used to represent the inner control loops associated with the 

GFL and grid supporting operation mode is identical. The term GFL is mainly used in the power 

system community, independently of whether the CIG supports the system's frequency and/or 

voltage. Accordingly, the term GFL is used in this work rather than grid supporting when the CIG 

models with voltage support are presented. This does not include CIG operating in GFM. 

2.5.3.3 Representative Control Systems used in CIG 

This section describes models of representative control systems used in power plants based on CIG 

operating in GFL and GFM mode. The control system models presented in this section are generic 

and commonly used for the simulation of transients [35], [125], [151]–[153]. For a CIG operating 

in GFL and GFM mode, an average VSC model where switching transients are neglected is 

considered representative and appropriate for stability studies [136], [147], [148], [154]–[156]. The 

switching of power electronic devices is not modeled when system stability is of interest. This is 

because the time scale of the switching is considered fast compared with the transients of interest 

at the system level [59], [111]. Therefore, in this model, the dynamic response of the CIG is 

determined by the outer, inner control loops and the AC filter. They are represented in a rotational 

dq reference frame. This representation has been recommended and used to study control 

interactions between CIG and power systems [15], [35], [58], [59], [125], [148], [151], [157], 

[158]. The above assumptions are considered to describe the representative CIG model below. It 

includes GFL and GFM operation modes.  

• Grid Following Operation Mode 

Figure 2.9 shows a diagram of a CIG connected to the grid. It comprises a DC side, a VSC, and an 

AC side. A capacitor is connected to the DC side. This is referred as DC-link circuit. Further, a DC 

source or another VSC that transforms AC to DC can be used on the DC side. The latter is used, 

for instance, in a type-4 wind turbine. In the AC side, an AC filter is connected, which is 

represented as a coupling inductance 𝐿 . The AC filter can be an L, LC, or LCL. However, the 

capacitor is commonly neglected at the system level because its effect is negligible [159]. Thus, 

the AC filter is represented by an RL circuit modeled by differential equations. This simplification 

has been employed in [15], [16], [158], [160]–[167] to model type 3 and type 4 wind turbines, 

photovoltaic power plants, and HVDC links based on VSC. The variables shown in Figure 2.9 to 

Figure 2.15 are defined in Table 2.2. 
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Figure 2.9. Diagram of CIG connected to the grid that operates in GFL mode [125] 

For the high-level control loops, the outer control loops regulate the voltage or the reactive power 

through the current on the q-axis and the active power or voltage at the DC -link through the current 

on the d-axis. These outer control loops are shown in Figure 2.10 and Figure 2.11, respectively. 

The outer control loops are based on PI controllers, as is usual in stability assessments [15], [35], 

[58], [158]. Other control loops can be added to support the system frequency. This is done by 

changing the 𝑃    in Figure 2.10, i.e., droop control shown in Figure 2.12 [168].  

 

Figure 2.10. Outer control loops for the d-axis; a) Active power control; b) DC-Link voltage 

control 

 

Figure 2.11. Outer control loops for the q-axis; a) Reactive power control; b) Voltage control 

 

Figure 2.12. Doop control for CIG operating in GFL 
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Regarding the synchronization method, a phase-locked loop (PLL) in a synchronous reference 

frame (SRF) is commonly used in current CIG applications in power systems [169] (see Figure 

2.13). The PLL is used to estimate the phase angle of the voltage at the point of common coupling 

(PCC). The phase angle transforms abc to dq signals and then controls the CIG [170].  

In addition to the SRF - PLL shown in Figure 2.13, other synchronization methods have been 

proposed. Relevant alternatives that can be found in the literature include: i) PLL based on 

decoupled double synchronous reference frames (DDSRF) [58], [171], [172], ii) the Kalman filter-

based synchronization method [173], [174], and iii) the recursive discrete Fourier Transform [175], 

[176]. A few works have modeled the PLL-DDSRF for stability analysis of power systems, and it 

has been observed that the dynamic performance of the system under study is better than when the 

SRF - PLL is considered [58], [172]. Although various synchronization methods have been 

proposed in the literature, the SRF - PLL is mainly considered in stability assessments of power 

systems [15], [58], [172]. This is because SRF - PLL is still the most widely used synchronization 

method in existing CIG units, and TSOs have reported problems due to SRF - PLL [177], [178]. 

Accordingly, this thesis uses the SRF - PLL as a representative synchronization method of a CIG 

operating in the GFL mode.  

 

Figure 2.13. SRF - PLL 

Regarding the low-level control loops, the current control loops shown in Figure 2.14 based on PI 

controllers are widely used [10], [11], [15], [35], [58], [78], [131], [158], [179]. Both control loops 

include cross-decoupling terms to enhance the dynamic performance of current controllers. The 

cross-decoupling terms allow the decoupled control of the active and reactive power injected by 

the CIG into the grid. The voltages 𝑣 dq are signals which pass through a low-pass filter represented 

through a first-order transfer function as is shown in Figure 2.15. The terms are referred to as feed-

forward terms and may significantly affect the control stability [180], [181]. The output of the 

current control loops is the voltage to be synthesized by the VSC using a PWM technique [136]. 

As mentioned, the switching of power electronic devices due to the PWM is neglected. 

 

Figure 2.14. Current control loops; a) current controller on the d-axis; b) current controller on the 

q-axis 
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Figure 2.15. Feed-forward terms; a) d-axis; b) q-axis 

It should be mentioned that further implementations for the inner current controllers are also 

conceivable. They can be based on resonant controllers implemented on a stationary frame, using 

signals on αβ or abc [142]. Furthermore, nonlinear control structures have also been proposed. 

They include hysteresis, sliding, or predictive controllers [142]. Both resonant controllers and 

nonlinear controllers can track sinusoidal reference currents in a fast and robust way. However, 

such control structures, different from typical controllers based on a reference frame dq, are used 

mainly in power electronic engineering and have not been widely considered in the context of 

power systems [19]. Accordingly, they are not discussed further here.  

Table 2.2. Description of CIG – GFL parameters  

Parameter Description 

𝑃G  Active power injected by the primary energy source 

𝐶 C   Capacitance of the DC-Link circuit 

𝑣cdq, 𝑖cdq  Voltage and current injected by the VSC on a dq reference frame, respectively 

𝑣 dq  Voltage at the PCC on a dq reference frame 

𝐿 , 𝑅   Inductance and resistance of the AC filter of type L, respectively 

𝑃   , 𝑃m, 𝑃 , Δ𝑃     
Active power reference, measured active power, active power injected at PCC, 

and incremental reference active power, respectively 

𝑄   , 𝑄m, 𝑄   
Reactive power reference, measured reactive power, reactive power injected at 

PCC, respectively 

𝑣    , 𝑣m, |𝑣 dq|  Voltage reference, measured voltage, and voltage at PCC, respectively 

𝑖cd
   , 𝑖cq

     Current reference on d- and q-axis, respectively 

𝜔   , 𝜔 ,PLL , 𝜔b 
Angular velocity reference, angular velocity estimated by the PLL, and angular 

velocity base, respectively 

Δ𝜔𝑃𝐿𝐿, Δ𝜃PLL  
Incremental angular velocity and incremental angular angle estimated by PLL, 

respectively 

𝑘pP, 𝑘iP, 𝑇 P  
Proportional gain and integral gain of the active power controller and time 

constant of the measured active power, respectively 

 𝑘p C, 𝑘i C, (𝑉pu, C
   )

2
 

Proportional gain and integral gain of the DC-Link control system, and voltage at 

capacitor of DC-Link circuit reference to the square, respectively 

𝑘pV, 𝑘iV, 𝑇   
Proportional gain and integral gain of the active power controller, and time 

constant of the measured active power, respectively 

𝑚p  Droop coefficient 

𝑘pPLL, 𝑘iPLL Proportional gain and integral gain of PLL controller, respectively 

𝑘p, 𝑘i , 𝜏vtdq 
Proportional gain and integral gain of the current controller and time constant of 

VFF, respectively 

𝑣 dm, 𝑣 qm   VFF term on d- and q- axis respectively 

 

• Grid Forming Operation Mode 

Figure 2.16 shows a diagram of a CIG operating in GFM mode connected to the grid. This diagram 

is commonly used when the control structure of this operation mode is based on multiple control 
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loops, similar to the GFL mode. This is the most common structure considered in stability 

assessments [148], [150], [182]. Thus, it is described in this section.  

The CIG comprises a DC side, a VSC, and an AC side. A capacitor is connected on the DC side. 

Further, a DC source can be connected to the DC side. The LCL filter is considered in the CIG 

model. The LCL filter is represented as an RLC circuit modeled by differential equations [148], 

[156]. The inductance 𝐿c can be part of the AC filter or can represent a couling inductance related 

to a transformer used to connect the CIG to the grid. Contrary to the GFL mode, the dynamic related 

to the capacitor 𝐶  has to be considered because it is the control plant used to design and implement 

the inner control loops that set the voltage 𝑣Cfdq
 of the CIG unit shown in Figure 2.16.  

 

Figure 2.16. Diagram of CIG connected to the grid operating in GFM mode 

High-level control loops typically use droop controllers to share active and reactive power. The 

controller models are depicted in Figure 2.17 and Figure 2.18, respectively. The droop-based active 

power controller sets the frequency in the VSC and synchronizes the CIG with the AC grid [142], 

[148]. The droop-based reactive power controller sets the reference voltage 𝑣Cfdq
    for the inner 

control loops. Both droop controllers allow the CIG to participate in the voltage and frequency 

regulation and hence in the power-sharing among generators. Other control strategies for regulating 

the system frequency and synchronizing CIG have been proposed in the literature, such as virtual 

synchronous machines [156], [183], matching control [184], and virtual oscillators [185]. Virtual 

synchronous machines and matching control attempt to mimic the dynamic response of traditional 

synchronous machines. These control strategies perform the same tasks as droop-based active 

power controllers and are also mathematically equivalent [137], [139], [186], [187]. Accordingly, 

droop-based controllers can be considered representative outer control loops for general-purpose 

stability analysis. 

 

Figure 2.17. Droop-based active power controller 
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Figure 2.18. Droop-based reactive power controller 

In CIG, voltage and current control loops in a cascade structure are used in low-level control loops. 

Both the voltage and current control loops use PI controllers, as shown in Figure 2.19 [148], [156], 

[188]. The voltage controllers set the reference current for the current controllers. The latter sets 

the reference voltage to be synthesized by the VSC. Inner control loops consider cross-decoupling 

terms for better dynamic performance [136]. The feedforward term related to the current control 

may also be included with or without a filter. Similar to the CIG operating in grid-following mode, 

the inner control loops can also be implemented in a stationary reference frame using αβ signals 

and resonant controllers [142], [149]. However, to the best of the author’s knowledge, such 

controllers have not been used so far in power system stability studies. For this reason, they are not 

discussed here.  

 

Figure 2.19. Inner control loops on the dq axis; a) voltage control loops; b) current control loops 

2.6 Modeling of CIG for Power System Stability Studies 

Different representations for the inner control loops and AC filters used in CIG have been proposed 

in the literature. They have the fastest dynamic response in CIG units [35], [78], [162]. Since 

stability studies traditionally focus on slow electromechanical phenomena, the representations of 

the fast dynamic response of CIG vary considerably depending on the assumptions and 

simplifications considered in the pertinent study. Depending on the representation used for the 

inner control loops and the AC filter in stability studies, the CIG has been represented as a 

controlled current source or as a controlled voltage source behind an impedance. These 

representations can be seen in Figure 2.20a and Figure 2.20.b, respectively. Both representations 

consider a VSC configuration where an average VSC model is used. The switching transients are 

neglected in this model, and the CIG control systems are represented in a rotational dq reference 

frame.  
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Figure 2.20. Representation of CIG; a) current source; b) voltage source behind an impedance 

Table 2.3. Description of CIG – GFM parameters 

Parameter Description 

𝑃G  Active power injected by the primary energy source 

𝐶 C   Capacitor of the DC-Link circuit 

𝑣cdq, 𝑣 dq  Voltage at VSC and voltage at the PCC on a dq reference frame, respectively 

𝐿 , 𝐿c, 𝑅 , 𝑅c , 𝐶      
Inductances, resistances, and capacitance of the AC filter of type LCL, 

respectively 

𝑣Cfdq
, 𝑖Cfdq

, 

𝑖Lfdq
, 𝑖Lcdq

,   

Voltage and currents in the capacitor 𝐶 , currents through inductor 𝐿  and 𝐿c on a 

dq reference frame, respectively 

𝑃   , 𝑃m, 𝑃   
Active power reference, measured active power, and active power injected at 

PCC, respectively 

𝑄   , 𝑄m, 𝑄   
Reactive power reference, measured reactive power, reactive power injected at 

PCC, respectively 

𝜔   , 𝜔 
pu

 , 𝜔b, 𝜃  
Angular velocity reference, measured angular velocity, base angular velocity and 

angle reference for voltage synthetized in VSC, respectively 

𝑒Cfd0

   , 𝑣Cfd

   , 𝑣Cfq

    
Voltage reference in the droop-based reactive control on d-axis, voltage in the 

capacitor 𝐶  reference on d- and q-axis, respectively 

𝑖Lfd

   , 𝑖Lfq

     Current reference on d- and q-axis, respectively 

 𝑇 P, 𝑇 Q  
Proportional gain and integral gain of the active power controller and time 

constant of the measured active power, respectively 

𝑘pVd
, 𝑘iVd

  Proportional gain and integral gain of the voltage controllers, respectively 

𝑚p, 𝑛p  Droop coefficiets of active and reactive control, respectivaly 

𝑘pId
, 𝑘iId, 𝜏vtdq

  
Proportional gain and integral gain of the current controllers, and time constant of 

VFF, respectively 

 

This section reviews and discusses both representations with their respective variations and 

assumptions typical in stability studies based on QPC. The focus is on how the fastest dynamic 

responses in CIG are modeled in such studies. It must be mentioned that in most studies reported 

in the literature, the CIG is considered to operate in GFL mode [35], [78], [179], [189]. Both 

representations have been used for modeling CIG in GFL mode. Accordingly, the CIG models 

reviewed and discussed in this section consider this operation mode. 

Furthermore, it must be noted that there has recently been an increased interest in the academy and 

industry in studying the dynamic performance and stability of power systems with CIG operating 

in GFM mode. The model described in Section 2.5.3.2 is mainly used when GFM is considered for 

power system stability studies [148], [182], [190]. Compared to CIG models operating in the GFL, 

fewer works have been proposed for stability analyses based on QPC [146]. In addition, the works 

considering CIG in GFM are more theoretical than based on actual CIG power plants. These are 

other reasons why this section focuses on CIG models operating in the GFL mode rather than the 
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CIG models operating in GFM. However, according to [150], the study, modeling, and simulation 

of power systems are considered relevant to understanding dynamic behavior and achieving secure 

operation of future power systems dominated by CIG operating in GFM. Accordingly, it will be 

part of future work. 

2.6.1 Models Based on a Current Source Representation 

The CIG model based on a current source representation is shown in Figure 2.21. In this model, 

the dynamics of the current controllers, the L filter, and the PLL are simplified as a first-order 

transfer function. The CIG model assumes that the inner control loops can track the reference 

values. In Figure 2.21, the time constants 𝑇d and 𝑇q represent the time upon which the control 

achieves its reference values. Typically, values ranging from 10 to 20 ms have been used in stability 

studies [35], [131], [191], [192]. This model also assumes that the voltage through the capacitor in 

the DC-link circuit remains constant. Thus, the dynamic related to the capacitor in the DC-link 

circuit is not modeled. This representation has been used for modeling CIG with different energy 

sources such as wind power plants type 3 [193], type 4 [15], [192], and photovoltaic power plants 

[78], [191]. 

 

Figure 2.21. Current source model based on a transfer function 

The controlled current source for CIG modeling has been proposed mainly by CIGRE [10], [151], 

General Electric (GE) [191], [192], Western Electricity Coordinating Council (WECC) [194], [78], 

[191], [192], and the standard IEC 61400-27-1 [189], [195]. Comparative studies have been 

performed to validate the accuracy and pertinence of these models. The comparisons are between 

simulations based on QPC models and simulations based on EMT models. Furthermore, it has been 

possible to validate the CIG models using existing measurements of wind or photovoltaic power 

plants in some cases. The use of measurements has been applied mainly for the validation of the 

generic models developed by WECC or IEC [189], [196], [197].  

In general, the results obtained from the validation process show that this model represents the 

dynamic response of test systems with a proper degree of accuracy. However, the test systems are 

usually very small. The test systems consist of a CIG unit connected to an infinite bus through a 

transmission line when validation is performed by EMT simulations [197]–[199]. It also includes 

systems where CIG penetration levels are not too high or not specified [198]. Thus, despite the 

accuracy shown in some works, the validity and applicability of this CIG model for stability studies 

in existing power systems with high penetration levels of CIG cannot be ensured [12], [24], [200].  

Since the CIG model was developed for stability analyses based on QPC, the focus is on the time 

scale of the slow electromechanical transients related to synchronous generators. Therefore, this 

CIG model has limitations, which are described below. This CIG model, represented as a current 

source, can experience numerical instability [78], [201]. The numerical instability may appear in 

scenarios of weak systems [78] or when faults close to the CIG are considered [201]. Moreover, 

real CIG can experience loss of synchronism during very low-voltage conditions, causing the PLL 
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to become unstable. Since the PLL is not represented in this model, loss of synchronism may cause 

convergence problems in time domain simulations [202]. This is because the solver cannot reach a 

new quasi-steady state operating point at the end of each iteration.  

According to the report developed by CIGRE [151], this CIG model can capture transients with 

oscillation frequencies of up to 2 Hz. Another report developed by CIGRE [10] indicates that the 

applicability of this model is for transients with oscillation frequencies between 0.1 and 5 Hz. In 

the WECC model (where a current source represents the converter), the range is between 0.1 and 

3 Hz [10], [24], [78]. [203] states that time-domain simulations are unreliable if stability issues 

occur because some variables become poorly damped and oscillation frequencies above 5 Hz. 

Therefore, the results should be questioned. The cited references suggest different frequency 

bandwidths for the applicability of CIG models based on the current representation, but they do not 

describe how those ranges can be obtained.  

Furthermore, the CIG models developed by CIGRE and WECC are not recommended when CIG 

are connected in buses with low Short Circuit Ratios (SCR). According to [10], [24], [203], these 

models are not recommended for SCR less than 3. This is because, for SCR lower than 3, the 

system can be considered weak. However, this value may vary depending on factors such as 

technology used in CIG and power system characteristics. In fact, [24] indicates that each system 

should define the minimum SCR that makes these CIG models suitable for stability assessments. 

The minimum SCR might be obtained through EMT simulations. Although the minimum SCR can 

be obtained, some cases can still require EMT simulations for stability studies, at least under special 

conditions where the CIG are connected to a very weak part of the power system [10], [200],[73]. 

It should be noted that the requirement for EMT simulations in [24] does not consider the existence 

of other modeling techniques which can properly represent electromagnetic and electromechanical 

phenomena with an adequate degree of accuracy.  

As the CIG level increases, some researchers have proposed integrating the PLL into the CIG 

model represented by a controlled current source [15] [170]. This has been proposed to study 

stability issues that arise when CIG are connected at buses with low SCR. In [15], stability analyses 

compare an average CIG model, a CIG modeled as a controlled current source with PLL, and the 

last without PLL. These three CIG models consider the same outer control loops. Active and 

voltage controllers are considered for the studies. The test system consists of a CIG unit connected 

to an infinite bus through a transmission line. The results show that including the PLL improves 

the accuracy of the CIG model based on a current source representation. This model can predict 

the small signal stability of the test system due to modes poorly damped with low oscillation 

frequencies. This is because the modes are mainly related to the state space variables associated 

with the PLL. However, the results obtained in [15] are based on a small test system; therefore, 

they cannot be generalized to power systems with multiple synchronous machines and multiple 

CIG units.  

2.6.2 Models Based on a Voltage Source Representation 

Various CIG models based on a voltage source representation behind an impedance have been 

proposed in the literature. These CIG models have been commonly validated, comparing their 

dynamic response with more detailed CIG models using EMT simulations [35], [164], [204]. In 

general, the results show that these models represent the dynamic response of test systems with 

appropriate accuracy. However, the test systems used for validation vary significantly among 

investigations. Since the test systems and the scenarios under study are considerably different, a 
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comparison of accuracy cannot be made from the result presented in the reviewed works. 

Additionally, there is less information regarding the limitation and applicability of these CIG 

models for stability studies of power systems with significant penetration of CIG. Consequently, 

this section focuses mainly on the assumptions and simplifications considered in developing these 

models. Five types of CIG models based on a voltage source representation have been identified in 

the reviewed works. Each of them is now described below.  

First, the CIG model used in [166] is described. It models the inner current control loops, the PLL, 

and the L filter represented by an RL circuit, as shown in Figure 2.14, Figure 2.13, and Figure 2.9, 

respectively. Differential equations model the L filter expressed on a dq-reference frame. This 

model has been used for the modeling of wind turbine type 3, wind turbine type 4, PV, and HVDC 

based on VSC [75], [165], [166], [205]–[210]. The control systems related to the CIG are 

represented in detail, but the power system is modeled based on QPC. This model has been used 

to study power system stability in multi-machine and multi-converter power systems, including 

weak systems. However, [166] states that further studies are needed to determine the effects of 

neglecting the EMT related to transmission lines on the accuracy of this model. It has to be noted 

that the inner controller and the L filter have a fast dynamic response. Therefore, the computational 

burden related to transient simulations increases when they are included in stability studies. This 

is because smaller time-step sizes have to be used in transient simulations to observe the dynamic 

response of the inner control loops and the AC filter.  

Second, the CIG model proposed and used in [127], [211]–[213] is described. This model is 

obtained from the previous one. The only difference is how the L filter is modeled, represented by 

algebraic equations. This model has been used in a few works to study the dynamic performance 

and stability of HVDC based on VSC [127], [211]–[213]. It can be inferred that this model can be 

used for CIG, such as wind turbine type 4 and photovoltaic power plants. In [212], it is shown that 

the model decreases its accuracy when the system becomes weak. The analyzes were performed 

on a system consisting of a VSC connected to an infinite bus through a transmission line. Therefore, 

the accuracy of the model on a multi-machine and multi-converter power system is unknown. 

 

Figure 2.22. Inner current control loops without decoupling and feedforward terms; a) d-axis; b) 

q-axis 

Third, the CIG model proposed in [125], [162], [164] is described. The inner current control loops 

are modeled in this model, but the decoupling and feedforward terms are ignored, as Figure 2.22 

shows. The PLL is considered, and a set of algebraic equations models the L filter. The authors in 

[201] indicate that using a voltage source representation avoids the numerical stabilities that may 

appear when the current source representation is used. This model has been proposed to represent 

wind turbines type 3, type 4, and HVDC based on VSC [125], [162]–[164], [201], [214]–[224]. In 
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the reviewed works, the behavior and accuracy of this model under scenarios of high penetration 

of CIG or when the CIG are connected at buses with low levels of SCR have not been thoroughly 

investigated.  

Fourth, the CIG model recently proposed in [134] is described. The authors proposed this model 

to represent the dynamic response related to photovoltaic power plants. The motivation for 

developing a new model is because models based on a current source representation [191], [192], 

[131] were unable to predict the actual transient behavior of photovoltaic power plants. In fact, the 

simulations did not predict the transmission faults induced by photovoltaic power plants. The 

Southern California electric grid experienced 1200 MW and 900 MW of photovoltaic generation 

disconnections in 2016 and 2017, respectively. The reports developed by the TSO indicate that the 

photovoltaic generation tripped due to i) off-nominal PLL frequency, ii) overcurrent in the DC-

Link circuit, and iii) AC overcurrent. These issues were not predicted by the CIG models because 

the PLL, the DC link circuit, and the filter are not explicitly modeled in the current source 

representation [191], [192], [131]. Given the above, the CIG model proposed in [134] consists of 

current control loops, the PLL, an LCL filter, the DC link, and the photovoltaic array. The current 

control loops and the PLL are the same as those shown in Figure 2.14 and Figure 2.13, respectively. 

The LCL is modeled in two parts. First, the LC is modeled by differential equations in a dq-

reference frame. Second, the L used to connect the CIG to the grid is modeled by algebraic 

equations. The authors indicate that the assumptions made on the LCL filter allow for the use of a 

voltage source presentation behind an impedance. Thus, it is possible to explicitly include the 

solution of the transmission network, which is modeled based on QPC. The author considers the 

CIG model to be suitable for transient stability studies. This is because some dynamic phenomena 

obtained from transient simulations are similar to those reported by the TSO.  

The work shown in [134] concludes that stability studies can be performed using the proposed 

model without performing EMT simulations. However, this work does not perform EMT 

simulations to validate the proposed model. Also, the CIG level is low, so the conclusions may not 

apply to any system. It has to be mentioned that the details used in this model include the fast 

dynamic responses of the inner control systems of a CIG and the AC filter. Then, the computational 

burden increases because small time-step sizes should be used to simulate these dynamic responses. 

Fifth, the CIG model proposed in [35], [225] is described. This model is proposed to improve the 

CIG model based on a current source representation [191], [192], [131]. This model is shown in 

Figure 2.23 and differs from the CIG models described in this section. The current control loops 

are presented as a transfer function of the first order. The PLL is not modeled. It is assumed that 

the current controllers can track the reference current, and the PLL works appropriately. The time 

constants 𝑇d and 𝑇q represent the time response of the current controller and the PLL. These 

constants take values in order of 10 ms. An L filter is considered and represented by a set of 

algebraic equations. The voltage to be synthesized by the VSC is calculated using the equations 

shown in Figure 2.23 in the center. A transfer function of first order, with time constants 𝑇 d and 

𝑇 q, is used to model the delay related to the PWM in the VSC. 
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Figure 2.23. The CIG model developed in [35] 

This CIG model is compared to the CIG model based on a current source representation. The results 

of transient simulations using these models are compared with a benchmark model. The latter 

includes the current controller and a set of differential equations model the L filter. The PLL is not 

modeled. The IEEE 9-bus system is implemented for validation purposes. The results show that 

the proposed model in [35] is more accurate than the CIG model based on a current source 

representation, mainly in the transient, once a perturbation occurs on the test system. The Electric 

Power Research Institute (EPRI) indicates that this model can be used in an additional step before 

performing EMT simulations [226]. It should be noted that the CIG model is validated considering 

scenarios where the penetration of converters is not significant, and the SCR is not low. 

Accordingly, whether the proposed model is suitable or gives accurate results for stability studies 

in weak or low-inertia systems is unclear. As the PLL is not modeled, its effects cannot be studied. 

However, the modularity of the proposed model makes it possible to include the PLL, even if it 

was not modeled in [35], [225]. 

2.6.3 Comparison of CIG Models Used for Stability Studies 

Table 2.4 summarizes the CIG models most widely used in the literature to perform stability 

studies. All these models consider a grid-following operation mode for the converter. The DPC-

based model is considered a representative model for stability assessments. This means that the 

EMT related to the transmission network is modeled using differential equations. In the column 

“Model” of Table 2.4, the term VS means that the CIG is represented as a controlled voltage source 

behind an impedance and the term CS means that the CIG is represented as the controlled current 

source. In the VS- and CS-type models, the EMT related to the transmission network is represented 

using QPC, meaning that a set of algebraic equations models its dynamic behavior.  

It can be seen in Table 2.4 that these models only indicate how the low-level control loops, the AC 

filter, and the PLL are represented in stability studies. The high-level control loops are neither 

mentioned nor shown in Table 2.4 because all models can consider different control strategies in 

the high-level control system. Accordingly, the number of CIG models proposed in the literature 

consists of a combination of high-level control loops, low-level control loops, AC filter, and 

synchronization methods. 

According to [10], [24], [78], [151], [203], the CIG models based on a current source representation 

capture transients with oscillation frequencies ranging between 0.1 Hz and 5 Hz. The frequency 

range varies in the cited references. The frequencies in which these CIG models may be used for 

stability assessments are mentioned in some reports. However, there is a lack of how the frequency 

range may be obtained for a particular power system. On the other hand, the frequency range in 

which these models may be used for stability assessments is unknown in the CIG models based on 

a voltage source representation. Nonetheless, it can be inferred that they cannot capture transients 

with oscillation frequencies much further away from 5 Hz. This is because fast EMT related to the 



36 

 

transmission lines is neglected in these models.  

As a final remark, it should be pointed out that some works, for example [10], [200],[73], mention 

that CIG models based on current and voltage source representation decrease their accuracy when 

the CIG are connected at buses with a low level of SCR. This occurs when synchronous machines 

are displaced by increasing the CIG levels. In [10], [24], [203], it is suggested that for SCR lower 

than 3, the CIG models based on the current representation should not be used. This value is not 

mentioned for the CIG models based on a voltage source representation. However, the value of 

SCR may change depending on the power system characteristics where the CIG are connected. 

How to calculate the minimum SCR for which CIG models give accurate results in a power system 

is still not fully understood nor investigated. Indeed, some TSOs have recognized that CIG models 

decrease their accuracy when CIG are connected at buses with low levels of SCR. Consequently, 

they have mentioned that EMTP simulations may be required for power system stability studies 

[12], [24], [73], [200]. For example, ERCOT conducted detailed analyses on the Panhandle region 

using EMTP simulations in PSCAD to validate the CIG models implemented in PSS / E [24]. 

PSS/E is commercial software used by ERCOT for performing power system stability studies based 

on QPC models. Furthermore, the Australian Electricity Market Operator, the Electric Reliability 

Council of Texas, and the National Grid of Great Britain developed EMT models for regions with 

high CIG levels in their respective networks [12]. However, the conditions in which the CIG 

models should include more details considering electromagnetic transients are still unknown. 
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Table 2.4. Summary of CIG models 

Model 
Type of 

Technology 

Current 

Control 
VFF 

Type 

of 

PLL 

Type 

of 

AC 

Filter 

AC filter model References 

Representative 
model 
DPC 

WTG type 3 

WTG type 4 
PV 

HVDC-VSC 

Generic CIG 

PI controller 

Transfer 
function 

of 
first order 

SRF L Differential equations 

[15], [16], [74], 

[158], [161]–[166], 
[180], [181] 

CS-Type I 
WTG type 4 

PV 

Transfer 

function of 
first order 

- 

- - - 

[10], [78], [131], 

[151], [179], [189], 
[193], [194], [196]–

[199], [227]–

[233][234][73], 
[200] 

CS-Type II 
WTG type 4 

WTG type 3 

Transfer 
function of 
first order 

- 
SRF - - 

[15], [170] 

VS-Type I 

HVDC-VSC 

WTG type 4 
WTG type 3 

PI controller 

- 

SRF L Algebraic equations 

[127], [211]–[213] 

VS-Type II 

WTG type 4 
WTG type 3 
Generic CIG 
VSC-HVDC 

PI controller 
without 

cross-
decoupling 

terms 

- 

SRF L Algebraic equations 

[125], [162]–[164], 
[201], [214]–[224] 

VS-Type III Generic CIG 
Transfer 

function of 
first order 

- 

- L Algebraic equations 

[35], [225] 
 

VS-Type IV VSC-HVDC PI controller 

- 

SRF L Differential equations 

[75], [165], [166], 
[205]–[210] 

VS-Type V PV PI controller 

- 

SRF LCL 

Differential equations 

of LC and algebraic 
equations for L 

[134] 

VS-Type VI Generic CIG 
Transfer 

function of 
first order 

- 

SRF L Algebraic equations 

[35], [225] 
(including PLL) 

 

2.7 Summary and main findings from the literature review 

This chapter reviews the main research topics addressed in this thesis. It includes fundamental 

concepts of power system stability, impacts of CIG on power systems, and different modeling 

techniques used in simulation tools suitable for generic stability assessment. Finally, a detailed 

review of the most common CIG models used in the literature for stability assessment based on 

QPC. The operation mode and the generic and typical control strategies used in real CIG were 

discussed to understand the CIG models.  

The literature review shows that CIG models have limitations in representing fast converter 

dynamics, hence their impact on the stability of power systems. Low SCR values can cause 

conditions in which QPC-based CIG models are less accurate for stability studies. However, the 
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SCR does not show whether a CIG model will give erroneous results in simulator tools based on 

QPC. Although there are limitations, QPC-based models are still widely used in industry and 

academia to analyze the stability of power systems with high levels of CIG. With the increasing 

penetration of CIG, the dynamic response of power systems is starting to be dominated by fast 

transients due to the control systems associated with CIG. In this context, the reliance on the QPC-

based stability assessment results should be questioned, at least under operating conditions with 

high CIG levels. This fact has led to a lack of consensus on the pertinence of using these models 

in stability assessments based on QPC. Due to the computational burden, DPC simulation tools 

appear as an alternative to QPC models. 

On the other hand, different CIG models have been proposed in the literature to represent fast-

response CIG in stability assessments based on QPC. Table 2.4 summarizes the CIG models most 

widely used in the literature to perform stability studies. Despite the considerable efforts made by 

academia and industry in developing CIG models and simulation tools, there is no consensus on 

the appropriate level of detail needed in stability studies. The main findings mentioned above 

motivate the research carried out in this thesis, as stated in the problem statement. 
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3 Methodology 

3.1 Introduction 

As mentioned in Chapter 1, this thesis investigates the validity range of stability assessments based 

on QPC. It also investigates the appropriate level of detail required to model CIG in power system 

stability studies. It is assumed that the increasing penetration of CIG by replacing synchronous 

generators may lead to an extension of relevant transients for stability assessment towards the 

electromagnetic time scales.  

To verify the hypotheses and achieve the objectives presented in Sections 1.3 and 1.4, respectively, 

this thesis is carried out in two stages. In the first stage, a methodology is proposed to verify the 

main hypothesis of this work. The hypothesis states, “As the penetration level of CIG increases 

and synchronous generators are replaced, there is a point upon which using models based on QPC 

becomes unsuitable for stability assessments.” The methodology is based on systematic 

comparisons between DPC- and QPC-based models. Applying the methodology will allow us to 

verify the specific hypotheses H1, H2 (partially), H3, and H4. These hypotheses are achieved by 

verifying specific objectives O1, O3, O4, O5, and O7. Specific objectives O2, O3, and O8, are 

partially achieved. The results obtained by applying the first methodology are the main contribution 

of this thesis and were published in the article [235] (see Section 1.6).  

In the second stage, a comprehensive survey and comparative study of the most common CIG 

models used for QPC-based stability assessments are carried out. The CIG models for the 

comparisons are presented in Table 2.4. The DPC models are used as the reference model, and 

modal analyses are used to clearly understand the impact of the degree of detail used in CIG models 

based on QPC. In this manner, hypothesis H2 is thoroughly verified, and the specific objectives 

O2, O3, and O8 are fully accomplished. These studies consider the knowledge obtained from the 

paper [235]. For this reason, it will consider specific scenarios and some modeling modifications 

compared to the models used in the application of the first methodology.  

Chapter 3 is organized as follows. Section 3.2 describes the first and main methodology of this 

thesis. Then in Section 3.3, the second methodology to compare CIG models is described. 

3.2 Methodology for the Comparison of QPC and DPC-Based Models 

The proposed methodology is depicted in Figure 3.1. In the methodology, DPC-based models are 

considered an alternative to QPC-based models. It establishes procedures and evaluation criteria to 

compare both modeling techniques systematically. The objective is to determine how high 

penetration of CIG levels extends the relevant bandwidth for stability assessment from slow 

electromechanical time scales where QPC models are used to electromagnetic time scales where 

DPC models are used. Through these comparisons, the validity range of the QPC is established. 

The application of the proposed methodology results in the contributions C1, C2, and C3 of this 

thesis.  

The methodology makes use of a simulation-based approach. This approach focuses on evaluating 

the performance of the power system for particular scenarios. Compared to a system-theoretic 

analytical approach, the main advantage of simulation-based approaches is that they are less 

restricted by modeling limitations, allowing them to obtain more accurate results [11]. However, it 
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is difficult to draw general conclusions. In order to enhance confidence in the results, a wide range 

of penetration levels of CIG is considered. The methodology comprises five stages: dynamic 

modeling, frequency response, modal analysis, sensitivity analysis, and validation through time 

domain simulations. An essential contribution lies in the proposed sequence of steps. It is of 

significant practical value that the stages use recognized and well-accepted simulation and analysis 

techniques in this context. As such, power system planners, TSOs, and power system engineers. 

The stages related to the proposed methodology are described in the following sections. 

 

Figure 3.1. Proposed methodology 

3.2.1 Stage 1: Dynamic Modeling 

In the first stage of the methodology, models for the power system under study considering DPC, 

QPC, and EMT techniques are to be obtained. When DPC is used, synchronous generators with 

steam turbines are represented with an eighth-order model, whereas a seventh-order model is used 

for synchronous generators with hydraulic turbines [4], [118]. In both cases, standard models for 

governors and automatic voltage regulators are included [236], [237]. The synchronous generator 

models are based on the dq transform. For CIG, an average voltage source converter model in 

which the switching transients of the converters are neglected is considered [152], [153]. In this 

model, the transient behavior of the CIG is determined mainly by its control systems. There are 

various control structures for CIG; however, vector control is the most commonly applied. 

Accordingly, it is used in comparative analyses. The control loops are represented in a rotational 

dq reference frame [136]. The considered loops comprise an outer voltage control loop, an inner 

current control loop, and a PLL. It is important to point out that the PLL is used to estimate the 

phase angle of the voltage at the point of common coupling. The phase angle is used to transform 

abc to dq signals and then to control the CIG [170]. The above CIG control systems are generic 

and commonly used for transient simulations [35], [125], [151].  

The transmission lines are modeled using π equivalent circuits with lumped parameters. 

Transformers are represented through series RL circuits. Loads are modeled as constant 

impedances, which are series RL circuits. In several previous studies, these models above have 

been recommended for examining electromechanical oscillations and control interactions between 

CIG and the rest of the power system [59], [97], [111]. 
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A DPC model of the form shown in (3.1) is obtained by combining the models of all power system 

components. In (3.1), 𝒙, 𝒛, 𝒖, and 𝒚 represent the vectors of the state variables, variables related to 

the algebraic equations, inputs, and outputs, respectively [124]. 

𝒙̇ = 𝒇(𝒙, 𝒛, 𝒖) 
𝟎 = 𝒈(𝒙, 𝒛, 𝒖) 
𝒚 = 𝒉(𝒙, 𝒛, 𝒖) 

(3.1) 

 

When the DPC-based model is derived, the QPC-based model is mainly derived by neglecting 

some derivatives of (3.1). The derivatives to be neglected can be selected mainly by two 

approaches: based on physical system understanding and manual reduction [15], [35], [78] or based 

on singular perturbation theory [102]. By neglecting the derivatives, it is assumed that the transients 

of the related state variables decay rapidly, and therefore there would be little justification to 

include their effects in stability studies [4]. This has been the case for the stator flux linkages of 

synchronous generators, the voltages in capacitances, and the currents in inductances of 

transmission networks of power systems dominated by synchronous machines. Hence, their 

derivatives have been set to zero in stability assessments based on QPC [4], [5]. By neglecting the 

derivatives of the selected state variables, some differential equations in (3.1) become algebraic. It 

should be mentioned that the CIG models CS-Type I, CS-Type II, and VS-Type III shown in Table 

2.4 are not entirely derived by neglecting the derivatives of some selected state variables. As 

described in Sections 2.6.1 and 2.6.1, these models assume a dynamic behavior of the inner control 

loops and then propose a dynamic model to represent such behaviors.  

Table 3.1 shows the references where the component models considered in this step are described 

in detail. Additionally, the quantities neglected for each component are indicated. A detailed 

description of each component model is presented in Appendix A. 

Table 3.1. Summary of power system models 

Component 
References 

Quantities neglected in 

QPC-based models 

DPC QPC  

Synchronous generator [4] [2] Derivatives of the stator flux 

linkages 

Transmission networks, 

Transformers, and loads 

[238] [2] Derivatives of the voltages 

in capacitors and derivatives 

of the currents in inductors. 

CIG current control and 

coupling inductance 

[125] [125] Derivatives of the current in 

the coupling inductance. 

CIG PLL [169] [169] - 

CIG outer voltage control [151] [151] - 

 

For EMT models, transformers, loads, SGs with their control systems, and CIG control systems 

are identical to those used in DPC-based models. The distributed-parameter transmission lines 

models are used. The VSC considered in the CIG is the two-level three-phase VSC. The high-

frequency switching transients due to PWM control are represented as the switching function 

model described in [136]. 
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3.2.2 Stage 2: Frequency Response 

Once the DPC- and QPC-based models of the power system are obtained, the steady-state 

frequency responses of both models are compared in the second stage. To see changes in frequency 

responses as CIG penetration increases, this assessment is performed for different levels of CIG. 

The objective is to identify the lowest frequency 𝑓∗ at which the magnitudes of both frequency 

responses differ by a given threshold 𝜖. This allows for determining the frequency bandwidth in 

which QPC-based models are still suitable for representing the system transients as a function of 

the CIG level. The frequency 𝑓∗ is obtained from a Bode diagram, as illustrated in Figure 3.2. 

 

Figure 3.2. Illustrative Bode plot for comparing DPC- and QPC-based models in the frequency 

domain 

3.2.3 Stage 3: Modal Analysis 

The third stage of the methodology includes a modal analysis using small-signal linearization 

around the steady-state operating point for both models. The objective is to analyze the modes that 

involve oscillations with frequencies higher than 𝑓∗ and to determine the relevant state variables 

for different levels of CIG. The focus is on the modes with frequencies higher than 𝑓∗ because those 

are in the region where differences between both modeling techniques become pronounced (see 

Figure 3.2). The state variables related to these modes are identified by analyzing participation 

factors [124]. 

In this stage, the dynamic performance for both linearized models is also quantitatively analyzed, 

and the H-infinity norm ℋ∞ is used for this purpose. For a MIMO (multiple inputs, multiple 

outputs) system described by: 𝒙̇(𝑡) = 𝑨𝒙(𝑡) + 𝑩𝒖(𝑡), 𝒚(𝑡) = 𝑪𝒙(𝑡) + 𝑫𝒖(𝑡), and with a transfer 

matrix 𝑮(𝑠) = 𝑪(𝑠𝑰 − 𝑨)−1𝑩 + 𝑫, the H-infinity norm can be defined as follows [124], [239]: 

 

‖𝑮(𝑠)‖∞ ≜ max 
𝒖(𝑡)≠0

‖𝒚(𝑡)‖2

‖𝒖(𝑡)‖2
 (3.1) 

with: 

‖𝒚(𝑡)‖2 = (∫ 𝒚T(𝑡)𝒚(𝑡)
∞

0

d𝑡)

1
2

 (3.2) 
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‖𝒖(𝑡)‖2 = (∫ 𝒖T(𝑡)𝒖(𝑡)
∞

0

d𝑡)

1
2

 (3.3) 

The value of ‖𝑮‖∞ represents the maximum root-mean-square gain of the system for any direction 

of the input vector. If the system has all eigenvalues in the left half of the complex plane, the small-

signal model is stable and ‖𝑮‖∞ is bounded [240]. On the other hand, if ‖𝑮‖∞ is not bounded, the 

small-signal model is unstable or has poles on the imaginary axis. Therefore, as the ‖𝑮‖∞ 

increases, the system becomes less damped. Accordingly, if the QPC-based model has a 

significantly different value of ‖𝑮‖∞ compared with its counterpart based on DPC, then the results 

obtained with the QPC-based model are less accurate because the dynamic performance becomes 

significantly different due to the simplifications made. Using this performance index allows us to 

compare both modeling techniques straightforwardly despite the number of state variables, which 

are considerably different.  

3.2.4 Stage 4: Sensitivity Analysis 

The next stage consists of performing a sensitivity analysis of key system parameters. This allows 

verifying if the observations of Stage 3 are plausible even when relevant parameters of the system 

change. The parameters are selected according to the relevant state variables, which are defined 

from the analysis of the participation factors in Stage 3. Once the key parameters have been 

identified, a range of variations of these parameters is defined based on typical values used in 

transient studies. The analysis specified in Stage 3 is then repeated. 

3.2.5 Stage 5: Validation Through Time Domain Simulation 

In this stage, time domain simulations are performed to verify and validate all relevant observations 

of the previous stages and draw main conclusions. For this purpose, simulations of a system 

disturbance are carried out using DPC, QPC, and EMT modeling techniques. EMT simulations in 

abc phase variables are performed in PSCAD [32], [33] to verify the accuracy of DPC models. 

Finally, the time series of selected system variables are compared.  

3.3 Methodology for Comparisons of CIG Models Based on QPC  

The methodology used to compare common CIG models based on QPC is shown in Figure 3.3. It 

comprises four stages: dynamic modeling, sensitivity analysis, comparative analyses, and 

validation through time domain simulation. The DPC model is used as the reference model for 

comparative studies. The methodology is based on modal analysis, which is based on small-signal 

models that are not used for transient stability studies but help to understand dynamic interactions. 

Stability issues due to the CIG are mostly related to control dynamics between the components of 

the power system [15], [58], [241]–[243]. Therefore, modal analysis can be used to understand and 

identify the increased dynamic interactions due to CIG.  
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Figure 3.3. Methodology for comparing CIG models  

The analyses carried out in the comparisons focus on the impact of fast dynamics on the accuracy 

of stability assessment using CIG models based on QPC. Also, it is studied whether fast dynamic 

responses related to CIG can affect the slow dynamics. The DPC model is used as the reference 

model in all studies. The results are validated using EMT simulations in PSCAD. The results 

obtained by applying the methodology allow us to clearly understand the impacts of the degree of 

detail used in the most common CIG models based on QPC. The CIG models shown in Table 2.4 

are considered and implemented. The results obtained by applying this methodology and the 

comprehensive review described in Sections 2.5.3 and 2.6 are considered contribution C4 of this 

thesis (see Section 1.5). The stages of the methodology are described in detail in the following 

sections. 

3.3.1 Stage 1: Dynamic Modeling 

In the first stage of the methodology, the power system under study is modeled using DPC, QPC, 

and EMT-based approaches. This power system is a multi-machine and multi-converter network. 

Some components are represented using the same models described in Section 3.2. For this reason, 

this section presents in more detail the differences between the models used in Section 3.2.1. When 

DPC and QPC approaches are used, synchronous generators with steam turbines, synchronous 

generators with hydraulic turbines, governors, automatic voltage regulators, transmission lines, 

transformers, and load are represented according to the models shown in Table 3.1. 

When using a DPC-based approach, the average voltage converter model, in which the switching 

transients of the converter are neglected, is considered to represent CIG units [152], [153]. 

Dynamic responses are mainly determined by the control systems implemented. Vector control is 

used for comparative analyzes because it is widely applied in actual CIG power plants. The control 

loops are presented in a rotational dq reference frame [136]. The CIG units have implemented 

high- and low-level control loops. In the case of high-level control loops, active power and voltage 

control are considered with PI controllers. The block diagrams are shown in Figure 2.10.a and 

Figure 2.11.b, respectively. 
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It should be noted that active power and voltage control structures are slightly different from those 

used in Stage 1 of Section 3.2.1. Here, a PI controller is used for both control loops, and Section 

3.2.1 is only used for voltage control. The differences can be seen in Appendices A and B.  

A PLL in SRF, as is shown in Figure 2.13, is considered. The PLL estimates the phase angle of the 

voltage at PCC. The phase angle transforms abc to dq signals and then controls the CIG [170]. 

Finally, the inner current control loops with VFF terms shown in Figure 2.14 and Figure 2.15 are 

implemented in low-level loops. The above control systems are generic and commonly used for 

transient simulations and modal analysis of power systems with CIG [35], [74], [125], [151], [241], 

[244]. 

In the power system under study, all the CIG models shown in Table 2.2 are implemented when 

QPC is used. The same CIG models are used in all the CIG units of the test system. The modular 

structure of the CIG models allows us to preserve the same outer control loops used in DPC. 

Therefore, active and voltage controls are the same as DPC models for each CIG model. The PLL 

and the inner control loops are represented as indicated in Table 2.4. A detailed description of the 

set of differential equations is given in Appendix B.  

In the case of EMT simulations, transformers, loads, synchronous generators with their control 

systems, and CIG control systems are identical to those used in DPC-based. The distributed-

parameter transmission lines models are used. The VSC considered in the CIG is the two-level 

three-phase VSC. The high-frequency switching transients due to PWM control are represented as 

the switching function model described in [136]. 

3.3.2 Stage 2: Sensitivity Analysis 

This stage performs sensitivity analysis on key control system parameters and operating conditions 

of the system under study. The control system parameters are varied according to the generic values 

used in various research works [59], [74], [75], [170], [180], [181], [244]–[246]. The modal 

analysis is used for this purpose. The analyses use linearized models around a steady-state 

operating point for the system represented by applying DPC and QPC-based models. The main 

objective is to determine the impacts of commonly employed simplifications regarding fast 

dynamic phenomena on the scale of electromagnetic and slow electromechanical phenomena on 

CIG models used in stability studies based on QPC. Stability issues due to the CIG are mostly 

related to control dynamics between the components of the power system [15], [58], [241]–[243]. 

Consequently, participation factor analysis is used to understand and identify the dynamic 

interactions that have increased due to CIG and its impacts on the suitability of QPC.  

The differences and assumptions of each CIG model based on QPC are presented in Table 2.4. This 

table shows differences in how the current loops with VFF terms, the PLL, and the AC filter are 

represented. For this reason, sensitivity analyses on control system parameters are carried out 

during this stage. Especially when there are differences among CIG models. Furthermore, 

sensitivity in parameters such as SCR is considered because, in the literature, several studies show 

possible stability problems when CIG plants are connected to busbars with low levels of SCR [15], 

[16], [74], [242], [244].  

Three case studies are carried out in this stage. Table 3.2 summarizes the impacts on the CIG 

models based on QPC to be analyzed. Case Study 1 analyses the effects of CIG levels and PLL 

bandwidths. The effects of SCR levels are analyzed in Case Study 2. Case study 3 analyzes the 
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impact of the dynamic response of the inner current loops.  

Table 3.2. Summary of Case Studies 

Case Studies Impacts Under Study on CIG Models Based on QPC 

Case study 1 PLL and CIG levels 

Case study 2 SCR levels 

Case study 3 Inner Control Loops 

 

In order to summarize the results obtained and highlight the conditions where there are significant 

differences among the CIG models, the H-infinity norm ‖𝑮‖∞ is used as a performance index. This 

norm is defined in equations (3.1), (3.2), and (3.3). The value of ‖𝑮‖∞ represents the maximum 

root-mean-square gain of the system for any direction of the input vector. If the system has all 

eigenvalues in the left half of the complex plane, the small-signal model is stable and ‖𝑮‖∞ is 

bounded [240]. On the other hand, if ‖𝑮‖∞ is not bounded, the small-signal model is unstable or 

has poles on the imaginary axis. Therefore, as the ‖𝑮‖∞ increases, the system becomes less 

damped. Consequently, if a CIG model based on QPC has a significantly different value of ‖𝑮‖∞ 

with its counterpart based on DPC, the results obtained with that CIG model are less accurate 

because the dynamic performance becomes significantly different due to the simplifications. In 

these cases, modal analysis is performed to understand the causes of the differences between the 

DPC model and the particular CIG model based on QPC. Through the analysis of the participation 

factors, the main dynamic interactions with the respective state variables that cause the difference 

between models are identified. 

3.3.3 Stage 3: Comparative analysis 

The results obtained from the previous stage (sensitivity analyses) are summarized and 

systematically compared. For all the case studies in Table 3.2, key findings regarding the limitation 

and suitability of CIG models based on QPC for stability studies are identified.  

3.3.4 Stage 4: Validation Through Time Domain Simulation 

In Stage 4, time domain simulations are carried out to verify and validate the key findings of Stage 

3 and the results obtained in Stage 2. For this purpose, transient simulations of the test system are 

performed using the DPC, and QPC approaches. Sensitivity analysis is based on small-signal 

models. Consequently, to validate the finding of the previous stage, a small system disturbance is 

considered. The time series of selected system variables are compared and associated with the 

results obtained from the modal analysis. Finally, EMT simulations are performed to validate the 

results of DPC models.   
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4 Comparative Analysis Between DPC- and 

QPC-Based Models 

This chapter shows and discusses the main results obtained by applying the methodology proposed 

in Section 3.2 (see Figure 3.1). Section 4.1 describes the power system used to perform the study. 

In Section 4.2, the models used for each component are presented, as well as some details of the 

software used. Finally, in Section 4.3, the proposed methodology is applied to the selected system, 

and then a comprehensive comparison is performed considering DPC and QPC-based models. 

4.1 Description of Power System Under Study 

The selected system is the IEEE 9-bus network, shown in Figure 4.1 [247]. A set of configuration 

switches extends the system to allow the study of various generation portfolios. The system has 

three synchronous generators at 60 Hz, two with steam turbines, G2 and G3, and one with a 

hydraulic turbine, G1. The main characteristics of these generators are summarized in Table 4.1. 

The total system load is 315 MW and 115 MVAR, with a 0.94 power factor lagging. System 

parameters are given in [247]. The load is equivalent to 56 % of the total rated generation capacity 

of the system. 

 

Figure 4.1. IEEE-9 bus system with switches to adapt the generation portfolio [247] 

Table 4.1. Main characteristics of synchronous generators 

Properties G1 G2 G3 

Type Hydro Steam Steam 

Rated power [MVA] 247.5 192 128 

Inertia constant [s] 11.82 3.2 1.505 

Rated voltage [kV] 16.5 18 13.8 
 

To compare DPC- and QPC-based models, two CIG units are added at buses B1 and B3. The 

capacities of CIG1 and CIG3 are the same as the synchronous generators G1 and G3, respectively. 

To reach 100% CIG level, the generator G2 is replaced by the CIG2 unit operating in GFM mode 

as a virtual synchronous generator [156]. In this operation mode, the frequency is controlled by 
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implementing the two-order swing equations of synchronous generators into the outer control loops 

associated with CIG2. The swing equations allow for mimicking the electromechanical dynamic 

response of synchronous machines and, thus, the role of frequency as an indicator of power balance. 

Figure 4.2. show outer control loops implemented. The CIG-GFM model and parameters are 

detailed in Appendix A.2. The control frameworks for frequency support are decentralized. 

Accordingly, there is no inter-generator communication latency.  

 

Figure 4.2 Virtual Synchronous Generator Control [156] 

The capacity of CIG2 is equal to generator G2, and the synthetic inertia of CIG2 is equivalent to 

the inertia of generator G2. The CIG penetration levels considered are summarized in Table 4.2. 

The penetration levels are calculated as a function of the total active power demand of the test 

system. When the power of a generator is zero in Table 4.2, the connection switch related to the 

generator is open. For all CIG penetration levels, the generator connected to bus 2 is considered as 

slack bus. Table 4.2 also includes the system inertia 𝐻sys, which is defined as [4]:  

𝐻sys =
∑ 𝐻𝑖

𝑛
𝑖=1 𝑆𝑖

∑ 𝑆𝑖
𝑛
𝑖=1

 (4.1) 

 

where 𝐻𝑖, 𝑆𝑖, and 𝑛 respectively denote the inertia constant, the rated power of the generator, and 

the number of generators connected to the system contributing finite inertia. Since the CIG2 

operates as a virtual synchronous generator, its synthetic inertia (see Figure 4.2) is also included 

for calculating the system inertia 𝐻sys. This explains the unchanged values of 𝐻sys in rows three 

and four of Table 4.2. 

Table 4.2. Dispatch and system inertia 𝐻sys for different generator portfolios 

CIG 

Levels 

[%] 

G1 

[MW] 

G2 

[MW] 

G3 

[MW] 

CIG1 

[MW] 

CIG2 

[MW] 

CIG3 

[MW] 

𝑯𝐬𝐲𝐬 

[s] 

0 163 77 80 0 0 0 5.82 

35 0 91 120 55 0 55 1.66 

70 0 98 0 110 0 110 1.13 

100 0 0 0 189 4 126 1.13*
1
 

 

 
1 Synthetic inertia related to CIG2 operating in GFM 
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4.2 Implemented Models and Software Used 

For the model of the system using DPC, the synchronous generators are modeled as given in Table 

3.1 [118]. All synchronous generators are equipped with a voltage regulator of type DC1A IEEE 

[236]. The governor of the steam turbines is of type IEEE TGOV1, while the hydraulic turbine is 

of type IEEE HYGOV [237]. The models of the CIG1 and CIG3 units include the control systems 

described in Table 3.1. The current control loop parameters are chosen to obtain a settling time of 

20 ms, a typical value used in simulations with power converters [35], [248]. The PLL control 

system has a bandwidth of 20 Hz [170]. The control parameters of the CIG1 and CIG3 units are 

summarized in Table 4.3. These parameters are also expressed in pu. In the case of QPC-based 

models, G2 and G3 models are of sixth-order, and G1 is a fifth-order model because the stator flux 

linkage transients are neglected [2]. CIG1 and CIG3 units are represented using VS-Type II, shown 

in Table 2.4. The control systems of the synchronous generators are kept identical to those used for 

the DPC-based models.  

The accuracy of DPC models is verified by performing EMT simulations in PSCAD. For these 

simulations, distributed-parameter transmission line models are used. The VSC configuration 

considered in CIG is the two-level three-phase VSC. To represent high-frequency switching 

transients due to PWM control, the switching function model of the VSC converter described in 

[136] is used. The PWM compares a high-frequency triangular carrier signal with a modulating 

signal with a lower frequency. The transformer, load, and synchronous generator models with their 

control systems and the control systems of CIG are identical to those used in DPC models. 

Table 4.3. Control system parameters of CIG units 

Properties Value 

Proportional gain of current controller 𝑘p 0.40 

Integral gain of current controller 𝑘i 90.00 

Proportional gain of PLL controller 𝑘pPLL 101 

Integral gain of PLL controller 𝑘iPLL 2562 

Time constant of voltage measure 𝑇  [𝑠] 0.05 

Proportional gain of reactive power controller 𝑘pq 5.00 

Integral gain of reactive power controller 𝑘iq 0.50 
 

The test system using DPC and QPC was implemented in MATLAB/Simulink. To perform 

frequency response and modal analysis, the system was linearized using the MATLAB / Simulink 

Linear Analysis Tool [249]. The “bode” function of MATLAB was used for the frequency response 

analysis. The input and output signals considered are the reference power and the angular electrical 

frequencies of the generators, respectively. These relations are chosen because in power systems 

with low inertia, frequency control is one of the main control challenges [250]. 

4.3 Results of Comparative Analysis of DPC and QPC-Based Models 

In the following, the main results obtained by applying the proposed methodology for comparing 

the DPC and QPC modeling techniques are presented. The results are presented starting from Stage 

2 of the methodology shown in Figure 3.1. 

4.3.1 Frequency Response Analysis 

The Bode diagrams of the system, when considering 35 % and 70% of CIG penetration levels, are 
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depicted in Figure 4.3. The considered input signal is the reference power of the generator 

connected at B3, 𝑃 B3
   . The output signal is the angular electrical frequency at bus B1, 𝜔B1

 l c. The 

frequency 𝑓∗ upon which the simulation based on DPC differs from the QPC was determined 

considering a tolerance of 𝜖 = 5%. 

Figure 4.3 shows that the maximum frequency up to which both models give a similar frequency 

response is 𝑓∗  ≈ 5 Hz. For CIG levels higher than 35%, G3 is disconnected. In such configurations, 

the system modeled by QPC shows a resonance close to 12 Hz, whereas the DPC-based model 

does not show such behavior. This suggests that QPC-based models become less accurate if the 

frequency of the transients of interest adopts values higher than 5 Hz. The frequency range in which 

both models give a similar frequency response coincides with the frequency range related to slow 

rotor oscillations of electric machines, which typically vary between 0.1 Hz and 5 Hz. In the DPC-

based models, the rapid changes of magnitudes observed for frequencies higher than 500 Hz are 

mainly because the network is modeled by differential equations rather than just algebraic ones (as 

shown in Table 3.1). In these frequency ranges, the outputs are well attenuated because the gain of 

the transfer function is lower than -40 dB. Therefore, their relative impact on the transfer function 

compared to those of other frequency ranges is low. Qualitatively, similar observations are made 

at other levels of penetration of the CIG. The frequency 𝑓∗ is also retained for different selections 

of input-output combinations. For these reasons, the frequency response for 35% and 70% of the 

CIG level is shown here.  

 

Figure 4.3. Magnitude of Bode plot; a) 35% of CIG, b) 70% of CIG 

4.3.2 Modal Analysis 

As described in Stage 3 of the methodology, the modal analysis is focused on modes with 

frequencies higher than 𝑓∗ since the modes are expected to have a detrimental effect on the accuracy 

of QPC. In this frequency range, the system modeled using QPC has two modes of oscillation, 

hereafter identified by M1QPC and M2QPC, respectively. Figure 4.4 shows the effect of penetration 

levels of CIG on the eigenvalues corresponding to the modes M1QPC and M2QPC. The analysis of 

participation factors reveals that the modes M1QPC and M2QPC are pertaining to the control systems 

of the CIG1 and CIG3 units. These modes are mainly related to the state variables of the current 

control loops and the PLL of those CIG units.  

In Figure 4.4, the root loci reveal a reduction in damping as CIG penetration levels increase. 

a) b)

𝑓∗ 𝑓∗
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However, the mode M1QPC still remains well damped for all the penetration levels, with its 

oscillation frequency moving from 18 Hz to 16 Hz. Its lowest damping ratio is 49% for the case of 

a CIG level of 100%. On the other hand, the mode M2QPC becomes poorly damped as CIG 

penetration levels grow. The damping ratio changes from 16% to 1.3%, and the oscillation 

frequency moves from 16 Hz to 11 Hz. The decrease in the damping ratio is accentuated when the 

CIG levels exceed 35%. This is because generator G3 is then disconnected from the system, leading 

to a reduced system inertia 𝐻sys as Table 4.2 shows.  

Given the above observations, the modal analysis performed when the system is modeled by QPC 

suggests poor dynamic performance for high levels of CIG and a reduced presence of synchronous 

machines connected to the system. Moreover, QPC analysis suggests that the system is close to 

losing small-signal stability. 

The system modeled using DPC has high, medium, and low frequency oscillation modes. These 

modes can be categorized into the following frequency ranges: 400 Hz to 1500 Hz, 60 Hz to 400 

Hz, and 0 Hz to 60 Hz, respectively. For high frequency modes, the analysis based on the 

participation factors shows that these modes are mainly related to electromagnetic transients 

pertaining to the transmission network, the stator fluxes of the synchronous generators, and the 

CIG control systems. Dominant state variables are not observed in the high frequency modes. Some 

of these modes have low damping ratios. However, as shown in the frequency response analysis, 

the outputs are very well attenuated for frequencies higher than 500 Hz. Therefore, the high 

frequency modes are not critical for the small-signal stability of the system. This observation was 

also reported in [111]. The participation factor analysis for medium frequency modes (60 Hz to 

400 Hz) shows they are related to the electrical network modes and are well damped. Both high- 

and medium-frequency modes are not significantly affected by the penetration levels of CIG. As a 

result, further analysis of these modes is not very relevant to this thesis.  

The critical difference between QPC and DPC modeling techniques appears for the low frequency 

modes, particularly in the modes associated with the control system of the CIG1 and CIG3 units. 

In the system modeled using DPC, there are four control modes related to the CIG, M1 PC, M2 PC, 

M3 PC, and M4 PC, respectively. The participation factor analysis reveals that the mode M1 PC is 

mainly related to the state variables of the current control loops and the PLL of both CIGs. The 

mode M1 PC is the only control mode for which its corresponding eigenvalue appears in the same 

complex plane area as the eigenvalues of the modes M1QPC and M2QPC. This can be recognized in 

Figure 4.4. For all penetration levels of CIG, the mode M1 PC is well damped, taking a minimum 

damping value of 60%. In the cases of the modes M2 PC, M3 PC, and M4 PC, the state variables 

that have high participation are related to the current control loop and the filter of both CIGs. The 

penetration levels of CIG do not significantly affect these control modes. In fact, they are always 

well damped with damping ratios higher than 70%.  

Given the above observations, the modal analysis performed on the system modeled by DPC 

suggests that the linearized system is stable regardless of the penetration levels of CIG. In addition, 

it has better dynamic performance compared to its QPC-based counterpart. 
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Figure 4.4. Eigenvalue loci of the control modes for CIG levels between 5% and 100%; a) QPC-

based model, b) DPC-based model 

Figure 4.5 shows the H-infinity norm ‖𝑮‖∞ for different levels of CIG. The value of ‖𝑮‖∞ 

represents the maximum root-mean-square gain of the system for any direction of the input vector. 

If the system has all eigenvalues in the left half of the complex plane, the small-signal model is 

stable and ‖𝑮‖∞ is bounded [240]. On the other hand, if ‖𝑮‖∞ is not bounded, the small-signal 

model is unstable or has poles on the imaginary axis. Therefore, as the ‖𝑮‖∞ increases, the system 

becomes less damped. 

Figure 4.5 shows that as the CIG increases, there are no significant variations in the ‖𝑮‖∞ when 

the system is modeled using DPC. However, in the case of the QPC-based model, the ‖𝑮‖∞ tends 

to increase. The difference between the infinity norms of both models is accentuated as the level 

of CIG exceeds 35%. For CIG levels higher than 35%, the generator G3 is disconnected from the 

power system, leading to a reduction of the system inertia 𝐻sys. This causes that for such CIG 

levels the transients of the system simulated through the QPC-based model are considerably 

different from those obtained through its counterpart based on DPC. 

 

Figure 4.5. ‖𝑮‖∞ as a function of CIG level 

b)a)
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4.3.3 Sensitivity Analysis 

The modal analysis has shown that the critical modes of the system based on QPC-models are the 

modes M1QPC and M2QPC. In the case of DPC-based models, there are no critical modes. However, 

for this analysis, the control mode M1 PC is considered because it is the mode for which its 

corresponding eigenvalue is relatively close to the eigenvalues pertaining to the modes M1QPC and 

M2QPC. The first sensitivity analysis is carried out for different parameters of the control systems 

of the CIG. The effects of changing the PLL control parameters are presented because it 

significantly impacts this analysis. To do this, the frequency bandwidth of the PLL is modified 

between 2 Hz and 30 Hz, which are typical values found in the literature [59], [170]. 

The impact of the different PLL bandwidths on the eigenvalues related to the modes of interest at 

35%, 70%, and 100% of the CIG penetration levels is shown in Figure 4.6. The system modeled 

using the QPC approach becomes less damped or unstable as the PLL bandwidth and the CIG level 

increase. Figure 4.6a shows that the eigenvalue associated with the mode M2QPC is close to the 

right half-complex plane. More precisely, the instability appears for PLL bandwidths above 25 Hz 

and penetration levels over 70%. The unstable modes are highlighted in red in Figure 4.6a. In the 

case of DPC-based models, the effect on the eigenvalue of M1 PC is shown in Figure 4.6b. As the 

PLL bandwidth increases, the mode M1 PC always remains well damped, taking minimum 

damping of 51%. For this case, the small-signal model is always stable when using a DPC 

regardless of the PLL bandwidth and the CIG penetration level. It should be highlighted that this 

result does not mean that the system modeled by DPC will always be small-signal stable for any 

values that take the PLL bandwidths or for any operating conditions. In this case, the QPC-based 

models overestimate the small-signal stability of the power system because it indicates that the 

system is unstable when it is small signal stable according to DPC-based models.  

  

Figure 4.6. Eigenvalue loci of the control modes for PLL bandwidth between 2 Hz and 30 Hz; a) 

QPC-based model, b) DPC-based model  

Figure 4.7 shows the H-infinity norm ‖𝑮‖∞ for different CIG levels and PLL bandwidths. 

According to Figure 4.7a for QPC-based models, as the PLL bandwidth increases, resulting in a 

faster PLL response, the ‖𝑮‖∞ also increases with the penetration level of CIG. For PLL 

bandwidths higher than 20 Hz, the models based on QPC suggest instability even at low levels of 

CIG. On the other hand, for the DPC-based models, Figure 4.7b reveals no significant variations 

a) b)
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in the ‖𝑮‖∞ for different levels of CIG and PLL designs. When CIG levels takes values higher than 

35 %, there is a step in the ‖𝑮‖∞. For such levels, the synchronous generator G3 is disconnected, 

decreasing the system inertia, as is shown in Table 4.2. The change is due to the number of 

synchronous generators and not due to the CIG level itself. These results are consistent with Figure 

4.6b, showing that the system is always stable in small signal when a DPC-based model is used. 

The visible differences in the ‖𝑮‖∞ of both models point to inaccurate transient simulations using 

QPC. Therefore, erroneous conclusions regarding power system stability may be drawn. 

 

Figure 4.7. ‖𝑮‖∞ as a function of CIG penetration level and different PLL bandwidth 

frequencies; a) QPC-based model, b) DPC-based model 

A second sensitivity analysis is performed in terms of system inertia 𝐻sys. This is because it was 

observed in the first sensitivity analysis that the QPC-based models significantly decrease their 

accuracy when the CIG levels take values greater than 35%. G3 is disconnected from the power 

system for such ranges of CIG levels. This reduces the system inertia 𝐻sys from 1.66 s to 1.13 s. 

The change in the operating conditions due to the disconnection of G3 makes the QPC-based 

models unstable when the PLL has a fast dynamic response. For this reason, the second sensitivity 

analysis is performed to study the effects of changing the inertia of the power system on the 

accuracy of QPC-based models. The change of the system inertia 𝐻sys is an emulation of the 

increasing replacement of synchronous machines by CIG.  

In order to perform the second sensitivity analysis in terms of system inertia 𝐻sys, the synchronous 

generators G1 and G3 are connected to the system, as shown in Figure 4.8. It is assumed that the 

transformer connecting G1 and CIG1 have the same reactance and rated voltage. Similarly, it is 

done for G3 and CIG1. To reduce the system inertia 𝐻sys, the rated power of the synchronous 

generators G1 and G3 are reduced. The inertia constant 𝐻 of these generators, which is shown in 

Table 4.1, is kept constant. This means that the energy stored at the rated speed of the synchronous 

generators G1 and G3 decreases with their rated capacities. By decreasing the rated capacity of G1 

and G3, the displacement of synchronous generators is emulated due to the increase of CIG in 

power systems. Accordingly, the system inertia 𝐻sys ranges from 3.5 s to 1.16 s. 

a) b)
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Figure 4.8. IEEE 9-bus system for a diverse range of CIG penetration levels and system inertia 

𝐻sys 

The results related to the PLL bandwidth of 25 Hz with 70% of CIG penetration level are described 

in the following. These results are representative, and qualitatively the same observations are kept 

for other GIG levels and PLL bandwidths.  

In Figure 4.9a, the effect of changing the inertia constant of the power system on the eigenvalues 

associated with the modes M1QPC and M2QPC is depicted. The root loci reveal a reduction in 

damping as the system inertia 𝐻sys decrease. The mode M1QPC remains well-damped for all the 

system inertia 𝐻sys and its lowest damping ratio is 47% in the case of the system inertia 𝐻sys of 

1.16 s. For the mode M2QPC, the damping ratio changes between 36% and 0.4%. The oscillation 

frequencies move from 18 Hz to 13 Hz. The decreasing of the system inertia 𝐻sys makes the mode 

M2QPC poorly damped and makes the system close to losing the small-signal stability. 

Consequently, the modal analysis of the system using QPC models suggests a poor dynamic 

performance for PLL bandwidth of 25 Hz as the CIG increasingly replaces the synchronous 

generators associated with the power system.  

In the case of DPC-based models, the effect on the eigenvalues related to M1 PC is depicted in 

Figure 4.9b. For the range of the system inertia 𝐻sys, the mode M1 PC always remains well 

damped, taking a minimum damping ratio of 71%. Thus, the modal analysis of the system modeled 

by DPC reveals that the small-signal stability is retained regardless of the PLL bandwidths and 

system inertia 𝐻sys. 
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Figure 4.9. Eigenvalue loci of the control modes for power system inertia constant between 3.5 s 

and 1.16 s; a) QPC-based model, b) DPC-based model 

In Figure 4.10, the H-infinity norm ‖𝑮‖∞ for various system inertias are displayed. It can be seen 

that for 70% of CIG penetration levels and the inertia constants ranging from 3.5 s to 1.52 s, the 

QPC-based model is small signal stable, even if the PLL bandwidth is 25 Hz. In such range, the 
‖𝑮‖∞ of both models is similar. Therefore, transient simulations using QPC should give acceptable 

results. On the other hand, Figure 4.10 reveals a significant variation in the ‖𝑮‖∞ between both 

models when the system has system inertia 𝐻sys lower than 1.16 s. This is consistent with the first 

sensitivity analysis, where the QPC-based models become significantly inaccurate when the 

generator G3 is disconnected, leading to a reduction of system inertia from 1.66 s to 1.33 s, as 

shown in Table 4.2. This fact can be seen in Figure 4.7. 

 

Figure 4.10. ‖𝑮‖∞ as a function of inertia constant for 70% of the CIG penetration level 

4.3.4 Validation Through Time Domain Simulation 

The results are now verified by time-domain simulations using DPC, QPC, and EMT models. For 

EMT simulations, PSCAD is used as a well-known software for these analyses. At a time instant 

of 1 s, a step decrease of 5% of the active power reference for the generator connected at bus B1 is 

M1QPC

M2QPC

a)

M1 PC

b)
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considered. Firstly, the CIG penetration levels considered are 0%, 35%, 70%, and 100%. In the 

cases of 35%, 70%, and 100% of CIG levels, the simulations are performed for PLL bandwidths 

of 2 Hz, 5 Hz, 20 Hz, and 25 Hz. Secondly, for 70% of CIG level, the simulations are carried out 

for system inertia 𝐻sys of 3.5 s, 1.16 s, and 1.13 s with a PLL bandwidth of 25 Hz. 

Figure 4.11 shows the simulated voltage at bus B1 considering 0% of CIG level. From this figure, 

it can be seen that both modeling techniques give similar results. Therefore, the assumptions made 

in QPC are suitable for stability analysis when synchronous generators dominate the power system.  

 

Figure 4.11. Voltage at bus B1 for a 0% of CIG level 

Figure 4.12, Figure 4.13, and Figure 4.14 show the evolution of the voltage at bus B1 for 35%, 

70%, and 100% of CIG level, respectively. Based on these figures, when the PLL has a slow 

response at 2 Hz or 5 Hz bandwidths, both the QPC and the DPC models lead to similar dynamic 

behavior regardless of the CIG levels. This was expected since the ‖𝑮‖∞ of both models does not 

differ significantly in these cases, as shown in Figure 4.7. However, as the PLL bandwidth 

increases to values above 20 Hz and the CIG levels increase to values above 35%, the error obtained 

by the QPC-based model becomes significant. This can be seen in Figure 4.13c and Figure 4.14c. 

In these figures, when a PLL bandwidth of 20 Hz is used, the oscillations of the voltage are 

considerably less damped. These oscillations become more pronounced as the CIG levels increase. 

Furthermore, as shown in Figure 4.13d and Figure 4.14d, the system based on QPC becomes 

unstable for a PLL bandwidth of 25 Hz. Both modeling approaches show similar dynamic behavior 

for CIG levels below 35% and PLL bandwidths of 20 Hz and 25 Hz, as shown in Figure 4.12c and 

Figure 4.12d. These observations are consistent with the eigenvalue loci depicted in Figure 4.6a.  
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Figure 4.12. Terminal voltage at bus B1 for 35% of CIG; a) 2 Hz, b) 5 Hz, c) 20 Hz, d) 25 Hz 

 

 

Figure 4.13. Terminal voltage at bus B1 for 70% of CIG; a) 2 Hz, b) 5 Hz, c) 20 Hz, d) 25 Hz 

a) b)

c) d)

a) b)

c) d)
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Figure 4.14. Terminal voltage at bus B1 for 100% of CIG; a) 2 Hz, b) 5 Hz, c) 20 Hz, d) 25 Hz 

In the case of simulations for different system inertia 𝐻sys, Figure 4.15 shows the evolution of the 

voltage at bus B1 considering both DPC- and QPC-based models. A CIG level of 70% and a PLL 

bandwidth of 25 Hz are considered. According to Figure 4.15a, when the system inertia 𝐻sys is 3.5 

s, both modeling approaches lead to similar dynamic behavior. This was expected since the ‖𝑮‖∞ 

of both models does not differ significantly in these cases, as shown in Figure 4.10. Figure 4.8 

indicates that, in this case, generators G1 and G3 are connected to the power systems. Therefore, 

the dynamics of the synchronous generators determine the dynamic response of the system. This 

means that QPC-based models give similar dynamic behavior than DPC-based models. On the 

other hand, this operating condition implies a high spinning reserve, causing an increase in the 

operating costs related to the power system. This operating condition is helpful to study the effect 

on the validity range of QPC-based models when the system inertia 𝐻sys is reduced, but it does not 

appear as a condition expected in power systems as CIG levels grow. In these cases, it is expected 

that the system inertia 𝐻sys decreases because the generation based on CIG replaces the generation 

based on synchronous generators. 

According to Figure 4.15b and Figure 4.15c, as the system inertia 𝐻sys decreases and takes values 

below 1.16 s, the error obtained by the QPC-based model becomes significant. In Figure 4.15b, 

when the system inertia 𝐻sys Taking a value of 1.16 s, the oscillation of the voltage is considerably 

less damped. Figure 4.15c shows that the system becomes unstable for the system inertia of 𝐻sys =

1.13 s. This result is consistent with the ‖𝑮‖∞differing considerably for such range of system 

inertia 𝐻sys as can be seen in Figure 4.10. 

a) b)

c) d)
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Figure 4.15. Terminal voltage at bus B1 for 70% of CIG and 25 Hz of PLL bandwidth; a) 3.5 s, 

b) 1.16 s, c) 1.13 s  

Furthermore, Figure 4.16 shows the voltage simulated at B1 using DPC and EMT approaches for 

a PLL bandwidth of 25 Hz and a CIG level of 100%. At this PLL bandwidth, the simulations of 

DPC and QPC differ significantly (see Figure 4.13.d). If DPC- and EMT simulations give similar 

results, then DPC appropriately represents the transient behavior and stability of the power system 

under study. It is seen that DPC-based simulation gives a precise envelope of the three-phase 

voltages obtained using EMT models in PSCAD. For better visualization, the three-phase signal 

obtained from EMT is transformed into a dynamic phasor, and its magnitude is calculated based 

on equation (2.9). This magnitude is compared with DPC, and the results are shown in Figure 4.17. 

It is verified that the DPC model can track the envelope of the real three-phase signals with the 

difference related to the high frequency transients.  

Figure 4.18 depicts the active power injected into bus B1 for PLL bandwidths of 2 Hz, 5 Hz, 20 

Hz, and 25 Hz. The high-frequency transients in the active power can be seen as a result of the 

PWM control. The results obtained from DPC-based models match very closely those obtained 

from EMT simulations using PSCAD. There are no significant differences, regardless of the PLL 

bandwidth used in these cases. This was expected since the H-infinity norms ‖𝑮‖∞ of DPC models 

shown in Fig.10b are similar to those PLL bandwidths. 

  

Figure 4.16. Terminal voltage at bus B1 for 100% of CIG and PLL bandwidth of 25 Hz 

a) b) c)
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Figure 4.17. Terminal voltage at bus B1 for 100% of CIG and PLL bandwidth of 25 Hz 

 

 

Figure 4.18. Active power injected at bus B1 for 100% of CIG; a) 2 Hz, b) 5 Hz, c) 20 Hz, d) 25 

Hz 

The time domain simulations confirm and validate the assessments of Stages 2, 3 and 4 of Figure 

3.1. The fast response of the CIG control systems leads to a decrease in the accuracy of QPC models 

in time domain simulation. This in turn makes the use of QPC unsuitable for generic stability 

c) d)

a) b)
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assessment of power systems with increasing and significant CIG levels. 

4.4 Summary of Main Findings 

Table 4.4 summarizes some of the main findings obtained from this analysis so far. In general, it 

was observed that QPC models should not be used for transients with a frequency range above 5 

Hz. DPC models in turn have been shown to be practical for simulating higher frequencies, even 

in power systems with very high CIG penetration levels. 

Table 4.4. Summary of main findings 

Findings QPC DPC 

Frequency bandwidth of transients wherein the 

modeling technique is suitable to simulate AC grids 
≤ 5 Hz > 0 Hz 

Capability for modeling slow electromechanical 

transients 
High High 

Capability for modeling both electromagnetic and 

electromechanical transients 
- High 

Accuracy in the representation of fast control systems 

of CIG 
Low High 

Accuracy in transient simulations of systems with 

high CIG penetration levels 
Low High 
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5 Comparative Analysis of CIG Models Based on 

QPC 

This chapter compares CIG models based on QPC shown in Table 2.4, with the reference model 

based on DPC. Section 5.1 and Section 5.2 describe the power system used to perform the studies 

and the model details of the software used. In Section 5.3, the results and analysis are presented. 

For better readability, some details shown in chapter 4 are repeated here. 

5.1 Description of Power System Under Study 

In this section, the system selected for the comparison is described. CIG models are compared in 

the IEEE 9-bus network shown in Figure 5.1 [247]. The system is modified to consider a diverse 

set of penetration levels of CIG. This is included in Figure 5.1 as a set of switches. The main 

characteristics of these generators are summarized in Table 5.1. The system has three synchronous 

generators at 60 Hz, two with steam turbines, G2 and G3, and one with a hydraulic turbine, G1. 

The total system load is 315 MW with 0.94 lagging power factor and system parameters as given 

in [247]. The load is equivalent to 56% of the total rated generation capacity of the system. 

 

Figure 5.1. IEEE-9 bus system with switches to adapt the generation portfolio [247] 

Table 5.1. Main characteristics of synchronous generators 

Properties G1 G2 G3 

Type Hydro Steam Steam 

Rated power [MVA] 247.5 192 128 

Inertia constant [s] 11.82 3.2 1.505 

Rated voltage [kV] 16.5 18 13.8 
 

In order to compare the DPC models and the CIG models based on the QPC approach, two CIG 

units are added at buses B1 and B3. The capacities of CIG1 and CIG3 are the same as those of the 

synchronous generators G1 and G3, respectively. A case of 100% CIG is also performed. The 

generator G2 is replaced by the CIG2 operating in GFM mode with the droop control described in 
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Section 2.6.3, Figure 2.7. According to [137], [139], [186], [187], the droop control is 

mathematically equivalent to the synchronous virtual machine. With a proper selection of 

parameters, the dynamic behavior is similar. The parameters of the droop control of the CIG-GFM 

are selected as the equivalent inertia constant 𝐻 is similar to G2. For this reason, for 100% of CIG 

in Table 4.2 the system inertia 𝐻sys is different from zero. The capacity of CIG2 is equal to the 

generator G2.  

The dispatch considering the main penetration levels of CIG is summarized in Table 4.2. When 

Table 4.2 indicates that the dispatch is zero, the generator is not connected to the system. This table 

also includes the system inertia 𝐻sys, defined in equation (4.1). The generator connected at bus B2 

is considered the slack bus for all the operating conditions. Penetration levels are calculated as a 

function of the total active power demand of the test system. It should be noted that the above 

assumptions are similar to those shown in Chapter 4. 

Table 5.2. Dispatch and system inertia 𝐻sys for different generator portfolios 

CIG 

Levels 

[%] 

G1 

[MW] 

G2 

[MW] 

G3 

[MW] 

CIG1 

[MW] 

CIG2 

[MW] 

CIG3 

[MW] 

𝑯𝐬𝐲𝐬 

[s] 

0 163 77 80 0 0 0 5.82 

35 0 91 120 55 0 55 1.66 

50 0 162 0 79 0 79 1.13 

70 0 98 0 110 0 110 1.13 

100 0 0 0 189 4 126 1.13*
2
 

 

5.2 Implemented Models and Software Used 

For the synchronous generators with steam turbines, the synchronous generators with hydraulic 

and voltage regulators are the same as those used in the DPC and QPC-based models of Chapter 4. 

These models are shown in Table 3.1. Synchronous generators are equipped with a DC1A IEEE-

type voltage regulator [236]. The steam turbine governor is of type IEEE TGOV1, while the 

hydraulic turbine is IEEE HYGOV [237]. 

In the case of the system represented using DPC, the CIG1 and CIG3 units operate in GFL mode. 

The control structures used are those described in the methodology in Section 3.3.1. These are 

active power control, voltage control, inner current control with VFF terms, and PLL. The 

parameters of the current control loop are chosen to obtain a settling time of 20 ms, which is a 

typical value used in simulations with power converters [35], [248]. The PLL control system has a 

bandwidth of 20 Hz [170]. All implemented controllers are based on a PI controller because it is 

the most common control structure used for stability assessment [15], [35], [58], [158].  

It should be noted that the above controllers are slightly different from those applied in the previous 

chapter, as is described in 3.3.1. In this case, a PI controller is used for active power, and the VFF 

is considered in the inner control loops of CIG-GFL for DPC models. The main parameters of the 

CIG operating in GFL are shown in Table 5.3. These parameters are chosen according to various 

research works and actual CIG units [15], [16], [74], [158], [244], [251]. In the case of CIG 

 
2 Equivalent synthetic inertia related to CIG2 operating in GFM 
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operating in GFM, their model and parameters are shown in Appendix B because this thesis does 

not focus on this operating mode. 

In the case of the system modeled using QPC, the outer control loops are equal to those used in 

DPC models. The representation of each CIG model varies according to the assumption made in 

the model. The parameter used for each CIG model and the set of differential equations related to 

the DPC models and the CIG models using QPC is shown in Appendix B. 

Table 5.3. Control system parameters of CIG-GFL units 

Properties Value 

Proportional gain of the current controller 𝑘p 0.40 

Integral gain of the current controller 𝑘i 90 

The time constant 𝜏𝑣tdq
of VFF term 0.001 

Proportional gain of PLL controller 𝑘pPLL 101 

Integral gain of PLL controller 𝑘iPLL 2562 

Time constant of voltage measure 𝑇  [𝑠] 0.05 

Proportional gain of voltage controller 𝑘pV 5.00 

Integral gain of voltage controller 𝑘iV 25 

Proportional gain of the active power controller 𝑘pP 0.4 

Integral gain of the active power controller 𝑘iP 40 

Time constant of active power measure 𝑇 P 0.05 

 

The test system using DPC and QPC with all the CIG models of Table 2.4 was implemented in 

MATLAB/Simulink. The system was linearized using the MATLAB/Simulink linear analysis tool 

[249]. This tool makes use of numerical linearization. 

5.3 Results of Comparative Analysis of CIG Models Based on QPC 

This section presents the main results obtained by applying the methodology described in Section 

3.2. Only the main results and key findings are presented for better readability. A detailed 

description of the modal analysis, the participation factor analysis, the plots of the H-infinity norm 
‖𝑮‖∞ related to Stage 2, and the validation by time-domain simulations related to Stage 4 can be 

found in Appendix D. Given the above, this section starts from stage 3 of the methodology shown 

in Figure 3.3. The results are described from Case Study 1 to Case Study 3. 

5.3.1 Case Study 1: Impacts of PLL and CIG Levels  

In order to perform the sensitivity analysis of this case study, the PLL bandwidths and the CIG 

levels are varied. The PLL bandwidth changes in CIG1 and CIG3 from 2 Hz to 80 Hz. These 

bandwidths are typical values used in the literature to study the impact of PLL on the stability and 

dynamic performance of CIG power plants [15], [16], [75], [251]. The PLL estimated the angle 

used to transform abc signals to dq signals, and a fast response is desired for better dynamic 

performance. Unbalance and harmonics can create errors in estimating the angle and frequency at 

the PCC, deteriorating the performance [252]. These facts impose practical limitations on selecting 

the PLL bandwidth. Therefore, it is unlikely that PLL bandwidths higher than 100 Hz would be 

implemented in real CIG plants [15], [16], [252]. However, any values that belong to the reported 

range of PLL bandwidths could be implemented in actual CIG power plants. The CIG levels 

increase to 100%.  
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Illustrative plots are developed to show and summarize the results and identify the main findings. 

Figure 5.2 compares the CIG models based on QPC and the DPC-based model. The PLL 

bandwidths of 2 Hz, 20 Hz, and 50 Hz are sufficient to identify the key findings of this case study 

because similar observations can be made for other PLL bandwidths. In this figure, green boxes 

indicate that the system is small signal stable when that specific model is used. On the other hand, 

boxes in orange mean that the system is unstable when that specific model is used.  

Figure 5.2 shows that the CIG models based on QPC represent the dynamic response with sufficient 

accuracy for low PLL bandwidths independently of the CIG levels. The QPC models give similar 

results for PLL bandwidths of 20 Hz and 50 Hz but CIG levels lower than 35%. As the PLL 

bandwidths increase (faster dynamic response), only the VS-Type II and DPC models show that 

the system is unstable for CIG levels higher than 35%. However, this result does not mean that VS-

Type II is a suitable model for CIG. VS-Type II predicts the stability of the system, but not the root 

cause (See Appendix D.1.1 for a detailed analysis). Therefore, as the PLL bandwidths and CIG 

levels increase, all the CIG models based on QPC do not represent the system's dynamic response 

with sufficient accuracy, and then wrong conclusions may be drawn regarding system stability.  

 

Figure 5.2. Comparative of CIG models for CIG levels ranging from 0% to 100% and PLL 

bandwidths of 2 Hz, 20 Hz, and 50 Hz; a) 2 Hz, b) 20 Hz, c) 50 Hz 

5.3.2 Case Study 2: Impacts of SCR Levels 

This study analyses the effects of SCR levels on the suitability of CIG models based on QPC by 

considering a CIG level of 50% and PLL bandwidths of 2 Hz, 20 Hz, and 50 Hz. SCR is defined 

by [39]: 

SCR =
𝑆SCMVA

𝑃RMW
 (5.1) 

Where 𝑆SCMVA is the short–circuit MVA capacity at the bus in the existing network before 

connecting a CIG unit and 𝑃RMW is the rated active power in MW of the new CIG unit. The value 

of the SCR levels depends on the synchronous generators connected to the systems. In the test 

system, the SCR is modified by changing the inductive reactance 𝑥14 from 0.05 to 1 in [pu] on a 

base of 100 [MVA]. This reactance is related to the transformer between bus B1 and B4 (see Figure 

5.1). For a CIG level of 50%, the SCR at bus B1 ranges from 1.2-0.4 [pu] because only the 
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synchronous generator G2 is connected. Other CIG levels are also studied, but those results are not 

shown here because the key findings are the same for 50% of the CIG level.  

Figure 5.3 shows the comparison among the CIG models. A decrease in the PLL bandwidth extends 

the accuracy of the CIG based on QPC, as shown in Figure 5.3.a. There is an area where all the 

QPC models are small-signal stable. However, there is a point where all the models cannot predict 

system stability. As in the previous case, the model VS-Type II is unsuitable because system 

instability differs from DPC. When the PLL bandwidths become faster, the area where all QPC 

models are suitable decreases significantly, as Figure 5.3.b and Figure 5.3.c depict. 

 

Figure 5.3. Comparative of CIG models for SCR ranging from 0.4 to 1.2, CIG level of 50%, and 

PLL bandwidths of 2 Hz, 20 Hz, and 50 Hz; a) 2 Hz, b) 20 Hz, c) 50 Hz 

Furthermore, VS-Type VI reveals that the system is unstable in these cases. However, as VS-Type 

II, the cause of instability differs from DPC. Consequently, for low SCR values and fast dynamic 

response of PLL, all CIG models based on QPC are unsuitable for system stability.  

5.3.3 Case Study 3: Impacts of Inner Control Loops 

To analyze the impacts of inner control loops, a sensitivity analysis is performed by varying the 

integral gain 𝑘i associated with the current controller and the time constant 𝜏𝑣dq associated with 

the VFF terms for a PLL of 2 Hz, 20 Hz, 50 Hz, and CIG 50%. The control parameters are changed 

in CIG1 and CIG3. The integral gain 𝑘𝑖 of the current controller range from 70 to 200, and the time 

constant 𝜏𝑣dq associated with the VFF take values of 0.01, 0.001, and 0.0001. According to Table 

5.3, in previous cases 𝜏𝑣dq = 0.001 and 𝑘𝑖 = 90. The selected values are generic and typical [74], 

[75], [180], [181], [244]–[246]. These parameters are selected to perform sensitivity analysis 

because the study of participation factors reveals a considerable impact on the accuracy of QPC-

based models. This fact is described in detail in Appendix D.1. Additionally, the representation of 

the inner current control differs from the CIG models in Table 2.4. Thus, the analyses presented in 

this section allow identifying the effect of fast dynamic response related to inner control loops on 

the accuracy of CIG models based on QPC. 

In Figure 5.4, Figure 5.5, and Figure 5.6, the comparison among the CIG models is shown for PLL 

bandwidths of 2 Hz, 20 Hz, and 50 Hz, respectively. For a PLL bandwidth of 2 Hz, it can be seen 

in Figure 5.4.a that all the QPC models work adequately as the time constant 𝜏𝑣tdq
 decreases. This 
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is independent of the values taken by the integral constant 𝑘i. When the time constant 𝜏𝑣tdq
 

becomes higher, which means a slower response, there is a region where all QPC models become 

unsuitable because is non-representative of DPC, as shown in Figure 5.4.b and Figure 5.4.c. As the 

PLL bandwidths increase, the region extends to all the selected values of integral gain 𝑘i. VS-Type 

II is still not suitable as in previous cases.  

Given the above, it is observed that for high levels of CIG, the dynamic response of the inner 

current control has a significant impact on the suitability of using QPC to represent CIG units. In 

this sense, the fast dynamic response of the CIG and the network becomes relevant for stability 

studies. Therefore, the inner current control and PLL should be modeled when high levels of CIG 

are considered. These cannot be adequately represented by QPC models.  

 

Figure 5.4. Comparative of CIG models for CIG level of 50%, integral gain 𝑘i ranging 70 to 200, 

PLL bandwidth of 2 Hz, and VFF terms 𝜏𝑣tdq
 of 0.0001, 0.001, and 0.01; a) 𝜏𝑣tdq

= 0.0001, b) 

𝜏𝑣tdq
= 0.001, c) 𝜏𝑣tdq

= 0.01 

 

Figure 5.5. Comparative of CIG models for CIG level of 50%, integral gain 𝑘i ranging 70 to 200, 

PLL bandwidth of 20 Hz, and VFF terms 𝜏𝑣tdq
 of 0.0001, 0.001, and 0.01; a) 𝜏𝑣tdq

= 0.0001, b) 

𝜏𝑣tdq
= 0.001, c) 𝜏𝑣tdq

= 0.01 
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Figure 5.6. Comparative of CIG models for CIG level of 50%, integral gain 𝑘i ranging 70 to 200, 

PLL bandwidth of 50 Hz, and VFF terms 𝜏𝑣tdq
 of 0.0001, 0.001, and 0.01; a) 𝜏𝑣tdq

= 0.0001, b) 

𝜏𝑣tdq
= 0.001, c) 𝜏𝑣tdq

= 0.01 

5.4 Summary of Main Findings 

This chapter compared CIG models based on QPC typically used for power system stability studies. 

The objective is to identify and investigate the impact of the fast dynamic of CIG on the accuracy 

of QPC-based models for high penetration levels of CIG. In particular, the impacts of current 

control, PLL, and AC filter were thoroughly studied. Thus, the appropriate level of detail required 

to model CIG is found. This section summarizes the main observations obtained from the results.  

The results obtained in this chapter show that two types of errors can be made when CIG models 

based on QPC are used. The system is small-signal stable when it is unstable and vice versa. Both 

cases are undesirable in the context of stability assessments. In the first case, the system could be 

at risk due to undetected hazardous operating conditions. On the other hand, a power system could 

operate inefficiently in the second case, as more restrictive than necessary conditions may prevent 

the system from exploiting the full flexibility of its infrastructure. 

Figure 5.7 summarizes the key findings of the comparative analysis related to Case Studies 1 and 

2. These studies are considered sufficient to summarize the main findings of this chapter. In Figure 

5.7, letters A, B, and C mean that the CIG models based on QPC are suitable (small-signal stable), 

only the VS-Type II is unsuitable (the rest of the models are small signal-stable), and all the CIG 

models based on QPC are unsuitable, respectively. The color boxes indicate the range of 𝑘i and 

𝜏𝑣tdq
 where A, B, and C occur. 

The CIG models based on QPC give a similar dynamic behavior to DPC models when DPC models 

are small-signal stable. The fast dynamics are irrelevant for those cases, and there is no significant 

difference among the models used. The outer control loops dominate the dynamic behavior of the 

power system. On the other hand, when the DPC model is unstable, all CIG models based on QPC 

give erroneous results. VS-Type II predicts the instability of the system due to the high penetration 

of CIG and PLL with high bandwidths (see Figure 5.2). However, the dynamic interactions differ 

from the DPC model. The oscillation frequency and participation factors vary significantly 
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compared to DPC. Therefore, VS-Type II also gives erroneous results, making it unsuitable. A 

detailed description of this fact is given in Appendix D.1.2 and D.1.3. 

Furthermore, despite the PLL, under low values of SCR, the current control with decoupling terms 

and VFF also affects the suitability of QPC models. Figure 5.7 shows that the validity range of 

QPC-based models is highly dependent on CIG levels, PLL bandwidths, and tuning of the current 

controller. The dynamic interactions between these control systems and the electric network must 

be adequately represented to assess system stability.  

 

Figure 5.7. Summary of key findings 

In the results described in this chapter, the models based on the current-controlled representation 

seem suitable for simulating slow transients. However, according to the literature review, it is not 

an appropriate model because numerical stability issues can impede simulating a power system's 

transient response. Consequently, CIG models based on a voltage-controlled source representation 

are preferable when using QPC.  

As final remarks, the DPC-based models seem to be a suitable option to represent power systems 

with high levels of CIG. These models are suitable for generic stability studies and more efficient 

simulations using EMT models.   
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6 Conclusions 

This thesis thoroughly investigates the validity range of traditional stability assessments based on 

QPC and the proper level of detail required to model CIG in power systems with high penetration 

levels of renewables connected by power electronics. Comparative analyses between QPC and 

DPC were performed considering a wide range of CIG levels (including 100%) and various 

operating conditions. Furthermore, a review of the most common CIG models used in stability 

studies based on QPC was carried out to investigate the impact of the fast dynamics associated with 

the control systems of CIG on the stability of power systems. These models are implemented and 

compared to a benchmark model based on DPC. The analyses performed offer new information 

and foster the understanding of power system modeling for stability assessments in case of high 

shares of CIG. 

In Chapter 3.2, a novel methodology for a systematic analysis of the underlying modeling 

framework was developed to achieve the objectives of this thesis. Based on the results obtained in 

Chapter 4, the accuracy of QPC decreases in cases of high levels of CIG. In these cases, the 

bandwidth of the relevant transients for stability is extended to cover both slow electromagnetic 

and electromechanical transients, with oscillation frequencies higher than 𝑓∗ ≈ 5 Hz. Therefore, 

the relevant oscillation frequencies for stability studies move outside the range of 0.1 Hz to 5 Hz, 

which has traditionally been a relevant bandwidth for stability analysis of systems dominated by 

synchronous generators. The electromagnetic phenomena related to the network and fast response 

devices cannot be neglected because fast transients with oscillation frequencies higher than 5 Hz 

become relevant for stability analysis. Furthermore, control loops such as those for the PLL impact 

the system so that electromagnetic transients on the grid side cannot be ignored. Models based on 

DPC can accurately represent such transients and are suitable for assessing stability in the presence 

of CIG.  

Considering the results of the comparative study between CIG models based on QPC presented in 

Chapter 5, the CIG may cause stability issues due to undamped modes with oscillation frequencies 

higher than 5 Hz. CIG models based on QPC decrease their accuracy for high levels of CIG and 

low levels of SCR. The fast dynamic response of PLL, inner control loops, and the electric network 

also considerably impact the accuracy of QPC. For conditions where DPC models were small-

signal stable, models based on voltage source representation are recommended because these 

models have better numerical stability characteristics than those based on current source 

representation. Under these conditions, it is observed that the dynamic response is similar to that 
of DPC. On the other hand, depending on the dynamic response of PLL and inner control loops, 

all the representations of CIG using QPC differ from DPC in the behavior of power system 

transients. Therefore, the fast and slow control systems of CIG-GFL and the transmission network 

should be adequately represented for power system stability studies to determine stability 

boundaries. Otherwise, erroneous conclusions may be drawn, making power systems prone to loss 

of stability, or operating in inefficient conditions.  

Finally, DPC models accurately represent the relevant transients for stability assessments of power 

systems dominated by CIG. This technique can simulate both electromechanical and 

electromagnetic transients of AC systems using less computational burden than transient 

simulations based on EMT models. In addition, it is more accurate than QPC. These features of 

DPC models make it a promising technique for studying power system dynamics. Given the strong 

interest in advancing wind and solar energy worldwide, modeling power systems based on DPC is 
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recommended. 

6.1 Future Work 

Some interesting topics to extend and add to the work of this thesis are described as follows: 

• To apply DPC to study the stability of large power systems. DPC has some applications in 

modeling distribution systems [31], [253]. However, despite the advantages of DPC, there 

is a lack of its application in large and real power systems. According to [10], one of the 

main reasons is that no commercial software can perform transient simulations using DPC, 

which hinders its application. With small power systems, it is possible to study the accuracy 

of DPC simulations, the computational burden, and the applicability of DPC for stability 

studies, as has been shown throughout this thesis. However, to demonstrate how promising 

this technique is for stability studies, its application in actual and large grid networks is 

necessary. Power system planners, TSOs, and power system engineers need to rely on the 

results obtained from DPC simulations for use in their stability studies. DPC models could 

bridge the compromise between EMT and QPC in terms of accuracy and computational 

burden, at least in the context of power system stability.  

• To propose a methodology to study the stability of the power system using DPC and 

heterogenous control parameters of CIG-GFL. The analysis performed in this thesis 

considers the same control parameters in all CIG-GFL. This is not the case in current power 

systems. This future work assumes that QPC models can not be used. 

• To analyze the effects of fast dynamics on power systems stability with 100% of CIG-GFM, 

i.e., transmission network transients, inner voltage, and current control loops. This also 

includes the effects from a modeling perspective. 

• To investigate the limitation of QPC-based models where the frequency control is 

implemented in CIG-GFL and CIG-GFM. In this work, frequency control was not 

considered in CIG-GFL, and the effects of frequency control in CIG-GFM were not 

analyzed because it is out of scope. New control dynamic interactions related to CIG, 

including frequency control, may add more limitations to QPC-based stability assessment 

models. 

• To investigate if the limitation of QPC-based models shown in this work is affected by 

modeling the primary energy source used in CIG units, i.e., solar and wind energy.  

• To investigate if proper tuning of CIG-GFL with frequency control may decrease the 

amount of CIG units with GFM capabilities needed for a secure operation. A few works 

[232], [233] are currently investigating this through transient simulations using mainly 

EMT models. The results show that operating a system with a high level of CIG-GFL with 

a proper control system implemented for supporting voltage and frequency is possible. This 

is especially relevant to define interconnection requirements [254]. Instead of requiring 

GFM capabilities with specific control structures, system operators might require FRT 

capabilities based on time response.  
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Annex A: Power System Models Used in Chapter 

4 

This appendix shows the state-space model of CIG-GFL, CIG-GFM, the synchronous generator, 

and the electric network used to obtain the results described in Section 3.3. The purpose of this 

appendix is to show in more detail the models used, which are cited in Table 3.1. We describe the 

model based on DPC and its counterpart based on QPC for each component. 

A.1 CIG-GFL Model 

An average voltage source converter (VSC) model is considered regarding the CIG model based 

on DPC. In this model, the switching transients are neglected. Thus, the transient behavior of the 

CIG is determined mainly by its control loops. Figure A.1 shows a schematic diagram of a CIG 

connected to the grid. It comprises a generator, a VSC, and a coupling inductance. Furthermore, 

the loops considered in 3.3 are composed of an outer voltage control loop, an inner current control 

loop, and a PLL. These control loops are represented in a rotational dq reference frame. The control 

loops are depicted in Figure A.2, Figure A.3, and Figure A.4. In the figures, the subscript dq 

indicates the synchronous reference frame.  

It has to be mentioned that the box related to the generator in Figure A.1 may involve different 

energy resources, such as wind power, solar power, or other types of generation interfaced by the 

VSC to the grid. On the other hand, the box related to the VSC in Figure A.1 involves the control 

loops mentioned and considered in 3.3. 

 

Figure A.1. Schematic diagram of a CIG connected to the grid [125] 

 

Figure A.2. CIG outer voltage control with the inner current control of q axis 
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Figure A.3. CIG active power control with the inner current control system of d axis 

  

 

Figure A.4. PLL control loop 

The state-space model considering DPC is described below. This model is obtained from the block 

diagrams shown in Figure A.2 to Figure A.4. It can be seen in these figures that for each output in 

integration blocks, there is an associated state variable. This is also for the transfer function block 

related to first-order in Figure A.2. Furthermore, all the quantities are considered in per unit system, 

and the generator convention is used for the VSC.  

The CIG outer voltage control with the inner current control loop of q axis is modeled by the 

following set of equations: 
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following set of equations: 

𝑖d 
   =

𝑃   

 d 
 (A.8) 

d𝑥PI Id

d𝑡
= 𝑘iId

(𝑖d 
   − 𝑖d ) (A.9) 

 dc
 = 𝑘pId

(𝑖d 
   − 𝑖d ) + 𝑥PI Id (A.10) 

 dc =  dc
 +  d − 𝜔 𝑥  𝑖q  (A.11) 

The PLL is described as follows: 

d𝑥PI PLL

d𝑡
= 𝑘iPLL  q (A.12) 

 𝜔PLL = 𝑘pPLL  q + 𝑥PI PLL (A.13) 

𝜔 =  𝜔PLL + 𝜔b (A.14) 

d 𝜃PCC

d𝑡
=  𝜔PLL (A.15) 

 

Finally, the coupling inductance is modeled as follows: 

𝑥  

𝜔b

d𝑖d 

d𝑡
=  dc − 𝑅  𝑖d + 𝜔PLL𝑥  𝑖q −  d  (A.16) 

𝑥  

𝜔b

d𝑖q 

d𝑡
=  qc − 𝑅  𝑖q − 𝜔PLL𝑥  𝑖d −  q  (A.17) 

 

In the case of the CIG model based on QPC, the active power control, the PLL, and the outer 

voltage control are the same as in the CIG model based on DPC. According to [125], the inner 

current control of dq axes is modified as follows. Equations(A.6) and (A.10) become equations 

(A.18) and (A.19), respectively. 

 dc = 𝑘pId
(𝑖d 

   − 𝑖d ) + 𝑥PI Id (A.18) 

 qc = 𝑘pIq
(𝑖q 

   − 𝑖q ) + 𝑥PI Iq (A.19) 

 

The set of differential and algebraic equations (A.1)-(A.5), (A.8), and (A.9) is used in the CIG 

model based on QPC. Furthermore, as Table 3.1 describes, the quantities neglected are the 

derivatives of the current in the coupling inductor. This makes the differential equations (A.16) and 

(A.17) become the following algebraic equations: 



92 

 

0 =  dc − 𝑅  𝑖d + 𝜔PLL𝑥  𝑖q −  d  (A.20) 

0 =  qc − 𝑅  𝑖q − 𝜔PLL𝑥  𝑖d −  q  (A.21) 

 

The CIG is represented as a controlled voltage source behind an impedance. This model was widely 

used in the literature [125], [162], [164], [201], [214], [218]. The parameter values used are given 

in Table 4.3.  

A.2 CIG-GFM Model with Virtual Synchronous Generator 

The model of CIG-GFM is used only for 100% of the CIG level in Chapter 4. Figure A.5 shows a 

schematic diagram of the CIG-GFM connected to the power system, which is composed of the 

VSC, the AC filter of LCL type. The DC-side is considered a constant DC-Voltage.   

 

Figure A.5. Diagram of CIG – GFM 

The control system consists of outer and inner control loops. The frequency control is implemented 

by virtual synchronous generator control for outer control loops. There are several control 

structures with a diverse complexity to implement this control. Here, it is considered a virtual 

synchronous generator that represents the mechanical behavior of a synchronous generator by a 

second-order differential equation [156]. Furthermore, droop-based reactive power controllers are 

implemented for voltage support. In the case of inner loops, voltage and current control based on 

dq reference frame are considered. The control loops implemented are shown in Figure A.6, Figure 

A.7, and Figure A.8, respectively. The DPC model is described, and the QPC-based model 

indicates the neglected derivatives. 

 

Figure A.6. Virtual Synchronous Generator Control [156] 
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Figure A.7. Droop-based reactive power controller 

 

Figure A.8. Inner control loops on the dq axis; a) voltage control loops; b) current control loops 

The control loops of the CIG-GFM depicted in Figure A.6, Figure A.7, and Figure A.8 are used to 

develop the state-space model. Each transfer function is associated with a state variable. As in the 

case of the CIG-GFL model, all the quantities are considered in per unit system. The virtual 

synchronous generator control and the droop-based reactive power control are represented by the 

following set of differential and algebraic equations: 

 

2𝐻
d𝜔 

pu

d𝑡
= 𝑃   − 𝑃 − 𝐷(𝜔 

pu
− 𝜔   ) (A.22) 

d𝜃

d𝑡
= 𝜔b𝜔 

pu
 (A.23) 

𝑃 = 𝑣Cfd𝑖Lcd + 𝑣Cfq𝑖Lcq (A.24) 

𝑣𝐶fd
   = 𝑒𝐶fd0

   + 𝑛q(𝑄
   − 𝑄m) (A.25) 

d𝑄m

d𝑡
=

1

𝑇 Q

(𝑄 − 𝑄m) (A.26) 

𝑣Cfq
   = 𝑒Cfq0

   = 0 (A.27) 

 

The following set of equations model the inner voltage control loop on dq axis shown in Figure 

A.8.a: 
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d𝑥PIvCfd

d𝑡
=  𝑘iVd

(𝑣Cfd
    − 𝑣Cfd) (A.28) 

 Vd = 𝑥PIvCfd
+ 𝑘pVd  (𝑣Cfd

    − 𝑣Cfd) (A.29) 

𝑖Lfd

   =  Vd + 𝑖Lcd − 𝜔b
pu

𝐶 𝑣Cfq (A.30) 

d𝑥PIvCfq

d𝑡
=  𝑘iVq

(𝑣Cfq
    − 𝑣Cfq) 

(A.31) 

 Vd = 𝑥PIvCfd
+ 𝑘pVd  (𝑣Cfd

    − 𝑣Cfd) (A.32) 

𝑖Lfq

   =   Vq + 𝑖Lcq + 𝜔s
pu

𝐶 𝑣Cfd (A.33) 

 

The voltage control output is the reference current to the current control loops. According to Figure 

A.8.b, the current control can be represented as follows: 

 

d𝑥PIiLfd

d𝑡
= 𝑘iId

(𝑖Lfd 

   − 𝑖L d) 
(A.34) 

 Id = 𝑥PIiLfd
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𝑣cd =  Id − 𝜔 
pu

𝐿 𝑖L q + 𝑣Cfd (A.36) 

d𝑥PIiLfq

d𝑡
= 𝑘iIq

(𝑖Lfq 

   − 𝑖L q) 
(A.37) 

 Iq = 𝑥PIiLfq
+ 𝑘pIq

(𝑖Lfq 

   − 𝑖L q) (A.38) 

𝑣cq =  Iq + 𝜔 
pu

𝐿 𝑖L d + 𝑣Cfq (A.39) 

 

Finally, the model of the AC filter of type LCL is obtained by applying circuit methods based on 

Kirchhoff laws to the schematic shown in Figure A.8 and the equations of RLC circuit element 

based on DPC depicted in Table 2.1. This yields to:  

𝐿 

𝜔b
 
d𝑖L d

d𝑡
=  𝑣cd − 𝑣C d

− 𝑅 𝑖Lfd
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pu
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𝐿 
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pu
𝐿 𝑖L d (A.41) 

𝐿c

𝜔b
 
d𝑖Lcd

d𝑡
=  𝑣Cfd

− 𝑣 d − 𝑅c𝑖Lcd
− 𝜔b

pu
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𝐿c
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pu
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− 𝑖LCd
− 𝜔b

pu
𝐶 𝑣C q

 (A.44) 

𝐶 

𝜔b
 
d𝑣C q

d𝑡
=  𝑖Lfq

− 𝑖LCq
+ 𝜔b

pu
𝐶 𝑣C d

 (A.45) 

 

When the QPC model is used, the derivatives related to the state variables 𝑖Lcd and 𝑖Lcq are 

neglected, while the rest of the differential and algebraic equations are equal to the DPC models. 

Thus, the differential equations (A.42) and (A.43) become the algebraic equations (A.46) and 

(A.47), respectively.  

0 =  𝑣Cfd
− 𝑣 d − 𝑅c𝑖Lcd

− 𝜔b
pu

𝐿c𝑖Lcq (A.46) 

0 =  𝑣Cfq
− 𝑣 q − 𝑅c𝑖Lcq

+ 𝜔b
pu

𝐿c𝑖Lcd (A.47) 

 

The control system parameters of CIG-GFM considered in Chapter 4 are presented in Table A.1. 

The parameters are expressed in per unit system and are obtained from [148]. 

Table A.1. Control system parameters of CIG – GFM 

Properties Value 

Inductance 𝐿  of AC filter LCL 0.150 

Resistance 𝑅  of AC filter LCL 0.005 

Inductance 𝐿c of AC filter LCL 0.005 

Resistance 𝑅c of AC filter LCL 0.005 

Capacitance 𝐶  of AC filter LCL 0.066 

Damping coefficient of virtual synchronous generator 𝐷 20.00 

Inertia constant of virtual synchronous generator 𝐻 3.333 

Proportional gain of the voltage controller 𝑘pVd
, 𝑘pVq

  0.520 

Integral gain of the voltage controller 𝑘iVd
, 𝑘iVq

  1.160 

Proportional gain of the current controller 𝑘pId
, 𝑘pIq  0.730 

Integral gain of the current controller 𝑘iId
, 𝑘iIq  1.190 

Time constant of reactive power measurement 𝑇 Q 0.333 

 

A.3 Synchronous Generator Model 

For DPC models, the eighth-order model is used for synchronous generators using a steam turbine, 

whereas a seventh-order model is used for synchronous generators with hydraulic turbines. The 

derivations of these models can be found in books such as [118] and [2]. For this reason, in this 

document, we list the model without a detailed description of the derivations.  

The set of differential equations of the eighth-order model for the synchronous generator are 

described by: 

1

𝜔b

d𝜓ds

d𝑡
= 𝑣ds + 𝜔 𝜓qs +

𝑅s

𝑥ls

(𝜓md − 𝜓ds) (A.48) 
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1

𝜔b

d𝜓qs

d𝑡
= 𝑣qs − 𝜔 𝜓ds +

𝑅s

𝑥ls
(𝜓mq − 𝜓qs) (A.49) 

1

𝜔b

d𝜓 d

d𝑡
=

𝑅 d

𝑥md
𝐸 d +

𝑅 d

𝑥 d

(𝜓md − 𝜓 d) (A.50) 

1

𝜔b

d𝜓1d

d𝑡
= 𝑣1d +

𝑅1d

𝑥1𝑑

(𝜓md − 𝜓1d) (A.51) 

1

𝜔b

d𝜓1q

d𝑡
= 𝑣1q +

𝑅1q

𝑥1q
(𝜓mq − 𝜓1q) (A.52) 

1

𝜔b

d𝜓2q

d𝑡
= 𝑣2q +

𝑅2q

𝑥2q
(𝜓mq − 𝜓2q) (A.53) 

d𝜔 

d𝑡
=

1

2𝐻
(𝑇m − 𝑇 − 𝐷(𝜔 − 1)) (A.54) 

d𝛿

d𝑡
= 𝜔b(𝜔 − 1) (A.55) 

 

The state variables are the stator and rotor flux linkages, rotor angular velocity, and the angular 

position of the rotor. The stator currents must be known to interconnect the synchronous generators 

with the network. These currents can be expressed as functions of the stator and rotor flux linkages 

as follows: 

𝑖ds =
1

𝑥ls

(𝜓md − 𝜓ds) (A.56) 

𝑖qs =
1

𝑥ls
(𝜓mq − 𝜓qs) (A.57) 

𝑖 d =
1

𝑥 d

(𝜓 d − 𝜓md) (A.58) 

𝑖1d =
1

𝑥1d

(𝜓1d − 𝜓md) (A.59) 

𝑖1q =
1

𝑥1q
(𝜓1q − 𝜓mq) (A.60) 

𝑖2q =
1

𝑥2q
(𝜓2q − 𝜓mq) (A.61) 

 

Furthermore, the set of equations relies on the following definitions: 

𝜓md = 𝑥ad (
𝜓ds

𝑥ls
+

𝜓 d

𝑥 d
+

𝜓1d

𝑥1d
) (A.62) 

𝜓mq = 𝑥aq (
𝜓qs

𝑥ls
+

𝜓1q

𝑥1q
+

𝜓2q

𝑥2q
) (A.63) 

𝑥ad = (
1

𝑥md
+

1

𝑥ls
+

1

𝑥l d
+

1

𝑥l1d
)
−1

 (A.64) 

𝑥aq = (
1

𝑥mq
+

1

𝑥ls
+

1

𝑥l1q
+

1

𝑥l2q
)

−1

 (A.65) 
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𝑇 = 𝑖qs𝜓ds − 𝑖ds𝜓qs 
(A.66) 

The seventh-order model of the synchronous generator is shown below. For this model, there is 

only one damper circuit on the q-axis. Therefore, the set of equations is kept with this small 

difference as follows: 

1

𝜔b

d𝜓ds

d𝑡
= 𝑣ds + 𝜔 𝜓qs +

𝑅s

𝑥ls

(𝜓md − 𝜓ds) (A.67) 

1

𝜔b

d𝜓qs

d𝑡
= 𝑣qs − 𝜔 𝜓ds +

𝑅s

𝑥ls
(𝜓mq − 𝜓qs) (A.68) 

1

𝜔b

d𝜓 d

d𝑡
=

𝑅 d

𝑥md
𝐸 d +

𝑅 d

𝑥 d

(𝜓md − 𝜓 d) (A.69) 

1

𝜔b

d𝜓1d

d𝑡
= 𝑣1d +

𝑅1d

𝑥1d

(𝜓md − 𝜓1d) (A.70) 

1

𝜔b

d𝜓1q

d𝑡
= 𝑣1q +

𝑅1q

𝑥1q
(𝜓mq − 𝜓1q) (A.71)  

d𝜔 

d𝑡
=

1

2𝐻
(𝑇m − 𝑇 − 𝐷(𝜔 − 1)) (A.72) 

d𝛿

d𝑡
= 𝜔b(𝜔 − 1) (A.73) 

 

The state variables are the stator and rotor flux linkages, rotor angular velocity, and the angular 

position of the rotor. In order to interconnect the synchronous generators with the transmission 

network, the stator currents are to be known. These currents can be expressed as functions of the 

stator and rotor flux linkages as follows: 

𝑖ds =
1

𝑥ls

(𝜓md − 𝜓ds) (A.74) 

𝑖qs =
1

𝑥ls
(𝜓mq − 𝜓qs) (A.75) 

𝑖 d =
1

𝑥 d

(𝜓 d − 𝜓md) (A.76) 

𝑖1d =
1

𝑥1d

(𝜓1d − 𝜓md) (A.77) 

𝑖1q =
1

𝑥1q
(𝜓1q − 𝜓mq) (A.78) 

 

Furthermore, the above set of the equations requires to define the following terms: 

𝜓md = 𝑥ad (
𝜓ds

𝑥ls
+

𝜓 d

𝑥 d
+

𝜓1d

𝑥1d
) (A.79) 

𝜓mq = 𝑥aq (
𝜓qs

𝑥ls
+

𝜓1q

𝑥1q
) (A.80) 
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𝑥ad = (
1

𝑥md
+

1

𝑥ls
+

1

𝑥l d
+

1

𝑥l1d
)
−1

 (A.81) 

𝑥aq = (
1

𝑥mq
+

1

𝑥ls
+

1

𝑥l1q
)

−1

 (A.82) 

𝑇 = 𝑖qs𝜓ds − 𝑖ds𝜓qs (A.83) 

 

As is explained in Section 3.2.1, when the system is modeled by QPC, the derivatives of the stator 

flux linkages in the eighth- and seventh-order models are neglected. Therefore, for the eighth-order 

model, the differential equations (A.48) and (A.49) related to the stator flux linkages become 

algebraic equations. For the seventh-order model, differential equations (A.67) and (A.68) related 

to the stator flux linkages become algebraic equations. This, in turn, leads to a reduction in the 

order of the synchronous generator models. A sixth-order model is used for synchronous generators 

using a steam turbine, whereas a fifth-order model is used for synchronous generators with 

hydraulic turbines. The algebraic equations related to the stator flux linkages of the synchronous 

generator are described as follows:  

0 = 𝑅s𝑖ds + 𝜔 𝜓qs + 𝑣ds (A.84) 

0 = 𝑅s𝑖qs − 𝜔 𝜓ds + 𝑣qs (A.85) 

In addition, it is assumed that ω ≈ 1 in the stator voltage equations. This in turn means that the 

speed changes are small and do not significantly affect the stator voltages [4]. Finally, the 

differential equations from (A.48) to (A.55) are retained for the sixth-order model, whereas the 

differential equations from (A.69) to (A.73) are retained for the fifth-order model. 

The synchronous generator model comprises several circuit parameters. Therefore, such 

parameters must be calculated from the typical operational data of synchronous generators. We 

used the “classical definitions” presented in chapter 4 of the book [4] to calculate the circuit 

parameters. It is not presented here because a complete description can be found in the cited 

reference. The following table shows the parameters associated with the model of the synchronous 

generators used for both modeling techniques. 
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Table A.2. Description of synchronous generator parameters. 

Parameter Description 

𝑅s, 𝑅 d, 𝑅1d, 𝑅1q, and 𝑅2q Resistance of the windings related to the stator, excitation, d-axis damper 

circuit, first q-axis damper circuit, and second q-axis damper circuit 

𝑥d, 𝑥q Reactance of d- and q axis  

𝑥ls Stator leakage reactance 

𝑥md and 𝑥mq Magnetizing reactance of d- and q-axis 

𝑥l1d and 𝑥1d Leakage reactance and reactance related to the damper circuit of d-axis  

𝑥l d and 𝑥 d Leakage reactance and reactance related to the field circuit of d-axis 

𝑥l1q and 𝑥1q Leakage reactance and reactance of the first damper circuit of q-axis 

𝑥l2q and 𝑥2q Leakage reactance and reactance of the second damper circuit of q-axis 

𝑖ds, 𝑖 d, and 𝑖1d Stator, field, and damper circuit currents of d-axis 

𝑖qs, 𝑖1q, and 𝑖2q Stator, first, and second damper circuit currents of q-axis 

𝑣ds, 𝑣1d  Stator and damper circuit voltages of d-axis   

𝑣qs, 𝑣1q and 𝑣2q Stator and two damper circuit voltages of q-axis   

𝜓ds, 𝜓 d, and 𝜓1d Stator, field, and damper circuit fluxes of d-axis 

𝜓qs, 𝜓1q, and 𝜓2q Stator and the two damper circuit fluxes of q-axis 

𝑇m, 𝑇  Mechanical and electrical torques 

𝐷 Damping factor 

𝐻 Inertia constant 

 

A.4 Transmission lines, transformers, and loads 

The transmission lines are modeled using π equivalent circuits with lumped parameters. 

Transformers are presented through series RL circuits. Loads are modeled as constant impedances, 

which are series RL circuits. For the system modeled using DPC, all these components can be 

represented by the state-space model of the form: 

𝒙̇ = 𝑨𝒙 + 𝑩𝒖 (A.86) 

Using the RLC representation using DPC is shown in Table 2.1. Comparison of RLC representation 

of the paper, the state model of the electric network, including transmission lines, transformers, 

and loads, was obtained. The complete model can be obtained by applying circuit methods based 

on Kirchhoff laws. The voltages related to capacitors and the currents related to inductances are 

the state variables of the electric network. As the dynamic phasor signal is complex, the differential 
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equations associated with the electric network are separated by real and imaginary parts. In 

particular, we follow the method developed in [238] to build the state space matrix A, which is also 

cited in Table II. 

The electric network, including transmission lines, transformers, and loads, is represented by the 

same RLC circuits used in DPC-based models for the system modeled using QPC. However, since 

the derivatives associated with capacitor voltages and currents in inductors are neglected in QPC, 

the electric network is represented by algebraic equations. Therefore, the electric network can be 

represented through an admittance matrix 𝒀 [4]. This matrix was used to model the power system 

considering the current injection model [6]. 
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Annex B: Power System Models Used in Chapter 

5 

This appendix describes the CIG-GFL, CIG-GFM models based on DPC and CIG-GFL, and CIG-

GFM models based on QPC used in Chapter 5. The synchronous generators, transformers, and 

loads models are identical to the model used in Chapter 4. These models are not described in 

Appendix B because a detailed description can be found in Appendix A, Sections A.3 and A.4. 

First, we present CIG-GFL models based on DPC and QPC. Finally, the CIG-GFM model with 

droop control using DPC and QPC.  

B.1 CIG-GFL Model Based on DPC 

The CIG-GFL models described in the section use the schematic diagram shown in Figure B.1. 

Regarding the CIG-GFL based on DPC, an average VSC model is considered where the switching 

transients are neglected. The active power control, voltage control, PLL, inner control loops, and 

VFF terms are implemented. The control systems implemented are displayed from Figure B.2 to 

Figure B.6. 

 

Figure B.1. Diagram of CIG connected to the grid that operates in GFL mode [125] 

 

Figure B.2. Active power control  

The state-space model of the active power control is obtained from the block diagram shown in 

Figure B.2. The differential and algebraic equations (B.1) - (B.4) represent the active power 

control. 

d𝑃m

d𝑡
=

1

𝑇 P
(𝑃 − 𝑃m) (B.1) 

𝑃 = 𝑣 d𝑖cd + 𝑣 q𝑖cq (B.2) 
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d𝑥𝑃𝐼P
d𝑡

= 𝑘pP(𝑃   − 𝑃m) (B.3) 

𝑖cd
   = 𝑘pP(𝑃   − 𝑃m) + 𝑥𝑃𝐼P (B.4) 

 

The voltage control implemented is shown in Figure B.3. The current on the q axis controls the 

voltage at the PCC.  

 

Figure B.3. Voltage control 

According to the block diagram in Figure B.3, the voltage control model is described as follows: 

d𝑣m

d𝑡
=

1

𝑇 
(|𝑣 dq| − 𝑣m) (B.5) 

d𝑥𝑃𝐼V
d𝑡

= 𝑘iV(𝑣m − 𝑣   ) (B.6) 

𝑖cq
   = 𝑘pV(𝑣m − 𝑣   ) + 𝑥𝑃𝐼V (B.7) 

 

The SRF - PLL shown in Figure B.4 is modeled by equations (B.8)-(B.11). Compared to the PLL 

used in Chapter 4, the PLL of Chapter 5 uses as input the voltage 𝑣 qm. This term is the ouput from 

VFF term. In Chapter 4 this term is not considered.  

 

Figure B.4. SRF - PLL 

d𝑥𝑃𝐼PLL

d𝑡
= 𝑘iPLL𝑣 qm (B.8)  

 𝜔PLL = 𝑘pPLL𝑣 q + 𝑥𝑃𝐼PLL (B.9) 

𝜔 ,PLL =  𝜔PLL + 𝜔b (B.10) 
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d 𝜃PLL

d𝑡
=  𝜔PLL (B.11) 

 

The inner current control with decoupling and VFF term can be seen in Figure B.5 and Figure B.6, 

respectively.  

 

Figure B.5. Current control loops; a) current controller on the d-axis; b) current controller on the 

q-axis 

 

Figure B.6. Feed-forward terms; a) d-axis; b) q-axis 

The model of this control loop is described as follows:  

d𝑥𝑃𝐼icd

d𝑡
= 𝑘i(𝑖cd

   − 𝑖cd) (B.12) 

 d =  𝑥𝑃𝐼icd
+ 𝑘p(𝑖cd

   − 𝑖cd) (B.13) 

𝑣cd =  d − 𝜔 
pu

𝐿 𝑖cq + 𝑣 dm (B.14) 

d𝑥𝑃𝐼icq

d𝑡
= 𝑘i(𝑖cq

   − 𝑖cq) (B.15) 

 q =  𝑥𝑃𝐼icq
+ 𝑘p(𝑖cq

   − 𝑖cq) (B.16) 

𝑣cq =  q + 𝜔 
pu

𝐿 𝑖cd + 𝑣 qm (B.17) 

d𝑣 dm

d𝑡
=

1

𝜏vtdq
(𝑣 d − 𝑣 dm) (B.18) 

d𝑣 qm

d𝑡
=

1

𝜏vtdq
(𝑣 q − 𝑣 qm) (B.19) 

Finally, the coupling inductance (AC Filter of type L) is given by: 

𝐿 

𝜔b

d𝑖cd
d𝑡

= 𝑣cd − 𝑅 𝑖cd + 𝐿 𝑖cq − 𝑣 d (B.20) 

𝐿 

𝜔b

d𝑖cq

d𝑡
= 𝑣cq − 𝑅 𝑖cq − 𝐿 𝑖cd − 𝑣 q (B.21)  
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B.2 CIG-GFL Models Based on QPC 

This section describes the CIG models based on QPC. Due to the modularity of the control structure 

typically implemented in CIG, the CIG models considered in Chapter 0 and presented in Table 2.4 

can use the same outer control loops and SRF-PLL. Therefore, the model related to the outer control 

presented in the previous section applies to CIG models based on QPC. Specifically, active power 

and voltage control are applied. In the case of the SRF-PLL, the model related to Figure B.4 is used 

when the CIG models based on QPC are considered.  

This section focuses on the assumptions made in CIG models based on QPC. The description is 

done according to similarities present in some CIG models. For instance, the only difference 

between CS-Type I and CS-Type II is the implementation of PLL. The CS-Type II model considers 

a PLL, and the CS-Type I model does not. 

Firstly, the current source models CS-Type I and CS-Type II are described. Figure B.7 shows the 

block diagram used to develop the model. Equations (B.22) and (B.23) are used. Additionally, the 

CS-Type II model implements the SRF-PLL by equations (B.8) and (B.11). 

 

 

Figure B.7. Current source model based on a transfer function 

d𝑖cd
d𝑡

=
1

𝑇d
(𝑖cd

   − 𝑖cd) (B.22) 

d𝑖cq

d𝑡
=

1

𝑇q
(𝑖cq

   − 𝑖cq) (B.23)  

 

Secondly, the VS-Type I and VS-Type IV are described. These models are based on a voltage-

controlled representation. There are slight differences. Accordingly, these models are jointly 

explained. VS-Type I is similar to the CIG model based on DPC, except that VFF terms are 

neglected, and algebraic equations represent the AC filter. Therefore, the same equations can be 

used, assuming 𝑣 dq = 𝑣 dqm Furthermore, the AC filter is as follows: 

0 = 𝑣cd − 𝑅 𝑖cd + 𝐿 𝑖cq − 𝑣 d (B.24) 

0 = 𝑣cq − 𝑅 𝑖cq − 𝐿 𝑖cd − 𝑣 q (B.25)  

As these equations are expressed in pu system, 𝑥 = 𝐿 . For this reason, the angular frequency 𝜔b 

is omitted in equations (B.24) and (B.25). 

VS-Type IV differs from the latter only by representing the AC filter. In this case, the AC filter is 

modeled through differential equations (B.20) and (B.21).  
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Thirdly, the VS-Type II model is developed. This model does not include decoupling and VFF 

terms, as shown in Figure B.8. Further, the AC filter is represented by algebraic equations using 

(B.24) and (B.25).  

 

Figure B.8. Inner current control loops without decoupling and feedforward terms; a) d-axis; b) 

q-axis 

The following algebraic equations represent VS-Type II. 

𝑣dc = 𝑘p(𝑖d 
   − 𝑖d ) + 𝑥𝑃𝐼icd

 (B.26) 

𝑣qc = 𝑘p(𝑖q 
   − 𝑖q ) + 𝑥𝑃𝐼icq

 (B.27) 

 

Fourthly, VS-Type III and VS-Type VI are described. VS-Type III does not represent the PLL, and 

VS-Type VI does. Figure B.9 shows a diagram related to this model.  

 

Figure B.9. The CIG model developed in [35] 

The set of differential-algebraic equations, considering 𝑥 = 𝐿  because the quantities are in pu 

system, are given by:  

d𝑖cd
d𝑡

=
1

𝑇d
(𝑖cd

   − 𝑖cd) (B.28) 

d𝑖cq

d𝑡
=

1

𝑇q
(𝑖cq

   − 𝑖cq) (B.29)  

𝐸d = 𝑣 d + 𝑅 𝑖cd − 𝑖cq𝐿  (B.30) 

𝐸q = 𝑣 q + 𝑅 𝑖cq + 𝑖cd𝐿  (B.31) 

d𝑣cd

d𝑡
=

1

𝑇 d

(𝐸d − 𝑣cd) (B.32) 
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d𝑣cq

d𝑡
=

1

𝑇 q
(𝐸𝑞 − 𝑣cq) (B.33) 

 

Finally, the VS – Type V model is developed. The main difference from the DPC model is that 

VFF is not represented, and the AC filter is of type LCL. There are differential equations for 

modeling the LC part of the AC filter and algebraic equations for modeling the second inductance 

L of the AC filter. Also, the VFF terms are not implemented. The diagram related to CIG-GFM 

shown in Figure A.5 is used for this model. The current control loops used in this model are shown 

in Figure B.10. Taking into account the block diagram of this figure, the following equations are 

developed to model the current control loops. 

d𝑥𝑃𝐼iLfd

d𝑡
= 𝑘i(𝑖Lfd 

   − 𝑖L d) 
(B.34) 

 Id =  𝑥𝑃𝐼iLfd
+ 𝑘p(𝑖Lfd 

   − 𝑖L d) (B.35) 

𝑣cd =  Id − 𝜔 
pu

𝐿 𝑖L q + 𝑣Cfd (B.36) 

d𝑥𝑃𝐼iLfq

d𝑡
= 𝑘i(𝑖Lfq 

   − 𝑖L q) 
(B.37) 

 Iq =  𝑥𝑃𝐼iLfq
+ 𝑘pIq

(𝑖Lfq 

   − 𝑖L q) (B.38) 

𝑣cq =  Iq + 𝜔 
pu

𝐿 𝑖L d + 𝑣Cfq (B.39) 

The AC filter LCL is defined by: 

𝐿 

𝜔b
 
d𝑖L d

d𝑡
=  𝑣cd − 𝑣C d

− 𝑅 𝑖Lfd
− 𝜔b

pu
𝐿 𝑖L q (B.40) 

𝐿 

𝜔b
 
d𝑖L q

d𝑡
=  𝑣cq − 𝑣C q

− 𝑅 𝑖Lfq
− 𝜔b

pu
𝐿 𝑖L d (B.41) 

𝐿c

𝜔b
 
d𝑖Lcd

d𝑡
=  𝑣Cfd

− 𝑣 d − 𝑅c𝑖Lcd
− 𝜔b

pu
𝐿c𝑖Lcq (B.42) 

𝐿c

𝜔b
 
d𝑖Lcq

d𝑡
=  𝑣Cfq

− 𝑣 q − 𝑅c𝑖Lcq
+ 𝜔b

pu
𝐿c𝑖Lcd (B.43) 

0 =  𝑣Cfd
− 𝑣 d − 𝑅c𝑖Lcd

− 𝜔b
pu

𝐿c𝑖Lcq (B.44) 

0 =  𝑣Cfq
− 𝑣 q − 𝑅c𝑖Lcq

+ 𝜔b
pu

𝐿c𝑖Lcd (B.45) 

 

 



107 

 

 

Figure B.10. Current control loops; a) current controller on the d-axis; b) current controller on the 

q-axis 

B.3 CIG-GFM Model 

The CIG-GFM model used in Chapter 5 is only used for the case of 100% of the CIG level. Droop-

based active power controllers (see Figure B.11) and droop-based reactive power controllers (see 

Figure A.7) are used for outer loops. Voltage and current controllers are used for inner control 

loops. These are the same used in the CIG-GFM with the virtual synchronous generator model 

described in appendix A. it is also considered an AC filter LCL. As a result, the equations (A.25)-

(A.47) are also considered in this model. It is included the DPQ and QPC-based models. Instead 

of using virtual synchronous generator control, droop control is used. The block diagram associated 

with the droop control is shown in Figure B.11 and its model in equations (B.46)-(B.49).  

 

Figure B.11. Droop-based active power controller 

 

𝜔 
pu

= 𝜔   + 𝑚p(𝑃
   − 𝑃m) (B.46) 

dΔ𝜃

d𝑡
= 𝜔b𝜔 

pu
 (B.47) 

𝑃 = 𝑣Cfd𝑖Lcd + 𝑣Cfq𝑖Lcq (B.48) 

d𝑃m

d𝑡
=

1

𝑇 P

(𝑃 − 𝑃m) (B.49) 

 

B.4 Parameter of CIG Models 

Table B.1 shows the control parameters related to CIG-GFM with droop control considering DPC 

and QPC approaches. The parameter used in each CIG-GFL model based on QPC are depicted in 

Table B.2. In red are marked the CIG models that do not consider the particular parameter, and in 

green are marked the CIG models that consider the particular parameter.  
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Table B.1. Control system parameters of CIG – GFM with droop control for DPC and QPC based 

models 

Properties Value 

Inductance 𝐿  of AC filter LCL 0.150 

Resistance 𝑅  of AC filter LCL 0.005 

Inductance 𝐿c of AC filter LCL 0.005 

Resistance 𝑅c of AC filter LCL 0.005 

Capacitance 𝐶  of AC filter LCL 0.066 

Time constant of active power measurement 𝑇 P 0.333 

Droop coefficient 𝑚p 0.05 

Damping coefficient of virtual synchronous generator 𝐷 20.00 

Inertia constant of virtual synchronous generator 𝐻 3.333 

Proportional gain of the voltage controller 𝑘pVd
, 𝑘pVq

  0.520 

Integral gain of the voltage controller 𝑘iVd
, 𝑘iVq

  1.160 

Proportional gain of the current controller 𝑘pId
, 𝑘pIq  0.730 

Integral gain of the current controller 𝑘iId
, 𝑘iIq  1.190 

Time constant of reactive power measurement 𝑇 Q 0.333 
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Table B.2. Control system parameters of CIG-GFL units considering QPC-based approach 

Properties Value 
CS-

Type I 

CS-

Type II 

VS-

Type I 

VS-

Type II 

VS-

Type III 

VS-

Type IV 

VS-

Type V 

VS-

Type VI 

Inductance 𝐿  of AC filter LC and LCL 0.34643         

Resistance 𝑅  of AC filter LC and LCL 0.03938         

Inductance 𝐿c of AC filter LCL 0.03         

Resistance 𝑅c of AC filter LCL 0.0012         

Capacitance 𝐶  of AC filter LCL 0.0326         

Proportional gain of the current controller 𝑘p 0.40         

Integral gain of the current controller 𝑘i 90         

Time constant of first transfer function, 𝑇d 

and 𝑇q of current source controlled 

representation 
0.01 

        

Time constant of first transfer function, 𝑇d 

and 𝑇q of voltage sourceontrolled 

representation 

0.005 

        

Time constant of first transfer function, 𝑇 d 

and 𝑇 q 
0.005 

        

Proportional gain of PLL controller 𝑘pPLL 101         

Integral gain of PLL controller 𝑘iPLL 2562         

Time constant of voltage measure 𝑇  [𝑠] 0.05         

Proportional gain of voltage controller 𝑘pV 5.00         

Integral gain of voltage controller 𝑘iV 25         

Proportional gain of the active power 

controller 𝑘pP 
0.4 

        

Integral gain of the active power controller 

𝑘iP 
40 

        

Time constant of active power measure 𝑇 P 0.05         

Droop coefficient 𝑚p 0.05         
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Annex C: Acronyms and Abreviations  

CIG  : Converter interfaced generation 

CIGRE : Conseil International des Grands Réseaux Electriques 

DPC : Dynamic phasor calculus 

EMT : Electromagnetic transient 

EMTP : Electromagnetic transient program 

EPRI : The Electric Power Research Institute 

GE : General Electric 

PCC : Point of common coupling 

PLL  : Phase- locked loop 

PWM  : Pulse width modulation 

QPC  : Quasi-static phasor calculus 

RoCoF : Rate of change of frequency  

SCL  : Short circuit level 

SCR : Short circuit ratios 

SRF  : Synchronous reference frame 

TSO  : Transmission system operator 

ISO : Independent System Operator 

UFLSS  : Under frequency load shedding schemes 

VSC : Voltage source converter 

WECC : Western Electricity Coordinating Counsil 

GFL : Grid following 

GFM : Grid forming 

PMSG :  Permanent magnet synchronous generator 
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Annex D:  Detailed Analyses Related to Chapter 5 

This appendix presents the main results obtained by applying the methodology described in Section 

3.2 (see Figure 3.3). These results are used for the summary and comparisons shown in Chapter 5. 

Sensitivity analysis based on modal analysis, the H-infinity norm ‖𝑮‖∞ plots and time-domain 

simulations are presented in the appendix. Consequently, the results described validate the 

statements of Chapter 5. The results are shown below, starting with Stage 2 of the methodology.  

D.1 Sensitivity Analysis 

D.1.1 Case Study 1: Impacts PLL and CIG Levels 

The PLL bandwidths and the CIG levels vary to perform the sensitivity analysis of this case study. 

The PLL bandwidth is changed from 2 to 80 Hz, which are typical values. The CIG levels up to 

100%. The H-infinity norm ‖𝑮‖∞ is used to summarize the main results. This case study does not 

implement frequency control in the CIG units.  

Figure D.1 shows the H-infinity norm ‖𝑮‖∞ for different levels of CIG and PLL bandwidths. To 

highlight operating conditions where the system is unstable and improve the readability of the plots, 

Figure D.1 considers the symbol ∞ on the y-axis. As the PLL bandwidth increases and the CIG 

levels also increase, the system represented using the DPC approach becomes unstable. This can 

be seen due to the norm ‖𝑮‖∞ constantly increase without boundaries. Significant changes appear 

when the CIG levels take values higher than 35%. In that case, the synchronous generators G1 and 

G3 are disconnected, implying a decrement in the system's inertia and the SCR. In this scenario, 

generator G2 gives frequency support, and CIG1 and CIG3 give voltage support.  

 

Figure D.1. ‖𝑮‖∞ as a function of CIG penetration level and different PLL bandwidth 

frequencies in the DPC-based model 

A comparison of the H-infinity norm ‖𝑮‖∞ among the CIG models using DPC and QPC 

approaches is shown in Figure D.2. PLL bandwidths of 2 Hz and 20 Hz are considered because the 

results obtained from the DPC models indicate that the system is small signal stable and unstable, 

respectively. Therefore, it can be seen if the CIG models based on QPC can predict these 

conditions.  

For a PLL bandwidth of 2 Hz, The infinity norm ‖𝑮‖∞ in Figure D.2.a) shows that the system is 
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small-signal stable using all the CIG models. The DPC and VS-Type II models change more when 

the CIG levels are higher than 35%. In Figure D.2.b), as the PLL bandwidth increases, entailing a 

faster dynamic response, the QPC-based CIG models fail to predict the system stability for CIG 

levels above 70%. The VS-Type II suggests that the system is unstable for CIG levels above 70% 

of the considered CIG models. This means that both the VS-Type II and DPC-based models predict 

the test system's instability for a range of CIG levels and PLL bandwidth. On the other hand, for 

the rest of the CIG models, Figure D.2.b) reveals no significant variation in the ‖𝑮‖∞ for different 

levels of CIG and PLL designs. This in turn means that these models cannot predict the system's stability 

as the DPC model when the PLL has a faster dynamic response. This causes the transient 

simulations based on the QPC to differ from those obtained through its counterpart based on DPC. 

Therefore, erroneous conclusions regarding power system stability may be drawn. 

 

Figure D.2. ‖𝑮‖∞ as a function of CIG penetration level and different PLL bandwidths; a) 2 Hz; 

b) 20 Hz 

Modal analysis is performed to understand the root cause of the instability shown in the DPC and 

VS – Type II models. This allows for determining whether the VS-type II models can identify 

causes of instabilities in operating conditions similar to those studied in this section. The impact of 

different PLL bandwidths on the eigenvalues related to DPC and VS-type II models for 70% of 

CIG is shown in Figure D.3. This penetration level is where both models give similar results in 

terms of the infinity norm ‖𝑮‖∞, and the rest of the CIG models suggest that the system is small 

signal stable. There are no relevant differences among them; hence they are not detailed here. On 

the left side of the segmented line in Figure D.3 are the modes with a damping coefficient greater 

than 5% because it is a typical value to consider that the oscillations are sufficiently damped [124]. 

For the system modeled using DPC, there is a critical mode in Figure D.3.a which is identified by 

M1 PC. This mode is of interest because it is on the right side of the complex plan, suggesting that 

the system is unstable. For a PLL bandwidth of 20 Hz, the mode M1 PC has a damping coefficient 

𝜉 of −0.25% and an oscillation frequency of 35 Hz. The participation factor analysis reveals that 

the mode M1 PC is mainly related to the dynamic interaction between the control systems of CIG1 

and CIG3 units. It should be noted that state variables related to the PLL, current controller, AC 

filter, and VFF term have high participation factors. This is verified in Table D.1 where the 

participation factor with values higher than 0.3 is shown. Therefore, according to DPC-based 

models, fast dynamic interactions cause instability. The mode has an oscillation frequency above 
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5 Hz, which makes most of the CIG models based on QPC inaccurate.  

 

Figure D.3. Eigenvalue loci for PLL bandwidth between 2 Hz and 80 Hz for 70% of CIG levels; 

a) DPC – based model, b) VS-Type II model 

Table D.1. Participation factors related to M1 PC for 70% of CIG and PLL bandwidth of 20 Hz 
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In the case of the system modeled using QPC and CIG units represented by the VS-type II model, 

there is a critical mode in Figure D.3.b which is identified by M1QPC. For a PLL bandwidth of 20 

Hz, the mode M1QPC has a damping coefficient 𝜉 of −12% and an oscillation frequency of 14 Hz. 

This model suggests that the system is not stable as the DPC-based model. The participation factor 

analysis shows that the mode M1QPC is related to the state variables of the CIG1 control system, as 

shown in Table D.2. This model does not include the dynamic of the VFF term, the transmission 

network, and the decoupling terms. Although the DPC- and VS-type II models are not stable for 

the same CIG level and PLL, the dynamic behavior and interactions differ significantly. This means 

that QPC-based stability analysis and using the VS-type II model for CIG may not be used to 

determine the stability margin or propose solutions for stability improvements of power systems 

with high levels of CIG.  

According to the above, fast dynamic responses of the PLL considerably impact the accuracy of 

transient simulation and dynamic interaction of CIG models based on QPC. If the DPC system is 

small signal stable, there are no significant differences with the QPC-based CIG models. 

Table D.2. Participation factors related to M1QPC for the model VS-Type 2 for 70% of CIG and 

PLL bandwidth of 20 Hz 

 

D.1.2 Case Study 2: Impacts of SCR Levels  

This study analyzes the impacts of SCR levels on the suitability of CIG models based on QPC by 

considering different CIG levels of 35%, 50%, 70%, and a PLL bandwidth of 20 Hz. The CIG units 

are operating in GFL mode without frequency control. The SCR is defined by [39]: 

SCR =
𝑆SCMVA

𝑃RMW
 (D.1) 

Where 𝑆SCMVA is the short–circuit MVA capacity at the bus in the existing network before 

connecting a CIG unit and 𝑃RMW is the rated active power in MW of the new CIG unit. The value 

of the SCR levels depends on the synchronous generators connected to the systems. In the test 

system, the SCR is modified by changing the inductive reactance 𝑥14 from 0.05 to 1 in [pu] on a 

base of 100 [MVA]. This reactance is related to the transformer between bus B1 and B4. For a CIG 

level of 35%, the SCR at bus B1 ranges 1.6-0.45 [pu], and for the CIG levels of 50% and 70%, the 
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SCR at bus B1 ranges 1.2-0.4 [pu]. In the former, generators G2 and G3 are connected, and in the 

latter, only the synchronous generator G2 is connected.  

Figure D.4 display the values of ‖𝑮‖∞ for the range of SCR selected and CIG levels of 35% 50%, 

and 70% considered in this case study. In the DPC models, as the CIG levels increase and the SCR 

decrease, the values of ‖𝑮‖∞ are not bounded, meaning that the systems become unstable. Based 

on the QPC approach, these stability issues are not seen accurately for the CIG models. For low 

SCR values, such as 1.0 and 50% of CIG, almost all the CIG models suggest small-signal stability, 

contrary to the results obtained from DPC models. In the scenario of a CIG level of 70%, the models 

VS-Type VI, VS-Type V, CS-Type I, and CS-Type II also suggest system instabilities for SCR 

lower than 0.8, as shown in Figure D.4c. These models are shown to be less accurate because, for 

a set of SCR, these models indicate that the system is small signal stable when the DPC model 

indicates the contrary. Significant differences in their values of ‖𝑮‖∞. Similar to Case Study 1, the 

VS – Type II predicts the stability problems for some SCR, as the analysis using DPC shows. 

 

Figure D.4. ‖𝑮‖∞ as a function of SCR; a) CIG Level 35%; b) CIG Level 50%; c) CIG Level 

70% 

Modal analysis is performed to understand the similarities and differences between the DPC and 

VS-Type II models. Figure D.5 shows the impact of varying the SCR in these models. The CIG 

levels of 50% and a PLL bandwidth of 20 Hz are selected. The impact of the different SCRs on the 

eigenvalues related to the mode of interest is shown in Figure D.5. Figure D.5.a shows the impact 

on the system model using DPC, and Figure D.5.b displays the impact on the system model using 

QPC with the CIG model VS-Type II. For the DPC model, the system becomes unstable for 

SCR=1.15. This is consistent with Figure D.4b, where the norm ‖𝑮‖∞ tends to the infinity. The 

mode M1 PC causes stability issues. For SCR = 1.15, the mode M1 PC has a damping coefficient 

of -0.5% and an oscillation frequency of 36 Hz. Participation factor analysis reveals that this mode 

is mainly related to the CIG control systems and other fast dynamics components. The participation 

factors are shown in Figure D.3. From this table, it can be seen that state variables associated with 

the current controllers, PLL, the filter of VFF, Stator fluxes, AC filter, and currents on transformers 

are related to the mode M1 PC. These complex dynamic interactions show that CIG units in 

different locations can interact to frequencies higher than those typical of electromechanical 

oscillations typical of synchronous oscillations. 
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Figure D.5. Eigenvalue loci for SCR between 1.19 and 0.41 for 50% of CIG levels; a) DPC-based 

model, b) VS-Type II model 

Table D. 3. Participation factors related to M1 PC for 50% of CIG and SCR  of 20 Hz 

 

Figure D.5.b displays the impacts of SCR on the system modeled using QPC with the CIG model 

VS-Type II. According to this model, it is suggested that the system is unstable for the selected 

values of SCR. This is due to the mode M1QPC which has negative damping coefficients. This 

behavior is consistent with the plot in Figure D.5.b, where the norm ‖𝑮‖∞ tends to the infinity for 

the range of SCR used. For an SCR of 1.15, the damping coefficient is -8.5%, and 14 [Hz] 

oscillation frequency. The participation factor analysis reveals that the state variables related to this 

mode pertain mainly to the control systems of CIG1 and CIG3. Table D.4 shows the participation 

factor related to M1QPC. Particular attention should be paid to the different state variables that 

participate in this mode which are not presented in the mode M1 PC. In Table D.4 it can be seen 

that the control of active power (𝑥mP, 𝑥𝑃𝐼P, ), the measurement of voltage (𝑥mV) at buses where 

are connected have a significant impact on M1QPC . Furthermore, the impact of PLL is higher than 
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the DPC models.  

This model's assumption causes dynamic interactions not observed in the system model using DPC. 

VS-Type II can predict small signal stability for some conditions but can not determine stability 

margin or propose new control systems to improve power system stability. Finally, it should be 

noted that poorly damped modes with oscillation frequencies higher than 5 [Hz] may suggest that 

QPC-based models are unsuitable and less accurate for stability assessment.  

Table D.4. Participation factors related to M1QPC for the QPC VS-Type 2, 50% of CIG and SCR 

of 1.15 

 

D.1.3 Case Study 3: Impacts of Current Control Loops 

Previous sections have shown that, in the case of DPC models, the state variables related to the 

inner current control and the filter associated with VFF terms have high participation factors (see 

Table D.1 and Table D. 3). Thus, despite PLL, this control may impact the small-signal stability of 

the test system and then on the CIG models based on CIG. In this case study, it is performed 

sensitivity analysis varying the integral gain 𝑘i associated with the current controller and the time 

constant 𝜏𝑣dq associated with the VFF terms. The sensitivity analysis considers a PLL bandwidth 

of 20 Hz. The term VFF and the current controller are not represented in the following CIG models 

CS-Type I, CS-Type II, VS-Type III, and VS-type VI. Therefore, these models are not relevant in 

this case study. However, these models are included in the figures below, but only for comparison.  

The integral gain 𝑘𝑖 of the current controller  range from 5 to 200, and the time constant 𝜏𝑣dq 

associated with the VFF take values of 0.01, 0.001, and 0.0001. According to Table 5.3, in previous 

cases 𝜏𝑣dq = 0.001 and 𝑘𝑖 = 90. The selected values are generic and typical [74], [244]. These 

parameters are selected to perform the sensitivity analysis because the study of participation factors 

reveals a considerable impact on the accuracy of QPC-based models. The ranges of values are 

generic and typical from different research works in the literature, e.g. [74], [75], [180], [181], 

[244]–[246]. Given the above, the dynamic interactions related to the mode M1 PC can be 

modified, and then the effect of 𝑘i can be understood. Higher values cause a faster dynamic 

response of the current controllers.  

The values of ‖𝑮‖∞ for the range of integral gain 𝑘i of the current controller  selected and CIG 

levels of 35%, 50%, and 70%, and PLL bandwidths of 2 Hz, 20 Hz, and 50 Hz  considered in this 
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case study are shown from Figure D.8 to Figure D.14. It can be seen that as the CIG levels increase, 

the model using DPC suggests that the system becomes unstable as the constant 𝑘i, PLL 

bandwidths, and 𝜏𝑣tdq
also increase. It is also revealed that it is possible to perform operation 

scenarios with high penetration levels by adequately tuning the control system. The rest of the CIG 

models based on QPC do not reveal the same region in which the system is small signal stable or 

unstable. Furthermore, for the range of the constant 𝑘i when the system modeled using DPC 

indicates small-signal stability, there is no significant difference among the CIG models based on 

QPC. This means that transient simulations should give similar dynamic behavior. The exception 

is related to the model VS-Type II, in which it is seen that it becomes inaccurate for low values of 

the constant 𝑘i. This in turn means that the model is more sensitive to the PLL than the dynamics 

related to the current controllers.  

Furthermore, it should be mentioned that in the most common models of CIG used in stability 

assessments of power systems dominated by CIG, the VFF term is not represented. Therefore, the 

impact of VFF is described considering only the DPC models. The VFF terms are typically used 

to improve the dynamic performance and reject the current harmonic caused by the voltage [255]. 

Proper values of 𝑘i and 𝜏𝑣tdq
 can affect the small system stability, allowing the system's operation 

under high penetration levels of CIG. These system stability issues are not observable in the CIG 

models based on QPC. On the other hand, when the system represented using DPC is small signal 

stable, the CIG models based on QPC may give similar dynamic behavior. This is because the 

infinity norm ‖𝑮‖∞ does not change significantly between the CIG models. 

 

Figure D.6. ‖𝑮‖∞ as a function of with the integral gain of the current controller 𝑘i ranging from 

5 to 200 for a CIG level of 35% and PLL bandwidth of 2 Hz; a) 𝜏𝑣tdq
= 0.0001; b) 𝜏𝑣tdq

=

0.001; c) 𝜏𝑣tdq
= 0.01 
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Figure D.7. ‖𝑮‖∞ as a function of with the integral gain of the current controller 𝑘i ranging from 

5 to 200 for a CIG level of 35% and PLL bandwidth of 20 Hz; a) 𝜏𝑣tdq
= 0.0001; b) 𝜏𝑣tdq

=

0.001; c) 𝜏𝑣tdq
= 0.01 

 

Figure D.8. ‖𝑮‖∞ as a function of with the integral gain of the current controller 𝑘i ranging from 

5 to 200 for a CIG level of 35% and PLL bandwidth of 50 Hz; a) 𝜏𝑣tdq
= 0.0001; b) 𝜏𝑣tdq

=

0.001; c) 𝜏𝑣tdq
= 0.01 

 

Figure D.9. ‖𝑮‖∞ as a function of with the integral gain of the current controller 𝑘i ranging from 

5 to 200 for a CIG level of 50% and PLL bandwidth of 2 Hz; a) 𝜏𝑣tdq
= 0.0001; b) 𝜏𝑣tdq

=

0.001; c) 𝜏𝑣tdq
= 0.01 
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Figure D.10. ‖𝑮‖∞ as a function of with the integral gain of the current controller 𝑘i ranging 

from 5 to 200 for a CIG level of 50% and PLL bandwidth of 20 Hz; a) 𝜏𝑣tdq
= 0.0001; b) 

𝜏𝑣tdq
= 0.001; c) 𝜏𝑣tdq

= 0.01 

 

Figure D.11. ‖𝑮‖∞ as a function of with the integral gain of the current controller 𝑘i ranging 

from 5 to 200 for a CIG level of 50% and PLL bandwidth of 50 Hz; a) 𝜏𝑣tdq
= 0.0001; b) 

𝜏𝑣tdq
= 0.001; c) 𝜏𝑣tdq

= 0.01 

 

Figure D.12. ‖𝑮‖∞ as a function of with the integral gain of the current controller 𝑘i ranging 

from 5 to 200 for a CIG level of 70% and PLL bandwidth of 2 Hz; a) 𝜏𝑣tdq
= 0.0001; b) 𝜏𝑣tdq

=

0.001; c) 𝜏𝑣tdq
= 0.01 
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Figure D.13. ‖𝑮‖∞ as a function of with the integral gain of the current controller 𝑘i ranging 

from 5 to 200 for a CIG level of 70% and PLL bandwidth of 20 Hz; a) 𝜏𝑣tdq
= 0.0001; b) 

𝜏𝑣tdq
= 0.001; c) 𝜏𝑣tdq

= 0.01 

 

Figure D.14. ‖𝑮‖∞ as a function of with the integral gain of the current controller 𝑘i ranging 

from 5 to 200 for a CIG level of 70% and PLL bandwidth of 50 Hz; a) 𝜏𝑣tdq
= 0.0001; b) 

𝜏𝑣tdq
= 0.001; c) 𝜏𝑣tdq

= 0.01 

Modal analysis is performed, and the eigenvalues loci for the system model using DPC is shown 

in Figure D.15. The effects of the 𝑘i and 𝜏𝑣tdq
 on the mode M1 PC can be seen in this figure. The 

mode M1 PC causes the system to become unstable. The participation factor analysis reveals that 

the state variables related to this mode are similar to Section D.1.2. The state variables are 

associated with the CIG control systems and other dynamic responses. Similar observations can be 

made for higher CIG levels. For these reasons, these results are not shown here.  
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Figure D.15. Eigenvalue loci for 𝑘i between 5 and 100 for 50% of CIG level and the system 

represented using DPC; a) 𝜏𝑣tdq
= 0.0007, b) 𝜏𝑣tdq

= 0.001; c) 𝜏𝑣tdq
= 0.01 

It is generally believed that fast dynamics do not cause stability issues from a system perspective. 

This result shows that fast dynamics, such as inner control loops, affect the stability of CIG units 

and the power system. To observe such new stability issues, inner control loops and the 

transmission network need to be adequately represented by differential equations. Defining a level 

of CIG in a power system dominated by power electronics should be taken with caution. Re-tuning 

the control systems of CIG could improve dynamic performance. As a result, a higher level of CIG 

could be achieved.  

D.2 Validation Through Dynamic Simulation 

The relevant results obtained in the previous stage are verified in this methodology stage through 

time-domain simulations using DPC, QPC, and EMT models. A step decrease of 5% of the 

reference active power for the generator CIG1 connected at bus B1 is considered. This is a small 

perturbation because the analyses performed in Section D.1 are based on small-signal models. For 

each case study, operating conditions are selected to validate the results obtained, starting with 

Case Study 1.  

First, time domain simulations are performed for 70% of the CIG level and PLL bandwidths of 2 

Hz and 20 Hz to validate the results of Case Study 1. Figure D.16 and Figure D.17 show the 

dynamic response of the angular frequency estimated by the PLL at CIG1 and the active power at 

bus B1, respectively. When the PLL bandwidth is low, in this example, 2 Hz, there are no 

significant differences between the model based on DPQ and the CIG models based on QPC. This 

can be seen in D.16.a and Figure D.17.a. Figure D.16.c, and Figure D.17.c. show a zoom in. It is 

seen that there are minor differences, but these can not affect the results regarding system stability. 

On the other hand, when the PLL bandwidth is 20 Hz, the errors using CIG models based on QPC 

are significant, as shown in Figure D.16.b, and Figure D.17.b. CIG models based on QPC cannot 

represent oscillation frequencies higher than 5 Hz. The VS-Type II also shows system instability, 

but the oscillation frequency and damping differ from the DPC simulation. This observation is 

consistent with the eigenvalue loci depicted in Figure D.3. The dynamic behaviors observed are 

consistent and expected because for low PLL bandwidths the ‖𝑮‖∞ are always bounded and 

similar, as shown in Figure D.2.a. For a high PLL bandwidth the ‖𝑮‖∞ There are significant 

differences between DPC and QPC approaches. The exception is the VS-Type II model, which can 

predict system instability but is still not accurate in dynamic performance. Figure D.18 verified 
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these results by comparing the DPC and EMT simulations. DPC models predict small-signal 

instability and oscillations frequencies. However, slight differences in terms of damping and due 

to high-frequency transients of power electronic switchings are seen.  

 

Figure D.16. Angular frequency 𝜔  of CIG1 for 70% of CIG; a) 2 Hz; b) 20 Hz; c) zoom 2 Hz; d) 

zoom 20 Hz 

 

Figure D.17. Active power injected at bus B1 for 70% of CIG; a) 2 Hz; b) 20 Hz;c ) zoom 2 Hz; 

d) zoom 20 Hz 
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Figure D.18. Active power injected at bus B1 for 70% of CIG; a) 2 Hz; b) 20 Hz  

Second, time domain simulations are performed to validate the results obtained from Case Study 

2. PLL bandwidths of 20 Hz, CIG Level of 50%, and SCR of 1.2 and 1.15 are considered. Figure 

D.19 and Figure D.20 depict the dynamic response of the angular, estimated by the PLL at CIG1 

and the active power at bus B1, respectively. As the SCR decreases, the errors of QPC models 

significantly increase. Unlike Case Study 1, the VS-Type II model is inaccurate for the selected 

SCR. This is clearly seen in Figure D.19a., Figure D.19b, Figure D.20.a, and Figure D.20.b. The 

results are consistent with the plot of ‖𝑮‖∞ and eigenvalue loci depicted in Figure D.4 and Figure 

D.5, respectively. Similar observations made in Case Study 1 are retained in this case. Thus, they 

are not repeated here. Although it is not observed in the transient simulations performed, it should 

be noted that the PLL may suffer from instability issues when CIG are connected to a bus with low 

values of SCR. It is highly recommended to represent its dynamic properly. Consequently, CIG 

models based on QPC that do not represent PLL are not recommended [15], [34], [71], [134]. The 

previous statements can be verified and validated using EMT simulations are it is shown in Figure 

D.21. 
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Figure D.19. Angular frequency 𝜔  of CIG1 for 50% CIG; a) SCR =1.2; b) SCR = 1.15; c) zoom 

out SCR = 1.2; d) SCR = 1.15 

 

 

Figure D.20. Active power injected at bus B1 for 50% CIG; a) SCR =1.2; b) SCR = 1.15; c ) 

zoom out SCR=1.2; d) SCR  = 1.15 
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Figure D.21. Active power injected at bus B1 for 50% CIG; a) 𝑆𝐶𝑅 = 1.2; b)𝑆𝐶𝑅 = 1.15 

Third, for Case Study 3, time domain simulations are carried out for 50% of CIG level and PLL 

bandwidths of 20 Hz. The time constant 𝜏𝑣tdq
  related to the VFF and the integral gain of the current 

controllers 𝑘i are modified in CIG1 and CIG3. The integral gain 𝑘i takes the values 50, 90, and 

100. The time constant 𝜏𝑣tdq
 take values of 0.0001, 0.001 and 0.01. 

Figure D.22, Figure D.23, and Figure D.24 show the active power injected to B1 by the CIG1 unit 

considering the selected integral gain constant 𝑘i and the time constant 𝜏𝑣tdq
. As 𝜏𝑣tdq

 decreases, 

the model based on DPC suggests good dynamic performance, and the QPC-based models give 

similar dynamic behavior. This behavior differs from the model VS-Type II, which is always 

unstable for selected control parameters. CIG models based on QPC can not predict system 

instability when 𝜏𝑣tdq
 and 𝑘i increases. This fact can be seen in Figure D.22.c, Figure D.23.c and 

Figure D.24.c. In such cases, the VS-Type II model predicts the stability of the power system. 

These observations are consistent with the eigenvalue loci and ‖𝑮‖∞ plots are shown in Figure D.8 

and Figure D.15, respectively. It should be noted that fast dynamic responses of CIG significantly 

impact the system stability. The tuning of inner control parameters can not be made using QPC 

models because these models cannot correctly represent the small signal stability. On the other 

hand, the modularity, flexibility, and fast responses of power electronics can allow good dynamic 

performance for high levels of CIG. The previous observations are maintained when DPC and 

EMT models are compared in Figure D.25, Figure D.26, and Figure D.27. 
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Figure D.22. Active power injected by CIG1 to B1 for 50% CIG and 𝜏𝑣tdq
= 0.0001; a) 𝑘i = 50; 

b) 𝑘i = 90; c ) 𝑘i = 100 

 

Figure D.23. Active power injected by CIG1 to B1 for 50% CIG and 𝜏𝑣tdq
= 0.001; a) 𝑘i = 50; 

b) 𝑘i = 90; c) 𝑘i = 100 

 

Figure D.24. Active power injected by CIG1 to B1 for 50% CIG and 𝜏𝑣tdq
= 0.01; a) 𝑘i = 50; b) 

𝑘i = 90; c) 𝑘i = 100 
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Figure D.25. Active power injected by CIG1 to B1 for 50% CIG and 𝜏𝑣tdq
= 0.0001; a) 𝑘i = 50; 

b) 𝑘i = 90; c ) 𝑘i = 100 

 

Figure D.26. Active power injected by CIG1 to B1 for 50% CIG and 𝜏𝑣tdq
= 0.001; a) 𝑘i = 50; 

b) 𝑘i = 90; c) 𝑘i = 100 

 

Figure D.27. Active power injected by CIG1 to B1 for 50% CIG and 𝜏𝑣tdq
= 0.001; a) 𝑘i = 50; 

b) 𝑘i = 90; c) 𝑘i = 100 
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Annex E: Extended Abstract 

Power system stability studies have traditionally focused on slow electromechanical phenomena 

typical of synchronous generators and their control systems. This enables the network and 

synchronous machine stators to be modeled using quasi-static phasor calculus (QPC). Thus, the 

associated fast transients are neglected and represented by algebraic equations. It is assumed that 

the transients decay rapidly and are irrelevant for stability assessments. However, as the penetration 

of converter interfaced generation (CIG) increases, the dynamic behavior of power systems is 

starting to depend on the fast and complex dynamics related to power electronics. Thus, relevant 

transients for stability studies may include the time scale of slow electromechanical and 

electromagnetic phenomena. Therefore, traditional assumptions made in QPC may lead to 

erroneous conclusions about system stability. Moreover, synchronous generator models are 

standard, well-known, and widely accepted in stability studies. There is a consensus on the 

appropriate level of detail. This consensus does not exist for CIG models. In this thesis, the validity 

range of stability assessments based on QPC models is identified, verified, and investigated. 

Dynamic phasor calculus (DPC) is considered the alternative. To accomplish the purpose of this 

thesis, a systematic methodology is proposed to compare QPC and DPC. It includes frequency 

response, modal, and sensitivity analyses. Additionally, common CIG models based on QPC are 

compared with DPC models to investigate and identify the appropriate level of detail required for 

stability analysis. Modal analyses are performed in these comparisons. The studies are performed 

in an IEEE test network considering CIG of up to 100% penetrations. The results show that the 

QPC is suitable for stability analysis when low bandwidths of converter controls are implemented. 

Also, for transients with oscillation frequencies lower than 5 Hz. In power systems where the CIG 

has to support the frequency, QPC models become highly inaccurate for predicting system stability. 

This is due to the complexity of dynamic interactions increasing. Relevant transient phenomena 

are the time scale of electromechanics and electromagnetic phenomena. For these systems, DPC is 

suitable and applicable to generic stability studies of power systems dominated by CIG. 

 

 

 

 


