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Resumen

Inducción de una transición topológica en superredes de nanocintas
de grafeno por esfuerzo externo

Esta tesis tiene como propósito estudiar la existencia de estados localizados en superredes,
que pueden ser utilizados en dispositivos nanoelectrónicos.

Estas ideas nacen con la observación de estados localizados en el poliacetileno, lo que
generó un ejemplo simple de aisladores topológicos: materiales aislantes que, bajo ciertas
condiciones, presentan estados localizados de baja enerǵıa en sus bordes, siendo aislantes en
su bulto. Este modelo fue propuesto por Su, Schrieffer y Heeger (SSH).

Por otro lado, un material que tiene un conjunto de simetŕıas similares al poliacetileno es
el grafeno. Un material bidimensional en el que los átomos de carbono están dispuestos en
una red hexagonal o de panal de abejas. Además, el Premio Nobel de 2010 fue otorgado a
Geim y Novoselov por sintetizar este material.

Esta tesis se centra en las consecuencias electrónicas y mecánicas de unir diferentes
segmentos de nanocintas de grafeno (GNR). En ciertos casos, los segmentos GNR forman una
superred que reproduce el modelo SSH a enerǵıas cercanas al nivel de Fermi. Encontramos un
mecanismo general para controlar los patrones de enlace similares al SSH con esfuerzo externo,
incluso se puede inducir una transición topológica a valores moderados de esfuerzo.[1] En
particular, para una combinación espećıfica de GNR, encontramos una transición topológica
entre ≈ 3 − 5% de esfuerzo. Los estados similares a SSH son sorprendentemente robustos,
incluso cerca de la fractura del material.
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Abstract

The purpose of this thesis is to study the existence of localized states in superlattices, which
can be used to create nanoelectronic devices.

These ideas are born with the observation of localized states in polyacetylene, which
provided a simple example of topological insulators: insulating materials that, under certain
conditions, present low energy localized states at their edges, meanwhile being insulating in
the bulk. This model was proposed by Su, Schrieffer and Heeger (SSH).

On the other hand, a material that has a set of symmetries similar to polyacetylene is
graphene. A two-dimensional material in which carbon atoms are arranged in a hexagonal or
honeycomb lattice. Furthermore, the 2010 Nobel Prize was awarded to Geim and Novoselov
for synthesizing this material.

This thesis focus on the electronic and mechanical consequences of joining different
segments of graphene nanoribbons (GNR). In certain cases the GNR segments form a superlattice
reproducing the SSH model at energies close to the Fermi level. We found a general mechanism
to control the SSH-like bonding patterns with external strain, even a topological transition
can be induced at moderated strain values.[1] In particular, for a specific combination of
GNRs, we found a topological transition between ≈ 3 − 5% of strain. The SSH-like states
are surprisingly robust, even close to the fracture of the material.
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Chapter 1

Introduction

Since its exfoliation, graphene has been an object of intense research by its exotic electronic
properties, which are interesting for both, basic and applied science[3, 4, 5, 6, 7, 8, 9, 10, 11].
Nevertheless, the lack of a bandgap has hindered its utility in electronic devices and the
realization of exotic topological states. Different approaches, experimental and theoretical, to
generate gapped graphene are developed, such as graphene bilayer with a gate voltage [8, 12]
or applying uniaxial strain has been proposed., [13, 14] as well as topological currents[15,
16, 17]. Even more exotic topological effects are predicted to appear in the twisted bilayer
graphene[18, 19].

Strips of graphene, or graphene nanoribbons (GNRs) can be either insulating or metallic
according to their chirality[20]. A particular family of them, the armchair GNRs – denoted
as N-AGNRs [21, 22, 23, 24, 25, 26], with N as the number of C atoms along the width
of the ribbon – are metallic if they satisfy N = 3p + 2 (where p is an integer), otherwise
they are semiconducting. The traditional “top-down” synthesis methods of GNRs (e-beam
lithography [27], nanowire lithography [28], etc.) as well as some “bottom-up” methods
(unzipping of carbon nanotubes [29], epitaxial growth epitaxial growth [30], etc.) offer little
control over chirality and uniformity. Nevertheless, the recent development of a bottom-up
approach to synthesize GNRs from precursor molecules has allowed precise control of the
chirality and width of the GNRs [31]. The last method has been successfully applied to
build more complex systems [32], such as GNRs with a specific periodic modulation in their
width [33]. Recently, two works by Grönig et al.[2] and Rizzo et al.[34] demonstrated that
periodic superlattices of N -AGNR/M -AGNR (different width) host topologically protected
edge states, in close analogy with the Su-Schieffer-Heeger (SSH) model of polyacetylene[35].
Indeed, there is a width dependence in the topological classification of N -AGNR, where
topological states appear at the boundary between two insulating AGNRs with different
topological phases[36, 37, 38, 39]. An engaging system that meets with this condition is the
7-AGNR/9-AGNR interface[2, 34].

If two of such N/M-AGNR junctions are close enough, their localized states will hybridize
with each other (i.e. an artificial dimer molecule). Additionally, if these boundary states
are periodically repeated, they form a superlattice energy band. By controlling the spatial
sequence and the distance between the junctions, it is possible to have two different interaction
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strengths between different topology-derived localized states. In this way, the SSH model
can be emulated in the low-energy description of modulated AGNRs. The SSH model has
two different topological phases, and they translate – by the bulk-boundary correspondence
principle – in the existence/absence of zero-energy, localized edge states at the end of the
sample [40, 41]. In the case of a superlattice, these edge states will appear at the superlattice’s
edges [42].

The last ingredient for our work is strain. While in graphene uniaxial strains as large
as 30% do not split the Dirac cone [43, 14] it is well known that a moderate strain can
increase or decrease the band gap of an N-AGNR, depending whether N = 3p or N =
3p + 1 [44]. However, strain cannot induce any topological transition in GNRs [45]. In this
work we will show that strain can be exploited to induce a topological transition in AGNR
superlattices, effectively switching the SSH-like bands from trivial to topological or vice
versa. It is worth noting that, so far, there are only a few proposals to induce a controllable
topological transition in GNRs [46, 47].

This thesis is based in a large number of well-established results in condensed-matter
physics. A major part of my thesis work was to understand them and learn how to establish
relationships among these concepts and results. Then, a large fraction of this thesis is
dedicated to explain them in detail. This start by introduction the SSH model of polyacetylene
in Section 2, this model establish the simplest model of a topologically non-trivial system,
and important concepts such as the bulk-boundary correspondence. Then, in Section 3, we
will elaborate on graphene and graphene-like systems, particular attention will be given to
the AGNRs. In Section 4 we will establish the emergence of topologically-protected states
at the interface between two AGNRs of different width, and generalized for a superlattice at
Section 5. At this point we study the response of these superlattices to uniaxial strain, first
from an entirely mechanical point of view, see Section 5.1, and then from its consequences
on the electronic structure, and the emergence of topologically-protected states, see Section
5.2. The emergence of the topologically-derived edge states as a function on the strain is far
from an abrupt process, and to understand them we defined a global index, based on a local
property of a SSH-like state: the sublattice polarization, explained in detail in Section 5.3.
The methods employed along this thesis are detailed in Section 5.4. Finally, a summary of
this thesis is provided in section 6.
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Chapter 2

Su-Schrieffer-Heeger (SSH)

2.1 Tight binding model

The model proposed by Su-Schrieffer-Heeger (SSH) to detail the conduction properties of
polyacetylene has been widely used in condensed matter and has undoubtedly established
itself as the model par excellence to explain topological insulators [35]. The following
discussion will be based mainly on Refs. [41, 48].

Polyacetylene is an organic molecule composed of carbon and hydrogen atoms. It is
characterized by alternating single and double bonds. In this way the carbon fulfills the
octet rule and stabilizes. Polyacetylene chemical formula is (CH)2N . In this formulation, the
spinless electrons are in a one-dimensional lattice. These assumptions showed the existence
of edge states, called solitons, which would be the basis for explaining the electronic behavior
of polyacetylene [35].

To analyze this behavior, the Hückel method (basically a type of tight-binding model)
will be used. This formalism can be applied to hydrocarbon molecules and ignores the σ
bonds, considering exclusively the π bonds, perpendicular to the chain plane, that is, the pz
orbitals, i.e. a single orbital is considered per hydrocarbon [49].

The interaction energy is expressed through the components of the Hamiltonian:

⟨ψi|H|ψj⟩ =
{
α if i = j
β if i ̸= j,

(2.1)

with α the on-site energy and β the interaction energy between different sites. For our
purposes it is enough to consider an interaction to first neighbors, ignoring more distant
neighbors because their interaction energy is negligible, so that, in the second case only the
elements j = i± 1 are non-zero.

The parameter α can be set to zero if all atoms are equal, and have the same environment,
as is the case with polyacetylene.

As stated above, in polyacetylene, the single and double bonds are alternating along the
chain, so the energy of interaction between the orbitals varies following the previous pattern.
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Figure 2.1: (a) Kekulé structure of polyacetilene. There exist carbon atoms in the main chain
and each of them have an hydrogen atom. (b) The alternance of single and double bond is
represented by a different sites and different neighbour interaction energy in the tight-binding
model. Since the atoms are the same, the site energy is zero.

For certain carbon atoms the double bond will be to their right and for others it will be to
their left. Therefore, we will have to consider two carbon atoms per unit cell that we will call
ai and bi (i is the index of the unit cell). The orbitals associated with the valence electrons
will be written as ψi,a and ψi,b. Thus, the interactions between neighboring carbons (e.g. β)
are written as follows:

t = ⟨ψi,a|H|ψi,b⟩ (2.2)

v = ⟨ψi,b|H|ψi+1,a⟩, (2.3)

the double bond or intracell coupling is t, while v is the single bond or intercell coupling.
It is because of the existence two nonequivalent carbon atoms, that posses two different
interaction energies in the Hamiltonian. This Hamiltonian written in the base of the atoms
-ordered form the left to the right (see Figure 2.1)- is represented in a matrix as follows:

H =


0 t 0 0 0 · · ·
t 0 v 0 0 · · ·
0 v 0 t 0 · · ·
0 0 t 0 0 · · ·
...

...
...

...
...

. . .

 (2.4)

It can be noted that the terms of the diagonal correspond to the site energy set to zero for
convenience, because it has been established that all the atoms correspond to carbon atoms
with the same energy. This Hamiltonian is Hermitian. Finally, it is important to emphasize
that free boundary conditions have been used in this system.

This Hamiltonian can be represented through the second quantization formalism as [48]:

HSSH = t
N∑
j=0

a†jbj + v
N−1∑
j=0

a†j+1bj +H.c., (2.5)
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2.2 Edge states

The energy of each state is obtained by diagonalizing the Hamiltonian shown in Equation
2.4. From this procedure, three qualitatively different set of solutions are obtained for the
system, depending on the values of the intracell and intercell interactions (t and v). The
trivial case is obtained when the intracell interaction energy is larger than the intercell
interaction, that is, t > v, as seen in Figure 2.2 (a) [48]. In this situation, delocalized
states are observed for highest occupied molecular orbital (HOMO) and lower unoccupied
molecular orbital (LUMO), although this occurs for all states of the system. In addition,
there is an energetic “band-gap” between HOMO and LUMO, which, in the case of having
a infinitely long chain, is given by 2|t− v| [42].

On the other hand, if both, the intercell and intracell interaction energies are close, so
that t ≈ v, the chain starts to have a metallic behavior, which can be identified with the
closure of the band-gap energy.

Finally, the case in which v > t is obtained (Figure 2.2 (b)). For all bands with non-zero
energy, this case is nearly identical to the trivial case, i.e. it has an energetic band-gap.
However, there is a pair of nearly zero-energy bands, whose wavefunctions are localized at
the edges of the chain. The wavefunctions of these edge states (labelled ψL if it is localized
at the left edge and ψR if it is localized at the right side of the chain) can be written as:

ψ†
L = α

N−1∑
j=0

(−1)j exp

(
−j
ε

)
a†j, (2.6)

ψ†
R = β

N−1∑
j=0

(−1)j exp

(
N − j

ε

)
b†j, (2.7)

with α, β normalization constants, ε = log
(
v
t

)
. If the chain is short enough, these states have

a non-zero overlap, and interact forming a bonding and anti-bonding pair, with a interaction
energy ⟨|ψL|H|ψR⟩ ∝ e−N/ε, as seen in Figure 2.2 (c)[42], with and N the number of unit
cells that exist in the system, remember that the number of sites (atoms) is 2N .

To quantify the degree of localization of a state, we used the Inverse Participation Ratio
(IPR):

IPR =
(
∑

i ||ψi||2)2

(
∑

i ||ψi||4)
, (2.8)

when this index is equal to 1, the state is completely localized, but if the wave function
is uniformly distributed over the system, that is, fully delocalized, the IPR will have its
maximum value, which is the number of sites(IPR = N). Figure 2.2 (d) shows the transition
of the bands as the intercell parameter varies, noting the appearance of localized states close
to zero energy when this interaction is greater than the intercell.
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Figure 2.2: (a) Energy in the reciprocal space of a finite SSH-system with intracell energy
greater than intercell energy t > v. (b) Energy in the reciprocal space of a finite SSH-system
with intercell energy greater than intracell energy t < v. In this situation appear two states
with a residual energy close to zero (see the inset). (c) Eigenfunction with energy close to
zero. (d) Energy values varying the interaction energy t while keeping v fixed. States close
to zero energy appears when t < v.

2.3 Chiral Symmetry

To understand the existence of zero-energy edge states, it is necessary to remember that the
system is made up of a bipartite lattice of equal but non-equivalent atoms due to the bond
alternation. This generates an additional symmetry in the SSH-chain called chiral symmetry.

To understand this symmetry, it is practical to change the order of the basis of the
Hamiltonian (Equation 2.4) to put it in block diagonal form. This can be done because the
permutations do not affect the properties of the system [48], so that:

H =

(
0 Hab

HT
ab 0

)
, (2.9)

since there are no interactions among next-nearest neighbors, Haa = Hbb = 0. Now, the
chiral operator Γ is defined as:
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Γ =

(
In 0
0 −In

)
, (2.10)

with I the identity matrix N ×N . We note that it has a similar shape to the Pauli matrix
σz.

It is easy to see that chiral operator anti-commutes with the Hamiltonian:

HΓ− ΓH = 0 = {H,Γ} (2.11)

This chiral symmetry is directly related to the existence of two nonequivalent sites in the
system, which is why it is also called sublattice symmetry. From the chiral operator, it is
possible to define the orthogonal projection operators on each site of the sublattice:

Pa =
1

2
(I + Γ) , Pb =

1

2
(I − Γ) (2.12)

=⇒ PaHPa = PbHPb = 0; H = PaHPb + PbHPa (2.13)

This generates implications in the energy spectrum. The eigenvalues of the system must
come in pairs. If ψ is a solution of the system with energy E , then Γψ is the eigenstate of
the system with energy −E. These eigenstates are called chiral pairs and both have equal
support (non-zero coefficients) in both sites of the sublattice [48].

In the case of a state with zero energy, we have that E = −E = 0, therefore, this state
is its own chiral pair. This implies that this state, let’s say the one on the right (at site a),
is only supported by a sites. In the same way it happens with the site located b at the other
end of the chain, see Figure 2.2 c.

Finally, it is important to mention that edge states are robust to disorder, due to the
chiral symmetry protection [42]. In a general extended state ψE (E ̸= 0), if we change t, v
by means of disorder (at each site), the state’s energy and wave function will be modified,
but due to the chiral symmetry the state ψ−E will need to change accordingly. This can not
be the case for a edge state with energy E = 0, let assume we only add disorder to the left
edge of the system, and the state ψL changes its energy to δE (any non-zero value). Then its
chiral partner, the edge state at the right ψR, must change its energy to −δE. But there is
no disorder nor interaction with ψL to induce such changes, hence the energies of the edges
states must be zero, regardless of the disorder. The previous analysis is valid as long as the
chiral symmetry is present (Equation 2.11).

A simple way to break the chiral symmetry, and hence the robustness of zero-energy states
against disorder is by means of adding a non-uniform on-site energy to the Hamiltonian (i.e.,
adding non-zero at the diagonal of Equation 2.4).

2.4 Bulk

So far the discussion has focused mainly on the edges of the chain, but has not gone into
depth on bulk. We will see that both are closely related.
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For this, we have to contextualize the limit cases for the ssh chain where they are fully
dimerized. One of these is when the interaction between cells is removed, i.e. v = 0. The
dimers are isolated from each other. In the cases where the t > v condition is maintained, it
will be said that the same topological phase will be maintained.

The next case where we have a fully dimerized chain is when we have a finite intercell
energy, but the intracell interaction energy has been cancelled. In this situation, the first
site will be isolated (non-interacting) and the last site will be in the same condition. Again
completely isolated dimers exist along the bulk, but both non-bonding atoms at the edges
have zero-energy. In this context, as long as the v > t condition holds, the systems will have
the same topological phase.

Thus, a third and final topological phase is mentioned connecting both cases, the metallic
case, when t = v.

Before continuing, it is necessary to specify what is meant by topology. Frommathematics,
it is an area that studies the properties of a body modified by continuous transformations.
For insctance it is stated that a ring and a coffee cup are topologically equivalent, because
they have a single hole or one genus. However, when comparing these elements with a ball, it
is concluded that they are topologically nonequivalent, because the sphere does not have holes
or his genus is zero. In what brings us together in this thesis, the continuous transformations
will be carried out on the intercell and intracell interactions.

That stated in the last paragraphs can be expressed through the Hamiltonian described
in the previous subsections, but this time taking some considerations into account. First,
periodic boundary conditions will be used. In addition, in this case an infinite system will
be used, because the aim is not to study the edges, but rather the behavior of the bulk. This
will allow us to use Blöch’s theorem, since there is translation symmetry and there are no
defects in the chain. With this, the Fourier transform is used and the situation is taken to
the reciprocal space of momentum. In this way the Hamiltonian, in the momentum space is:

H =

(
0 v + we−ik

v + weik 0

)
(2.14)

It is just a 2×2 matrix, which for simplicity can be written in terms of the Pauli matrices:

H = dxσx + dyσy + dzσz, (2.15)

with d⃗(k) = (dx(k), dy(k), dz(k)) = (t + v cos (k), v sin (k), 0) and σi the Pauli matrices.
The energies of the system are obtained by diagonalizing the Hamiltonian, obtaining the
following expression:

E = ±
√
t2 + v2 + tveik + tve−ik = ±

√
t2 + v2 + 2tv cos (k) (2.16)

The width of the band-gap in the energy bands is 2|t− v| and is obtained using the value of
k = π in the equation above.

The relation that is made from the SSH model explained with the topology, is obtained
through the Hamiltonian, in particular with the function d that multiplies the Pauli matrices.
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Figure 2.3: Function ⃗d(k) = (t+v cos(k), v sin(k), 0) representing a circle in reciprocal space.
From this curve the SSH winding number is defined. If this curve encloses the origin once,
then its topological number is one v > t, this is the case of a topological insulator. If the
curve does not encloses the origin, the winding number is zero, being a trivial insulator t > v.
There is a metallic case when the circle passes through the origin t = v, and the winding
number is undefined.

This function defines a circumference of radius v that is translated t units from the origin,
on the horizontal axis. From this, the winding number ν is defined.

If the circle does not enclose the origin, then ν = 0, this occurs when t > v and this case
is called a trivial insulator. By increasing the value of the intercell interaction, we reach the
situation in which t = v, we have an undefined winding number and we have a metallic case.
Finally, continuing the increase of this interaction between sublattices with t < v, we have
that the circumference encloses the origin and in this case ν = 1, obtaining a topological
insulator.

In general, the winding number will not change as long as the conditions of t > v or
t < v hold. This number will be undefined, as already mentioned, in the metallic case or
when the chiral symmetry of the system is broken. To break the chiral symmetry there must
be a non-zero term multiplying the Pauli matrix σz, which represents precisely the chiral
symmetry operator seen in the previous section. In this case, the circumference defined by
the function d leaves the plane xy, therefore the number of the winding cannot be defined.

In general, the winding number can be determined for a band that is fully occupied.
In the one-dimensional context it is called the Zak phase [50] and is obtained through the
formula:

ν =
1

2π

∮
1

|d|

(
d(k)× d

dk
d(k)

)
z

dk (2.17)

Finally, it has been proved that when the topological number is different from zero, there
are localized states of energy close to zero. In the literature, this feature is called the bulk-
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boundary correspondence.[48]

2.5 Bipartite lattice of domain walls states

The SSH model described in the previous sections is essential to control the electronic
properties in superlattices. In this subsection, localized zero-energy states will be used to
recreate the Hamiltonian obtained for the SSH model. This section will be based on Ref.
[42].

One way to get localized states is through a domain wall defect c[35]. This type of defect
is generated when the alternation between intercell-intracell interactions is interrupted and
reversed. This mechanims consist on the following, lets consider a SSH chain with bonds
t− v − t− v (and so on). But, somewhere this alternation breaks, where there should be a
bond v, it is exchanged for a bond t. Another way to understand this is that a SSH chain
with trivial topology and N sites is concatenated with one with non-trivial topology with N
sites and, in addition, periodic boundary conditions are included (Figure 2.4).

Figure 2.4: (a) scheme of the structure of an SSH chain with trivial topology, the case when
the intracell coupling is greater than the intercell coupling. (b) represents the opposite case.
Finally, in (c) the union of chains of different topology can be seen forming a domain wall
defect, forming a chain with this type of this defect.

Thus, the Hamiltonian for this new superlattice can be written as:

HDW =
N−1∑
j=0

(
ta†jbj + va†j+1bj

)
+

2N−1∑
j=N

(
va†jbj + ta†j+1bj

)
+H.C (2.18)
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diagonalizing this system will show two localized states corresponding to the sites where
these domain walls exist, see Figure 2.5. While the domain wall states are determined using
the edge state equations from the previous sections:

ψ†
a = α

N−1∑
j=0

(−1)j exp

(
−j
ε

)
a†j + α

2N−1∑
j=N

(−1)j exp

(
−2N − j

ε

)
a†j, (2.19)

ψ†
b = β

N−1∑
j=0

(−1)j exp

(
N − j − 1

ε

)
b†j + β

N−1∑
j=0

(−1)j exp

(
j −N

ε

)
b†j, (2.20)

As can be seen in Figure 2.5, the states are located in the middle of the chain and at the
beginning-end (remember the imposed periodic boundary conditions).

These states depend on the length of each subchain, as the above equations show. So
the idea now is to hybridize these localized states so that they interact with an overlapping
energy. In this way, the system can be dimerized, so that there are two interaction energies
that depend on the length of each chain and the intercell and intracell energies can be
redefined only by controlling the length of the trivial and topological chain.

To do this, Munoz et al.[42] constructed a Hamiltonian in which these strings are periodically
repeated, so that they interact with finite energy:

HBDW =
M∑

m=0

hN(m) + h′N ′(m), (2.21)

with:

hN(m) =

(2m+1)N−1∑
j=2mN

(
ta†jbj + va†j+1bj

)
+H.C (2.22)

h′N ′(m) =

(2m+2)N ′∑
j=(2m+1)N ′

(
va†jbj + ta†j+1bj

)
+H.C (2.23)

By varying the size of the trivial and topological chains, different results were obtained.
Having one chain longer than the other, a small band can be seen within the fundamental
gap of the spectrum (Figure 2.7 b). Within these bands there is an inner gap with localized
states at the edges and are formed by the domain wall states. Like the states of the original
SSH model, they are also polarized, but this time on each sublattice segment. On the other
hand, in the spectrum of the system formed by chains of the same length (Figure 2.7 (a)), a
gapless, isolated band arises in the middle of the fundamental band gap.

In this way, an effective Hamiltonian for the SSH supelattice, similar to the original
Hamiltonian is constructed:
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Figure 2.5: (a) eigenenergies for the union of two chains of different topology. Close to zero
energy, a state associated with the domain wall appears. (b) Eigenmode of the domain wall
defect. Periodic boundary conditions (PBC) have been considered.

HEff
BDW =

M−1∑
m=0

t′(ψ†
a,mψ

†
b,m) + v′(ψ†

a,m+1ψ
†
b,m) +H.C. (2.24)
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with:

t′ = ⟨ψa,k|HDW |ψb,k⟩ ∝ N exp

(
−N
ε

)(
t exp

(
1

2ε

)
− v exp

(
− 1

2ε

))
(2.25)

v′ = ⟨ψa,k+1|HDW |ψb,k⟩ ∝ N ′ exp

(
−N

′

ε

)(
t exp

(
1

2ε

)
− v exp

(
− 1

2ε

))
. (2.26)

In this way, the Hamiltonian of the SSH has been reconstructed with a superlattice. But
this time with a spatial difference, with a greater number of sites per network and also with
a different energy scale. In addition, they have shown that these states are robust to the
breaking of chiral symmetry and, therefore, to disorder, both at the site and between cells.
All properties can be verified in the work done by Mella et.al [42].
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Figure 2.6: Eigenvalues of a finite superlattice (chain) of domain walls. In (a) all the sections
of the superlattice have the same length, and the inner band resembles a simple metallic
band. In (b) the superlattice has a bipartite geometry, with the inner band resembling the
SSH model (in the topological phase).

14



0 50 100 150 200 250

Eigenstate index

0.00

0.05

0.10

0.15

0.20

0.25

|
|^

2

0 50 100 150 200

Eigenstate index

0.00

0.005

0.010

0.015

0.020

0.025

0.030

250

|
|^

2

(a)

(b)

Figure 2.7: Eigenmodes of a finite superlattice (chain) of domain walls. In (a) all the sections
of the superlattice have the same length, and the inner band resembles a simple metallic
band. In (b) the superlattice has a bipartite geometry, with the inner band resembling the
SSH model (in the topological phase). Only the modes at the Fermi energy were shown.
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Chapter 3

Graphene

3.1 Crystalline structure of bulk graphene

If the position of an infinity set of discrete points are mathematically as:

R = n1a⃗1 + n2a⃗2,

we say that is a Bravais lattice, where n1 are integers and ai are vectors. But an
hexagonal lattice is not exactly a Bravais lattice, because does not exist a linear combination
that satisfies all positions. But if we include two atoms per lattice, we can construct the
hexagonal array. This is called lattice with a basis and is a generalization of a Bravais
lattice (similar to the bipartite lattice of the SSH model). In this description, all positions
in the lattice are described by the relation:

R⃗ = n1a⃗1 + n2a⃗2 + b⃗i,

where bi is a set of vectors b⃗ = b⃗1, b⃗2, ..., b⃗n. In this context, the lattice vectors for an hexagonal
array, are:

a⃗1 =

(
3a

2
,
a
√
3

2

)
, a⃗2 =

(
3a

2
,−a

√
3

2

)
,

with a the lattice constant, whose value depends on the distance of atoms. In the graphene

context a =
√

(3)aC−C , with aC−C = 1.4 Å. And the basis b⃗1, b⃗2, are (0, 0) and
(

a
2
, a

√
3

2

)
. So

all orbitals in the plane can be plotted with this vectors. Finally, the Bravais lattice with a
basis for an hexagonal geometry (honeycomb), in this context, for a graphene sheet, is:

R⃗ = n1

(
3a

2
,
a
√
3

2

)
+ n2

(
3a

2
,−a

√
3

2

)
+ b⃗i, (3.1)

with the set of two vectors:

b⃗i =

[
(0, 0),

(
a

2
,
a
√
3

2

)]
(3.2)
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To obtain the reciprocal vectors, we must remember that the non-coplanar vectors the
reciprocal space are defined by:

aj · ck = 2πδj,k, (3.3)

ck the reciprocal lattice vector:

c⃗1 =
2π

3a

(
1,
√
3
)
, c⃗2 =

2π

3a

(
1,−

√
3
)

First, we remember that only the pz orbital (π − bands) are being considered, because
this approximation explains with sufficient accuracy the electronic properties of graphene at
low energies. Besides, this atomic arrangement, with two atoms per site, have a translational
symmetry, so the Bloch theorem is used in every atomic orbital ϕm to obtain the energy
bands [51]:

Φj(k, r) =
1√
N

N∑
i=1

exp (ik ·Ri,j)ϕj(r −Ri,j),

with k the wavevector, Ri,j the j orbital position of the i− th unit cell.

Each wave-state Ψ is written as a superposition of each Bloch state (with M orbitals):

Ψm =
M∑
j=1

ψj,m(k)Φj(k, r).

Solving the Schrödinger equation HΨ = ESΨ, with H the transfer integral matrix and
S the overlap matrix. Now we consider S as the identity matrix, so the orbitals does not
overlap with orbitals in other positions, only with themselves:(

HAA HAB

HBA HBB

)(
ψj,A(k)
ψj,B(k)

)
= E(k)

(
ψj,A(k)
ψj,B(k)

)
(3.4)

It is assumed that does not have directional interaction, so the energy interaction between
the carbon A and the carbon B satisfies: A→ B is equal to the energy B → A, or put another
way, the matrix is hermitian, so HAB = HBA and the atoms in the unit cell are both equal
=⇒ HAA = HBB. Assuming first neighbors interaction HAA is the onsite energy:

HAA =
1

N

N∑
i

⟨ψA(r −RA,i)|H|ψA(r −RA,i)⟩ = εA

HAB =
1

N

N∑
i

3∑
r=1

exp (ikδr)⟨ψA(r −RA,i)|H|ψA(r −RA,i − δr)⟩ = t

In the second equation the interior sum is over the three close neighbors of each atom.
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The vectors δr connect each atom with the respective neighbors. Explicitly these vectors are:

δ1 =
a

2
(1,

√
3) (3.5)

δ2 =
a

2
(1,−

√
3) (3.6)

δ3 = −a(1, 0) (3.7)

Without losing generality, the on-site energy can be set to zero because the two atoms
are the same and we fixed the energy with respect this onsite potential. After applying the
Bloch theorem, the reciprocal space Hamiltonian is

H =

(
0 tf(k)

tf(k) 0

)
, (3.8)

here t = ⟨ψA(r−RA,i)|H|ψA(r−RA,i− δr)⟩ and f(k) are exponential that appear expanding
the interaction between atoms in different unit cells:

f(k) = exp (ik · δ1) + exp (ik · δ2) + exp (ik · δ3)
= exp (ik · δ3)(1 + exp (ik · (δ1 − δ3) + exp (ik · (δ1 − δ3)

Using this in f(k):

=⇒ f(k) = exp (−ikx)

(
1 + 2 exp

(
ikxa

3

2

)
cos

(
ikya

√
3

2

))
,

Finally, the energy is obtained:

E(k) = ±t

√√√√1 + 4cos

(
ikxa

3

2

)
cos

(
ikya

√
3

2

)
+ 4 cos2

(
ikya

√
3

2

)
(3.9)

Now we focus on the zone around the Dirac cones, where the conduction and valence
bands intersect (the gap is closed). These points are called K±:

K± =

(
4π

3
, 0

)
,

expanding the f(k) near this point and using p⃗ = ℏk:

f(k) = exp (−ikx)

(
1 + 2 exp

(
ikxa

3

2

)
cos

(
ikya

√
3

2

))

≈
(
1 +

ipya

ℏ
√
3

)
+ 2

(
1 +

−ipya
2ℏ

√
3

)(
−1

2
+−pxa

√
3

4ℏ

)

≈

(
a
√
3

2ℏ

)
(px− ipy).
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Figure 3.1: Bands for the graphene structure. Dirac cones can be seen where HOMO and
LUMO intersect (valence and conduction bands intersect).

Replacing this algebraic expression in the Hamiltonian, we obtain:

H =

(
a
√
3

2ℏ

)(
0 (px − ipy)

(px − ipy) 0

)
= vF (pxσx + pyσy) = vFσ · p (3.10)

using the Fermi velocity vF =
(

a
√
3

2ℏ

)
, we now obtain a Dirac like energy spectrum for a

massless particle. Remember that the energy for a relativistic particle (modeled by Dirac
equation), is:

E =
√
(mc2)2 + (pjc)2, (3.11)

if we set m = 0 and change the speed of light c for the Fermi speed, we obtain the same
equation.

The previous item shows the relation of the energy in the low energy context. This
provokes that the chiral symmetry or the helical operator appears. It is defined by:

h = σ · p
|p|
, (3.12)
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This is an important consequence, because is useful to obtain some properties of relativistic
particles without mass. One of them is the Klein tunneling. That is the absence of backscattering.

3.2 Graphene Nanoribbons and Nanotubes

In the previous section we study the case of thin layer of graphene. The honeycomb disposition
was extended on the plane infinitely in two directions. We will now introduce the electronic
properties of nanoribbons that will be useful for the next chapters.

Now, a direction of the graphene is truncated. So, the geometry is infinitely only in one
direction, the other have a width with N atoms (N finite). Depending on the angle at which
the tape is cut, different geometries will be generated. In the context of this research, only
zig-zag and armchair-type borders will be used.

Figure 3.2: Graphene nanoribbons. The left panel shows a zig-zag termination, while on the
right panel an armchair-type termination is whon (the edges are horizontal and saturated
with H).

3.2.1 Zig-zag (ZGNR)

In this geometry, an interaction Hamiltonian can be written as:

Hzig−zag =
N−1∑
j=1

ta†2j+1b2j + tc(kx)a
†
2j−1b2j +H.C, (3.13)

with c(kx) = 2 cos (kxa/2). This Hamiltonian is diagonalized to obtain the bands of the
system in reciprocal space. Regardless of the width of the ribbon, it is gapless.
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Figure 3.3: Typical bands of graphene nanoribbons with zig-zag termination.

3.2.2 Armchair (AGNR)

For different electronic applications [52], it is necessary to open a energy gap for graphene.
It was specified that in the case of zig-zag termination, this condition cannot be fulfilled by
changing its width. However, this situation changes in the termination of the armchair type.
To understand this situation, the Hamiltonian of this geometry is:

Harmchair =

N/2∑
j=1

d(kx)ta
†
2jb2j + ta†2j+1b2j+1 + ta†jbj+1 +H.C, (3.14)

Diagonalizing the system to obtain the bands, a gap opening can be seen depending on
the width N of the tape. This electronic behavior can be classified as follows:

N = 3p→ Semiconductor(gapped).

N = 3p+ 1 → Semiconductor(gapped).

N = 3p+ 2 →Metallic(gapless).

basically, by boundary conditions, the one-dimensional reciprocal space of AGNRs with N =
3p+ 2 touches the K± points, resulting in a gapless system.

Furthermore, for each sub-classification, it can be seen that the energetic bandgap decreases
with increasing width (see Figure 3.4).

Regarding the topological number associated with the armchair-type nanoribbon, it can
be mentioned that this will depend on the termination of the unit cell. It will also depend
on the width of the GNR, first identifying whether this quantity is odd or even. For more
details on this topic, see the research by Ting Cao et al. [36]. The specific case of N-AGNRs
will be covered in the next chapter.
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Figure 3.4: Variation of the energy bandgap as a function of the width of the armchair
graphene nanoribbon.

3.3 Strain in AGNRs

As stated in the previous sections, to be useful in electronic devices, it is necessary to control
the band gap of graphene band-gap. Different mechanisms have been proposed for this, such
as the application of external electric fields, the generation of defects or the application of a
strain.

Since this is one of the strongest materials, different experimental and theoretical studies
have been carried out on the application of strain.[53] It has been verified that this mechanism
generates a change in the energy band-gap. In this section we will elaborate into the
theoretical foundations of strain in armchair and zig-zag geometries.

In general, the application of a strain changes the positions of each atom of the lattice.
For a small strain, the new positions can be written in the new lattice vectors as [44, 54]:

a′ = (I + a)ε, (3.15)

With I the identity matrix, a the lattice vector without deformation and ε the deformation
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tensor. This last term is written as a symmetric matrix:(
εxx εxy
εxy εyy.

)
(3.16)

Positive values imply an elongation of the system, while negative values imply compression
of the lattice. There is also the possibility of using a shear strain. On the other hand, some
authors write this matrix diagonalized in a base such that the terms that make it up imply
strain in the armchair and zig-zag directions ([44], while other research has generalized this
tensor using a deformation at different angles ([55]).

This change of the lattice generates a displacement of the points K, where the Dirac
cones intersect, to a new position K ′. In this way, differences in the energy band gaps of each
graphene nanoribbon arise because the GNRs can become closer or farther from theK points.
These changes are related to the topological phase of the AGNR: one phase experiences a
increase of the band gap with strain, but the other experiences a decrease of its band gap.
Figure 3.5 shows this for a couple of N-AGNRs.

Figure 3.5: Evolution of the band gap as a function of strain. The AGNRs are fully relaxed
(the only constraint is the strain). The 7 − AGNR and 9 − AGNR belong to different
topological phases, hence their band gaps have the opposite behavior with strain.

Is important to clarify that in a experimental setup there would be a three dimensional
strain and not two dimensional, as stated in equation (3.16).
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Chapter 4

Interface States in Modulated AGNRs

Advances in techniques for obtaining GNRs in their different geometries, mainly through
bottom-up synthesis, have made it possible to advance in different applications of this
material. This technique has allowed to have control in the terminations and width [36].
In this context, in 2017, Ting Cao et al. established a method to determine the topological
invariant in armchair graphene nanoribbons with different types of terminations, either zig-
zag or bearded. Subsequently, Rizzo and collaborators[34] synthesized a superlattice of
graphene ribbons and in parallel, an investigation by Gröning et al.[2] obtained superlattices
of this material, being able to measure topologically nontrivial edge estates by varying
parameters in the terminations of the superlattices.

In this chapter, the basic physics of a AGNR superlattice will be established and the
theory related to experimental findings of Rizzo [34] and Gröning [2] will be developed.

4.1 Junction states

The implications of joining two AGNRs of different size were developed by Ting-Cao et al.
[36] Depending on the atomic details of each junction, a localized interface state may appears.
As an example, consider an AGNR of width N = 7 (N = 3p+1) and another of width N = 9
(N = 3p), both are semiconductors. There are more than one way to make an interface
among both AGNRs, it can be symmetric with respect to the center of the width of the
ribbon, or not. Depending on this specific arrangement, substantial differences arise at the
interface. In the symmetric case there is a localized state of energy close to zero (i.e. the
Fermi energy), while in the other case there is no such state. This is because there a different
termination at the junction of the ribbons defines a have different topological number within
each AGNR segment.

Gröning et al. [2], developed a strategy to recreate a SSH-like chain using junction states
made with AGNRs. They restrict the possible junctions to only two types -staggered and
inline- which can be synthesized, see Figure 4.1. In this way, the emergence of a localized
state can be deduced just from the width of each section: it should appear if the width of
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Figure 4.1: Upper (lower) panel, shows the staggered (inline) type interface. In the staggered
(inline) intheface, the wider region is 2 (4) atoms wider than the thinner part.

each segment belongs to different insulating classes. These different classes are defined by
the width N of the AGNR:

N = 3p (semiconductor type 1) (4.1)

N = 3p+ 1 (semiconductor type 2) (4.2)

N = 3p+ 2 (metallic), (4.3)

with p an integer.

Using the DFTB+ package,[56] the bands and wave functions are obtained. The states
close to zero energy are identified. In the case of staggered type junctions, localized states
are obtained at the junction of 7− AGNR and 9− AGNR, since both insulators belong to
the families N = 3p+ 1 and N = 3p, respectively, see Figure 4.2. In the other cases shown,
one of the AGNRs is metallic (N = 3p+ 2) and extended states are found.
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Figure 4.2: Near-zero energy states of several possible junctions in the staggered family. A
localized state can be seen at the interface between 7-AGNR and 9-AGNR, both insulators,
but with different topological number. When one of the AGNRs is metallic, N = 3p+2, the
low energy states are extended along the metallic region.

In their publication,[2] Gröning et al. propose an analogy with the SSH model. To
understand it, in figure 4.4 there are two interface states separated by a finite distance.
These states, ⟨R| and ⟨L| overlaps. And a small interaction develops.

Figure 4.3: Scheme of the overlap of two localized states. They interact with a finite energy
that will depend on the distance between them.

The interaction energy is given by tn = ⟨L|H|R⟩, in complete analogy with the domain
wall defects in the SSH superlattice exposed in the previous chapter, where a superlattice is
derived from these interactions.
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Figure 4.4: Interaction between junction states. The localized states do hybridize originating
a pair oof bonding and antibonding states. In the figure the antibonding state (odd parity)
state is shown.
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Chapter 5

AGNR superlattices

As stated in the previous sections, an AGNRs can be classified in one of three different
families, according to the their width N , N = {3p, 3p + 1, 3p + 2} (where p is a positive
integer)[20]. According to their Zak phase, the families N = 3p and N = 3p + 1 belong to
a different topological class[36], while the N = 3p + 2 is predicted to be metallic (excluding
a small gap opening due to finite-width effect). Indeed, the one-dimensional k-points of a
N = 3p + 2 AGNR passes over the K and K ′ points of graphene (graphene’s Dirac cones
location), explaining its lack of a band-gap.[57] In the other families of AGNRs the band-gap
decreases with N .

At the interface between N = 3p, N ′ = 3p+ 1 AGNRs, due to their different topological
invariant,[36] a localized state within the band-gap must appear (usually called a ‘topological’
state). For instance, Rizzo et al. found these states in the interface between 7-AGNR and
9-AGNR.[34] The penetration of these states into the AGNR bulk is inversely proportional
to the system band-gap, e.g. the topological state penetrates deeper into a 9-AGNR region
than into the 7-AGNR. In the case of a superlattice of AGNRs of different widths, these
localized states hybridize with each other, forming extended states that conserve some of
the properties of their constituent localized states. Generally, the localized states penetrate
deeper into one region than into the other, allowing the formation of a bipartite lattice in the
low-energy description (i.e. analogous to a diatomic chain), even if each AGNR segment has
the same length. The physics of such a low-energy description is captured by the SSH model,
which has two gapped phases, trivial and topological. Notably, one of them predicts the
existence of topologically protected edge states. Therefore, in the superlattice of different
AGNRs, the edge states are made from SSH-like topologically derived interface states or
superlattice states[42]. In this work we extend the work by Gröning et al. including strain,
which can modify topological states.

In the following, we will use Gröning et al. notation.[2] The modulated AGNRs are
labeled as N -AGNR-S(n,m), or N -AGNR-I(n,m) where N stands for the backbone width,
n is the length of the wider region, m is the distance between the wider regions, and S or I
defines the ribbon as ‘staggered’ or ‘inline’. The wider regions has width N ′ = N + 2 and
N ′ = N + 4 for the S and I cases, respectively. See Fig 5.1.

In the remainder of this chapter, we will restrict to just two different AGNR superlattices,
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Figure 5.1: Schematic of the N -AGNR-I(n,m) and N -AGNR-S(n,m) superlattices. N is the
width in C atoms of the backbone, i.e. removing the shaded regions. The shaded regions have
a width N ′ = N + 4 for the I (inline), and N ′ = N + 2 for the S (staggered) conformations.
The indexes n,m are the length of the wider region and the distance (in unit cells of the
backbone AGNR) between adjacent wider regions, respectively. The panel of the I(S) system
shows two (one) unit cells.

7-AGRN-I(1,3) and 7-AGNR-S(1,3). Recently, both systems were experimentally studied by
Gröning et al.[2] where the low-energy states were described by a superlattice realization of
the SSH model. While 7-AGNR-S(1,3) is in the trivial phase of the SSH model, 7-AGNR-
I(1,3) has a non-trivial phase resulting in localized states at its edges. These edge states
are protected by the chiral symmetry of the Hamiltonian (i.e. they should be degenerated
as long as the on-site energy of each interface of the superlattice is the same), and they are
sublattice polarized (see Fig. 5.2).

In addition to the possible presence of the SSH-like topological states (derived from
the superlattice geometry), the AGNRs have other topological states: they come from the
sublattice split zig-zag borders, and they are not related to the superlattice geometry. To
distinguish between both types of topological states, we follow the approach of Gröning et
al. using an extended backbone, without the modulation. Fig. 5.2 shows this type of edge,
while in both cases, the zig-zag border has topological states, only in 7-AGNR-I(1,3) there
are topological states at the end of the superlattice. At the Fermi energy of this system,
four states exist with almost the same energy. Two are at the (left and right) superlattice
boundary, and another two at the backbone’s zig-zag edge. These states have a residual
interaction, and they hybridize due to finite-size effects.

Meanwhile, we have restricted the discussion to the Zak phase arising from the effective
SSH model, the “full” topological invariant Z2 should be calculated from the entire occupied
manifold:

(−1)Z2 = ei
∑
n

γn (5.1)

where γn is the integral of the Berry connection over the Brillouin zone, and n runs over
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7-AGNR-S(1,3) superlattice, left edge

7-AGNR-I(1,3) superlattice, left edge7-AGNR (backbone)

7-AGNR (backbone)

Figure 5.2: Model of the left edge of finite superlattices 7-AGNR-I(1,3) and 7-AGNR-I(1,3).
The dashed line marks the border of the superlattices, connected to finite 7-AGNR regions.
The whole system is much larger, and only the left edge is shown. The wave-functions of the
topological states are shown. The 7-AGNR-I(1,3) and 7-AGNR-S(1,3) have a topological
and a trivial phase, respectively, reflected in the existence or lack of localized states at the
superlattice edge (dashed line). At the edge of the 7-AGNR there is another topological state,
not related to the superlattice. In 7-AGNR-I(1,3), both states form a linear combination,
and only one of them is shown.

the occupied bands. The invariants obtained this way are Z2 = 1 for 7-AGNR-S(1,3), and
Z2 = 0 for 7-AGNR-I(1,3), converse to the invariants obtained from just the SSH bands.
The topological invariant of the backbone, 7-AGNR, is non-trivial Z = 1, explaining its edge
states at the very end of the samples, and why the full superlattice follows the SSH scheme
(presence/absence of edge states at the superlattice’s edges). In the remainder we will stick
to the simpler picture obtained just from the SSH bands. The interested reader can find
more detail in the supporting information of Gröning et.al. [2].

5.1 Mechanical Properties of a Modulated Superlattice

Mechanical properties of any material become relevant every time a technological application
is intended, since mechanical deformation can lead to changes in electronic properties, and
plastic deformation and fracture can limit the range of applicability of the material[58].
In this section we analyze the mechanical response of 7-AGNR-S(1,3) and 7-AGNR-I(1,3)
structures to a longitudinal uniaxial tension, and compare the results with the same test on
7-AGNR and 11-AGNR samples, which represent the narrowest and the widest versions of
uniform width AGNR. We use classical molecular dynamics (MD), and details are given in
section Methods.

Figure 5.3 displays the Stress-Strain curves for all four cases. The unmodulated AGNR
show the typical behavior seen for GNR [53]: an initial linear elastic region, followed by a
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Figure 5.3: Stress-Strain curves for uniaxial deformation of the 7-AGNR-S(1,3) and 7-AGNR-
I(1,3) superlattices. Results for the 7-AGNR and 11-AGNR are also shown.
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Figure 5.4: Snapshots showing deformation stages around the fracture strain for the 7-AGNR-
I(1,3) superlattice, compared to the same strains for the 7-AGNR-S(1,3) superlattice. Some
relevant spatially equivalent bonds are enclosed in red.

non-linear elastic region, ending in brittle fracture. The elastic module depends on ribbon
width [53], but they both fracture near 13.8% strain. The elastic modulus of both modulated
7-AGNR is similar to the one for the 7-AGNR unmodulated ribbon. The 7-AGNR-I(1,3)
case is similar overall to a typical AGNR, but modulation leads to a much lower fracture
strain, at 6.7%. The 7-AGNR-S(1,3) displays an extended plastic region. This is because
bonds between nanoribbon sections that give modulation are not broken, but extremely weak
because they are stretched beyond 0.2 nm, which is the usual bond-breaking length for C
nanostructures [59]. This allows the fracture strain to reach a value of 13.1%, close to the
one for the unmodulated ribbons.

The fracture mechanism always takes place in the thinner regions (i.e. with the same
width as the backbone) of the superlattice. In the Supplementary Material, the fracture
mechanisms are displayed in detail for both modulated width AGNRs in Figures C.1 and
C.2. Thinner regions allow stress concentration leading to bond fracture, while wider regions
can distribute strain energy amongst more bonds. Figure 5.4 allows us to visualize why the
7-AGNR-I(1,3) superlattice presents a fracture strain much lower than the 7-AGNR-S(1,3)
case: the region between different segments generating modulation in the “inline” case allows
for larger bond elongation leading to fracture. The “staggered case” allows for a different
bond-strain distribution which defuses fracture, as shown by the bonds circled in red. These
simulation results indicate that modulated AGNR can withstand strains larger than those
required in most technological applications, which are typically only a few percent [60, 61].
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5.2 Strain and Electronic Structure of Superlattices.

Before discussing the results of the superlattice under axial strain, let us summarize what is
expected in N -AGNRs (i.e. without the superlattice geometry). In AGNRs, the reciprocal
space is just a one-dimensional projection that may or may not be commensurate with the
position of the Dirac cone, dividing the N -AGNRs into three groups: one metallic (N =
3p + 2), and two families of insulators (N = 3p, 3p + 1). Under axial strain, the Dirac cone
of graphene moves apart from the K(K ′) points, hence the distance of the different k-lines
(of different N -AGNR families) to the Dirac cones is shifted too. Regarding the band gap
under uniaxial strain, it increases for N = 3p + 2 and N = 3p AGNRs, while it decreases
for N = 3p + 1 AGNR[44, 62]. For instance, without any strain the band gaps of 7- and
9-AGNR are ∆E7 ≈ 1.38 eV and ∆E9 ≈ 0.92 eV, respectively. As the 7- and 9-AGNR
belong to different families (3p + 1 and 3p), it is expected that an axial strain will decrease
∆E7 but increase ∆E9. We calculated that under a strain of ∼ 3% both band gaps are the
same ∆E7 = ∆E9 = 1.15 eV. For a larger strain the larger band gap correspond to 9-AGNR
(∆E9 > ∆7). This critical strain is much lower than the fracture strains found in 5.1. In the
following, we will discuss the case of the interface between two N -AGNR under strain, and
then the case of a superlattice.

To understand what to expect in a more complex AGNR, we will make a couple of
assumptions: (i) the strain is uniform, and (ii) the regions of the AGNR sections are
long enough to have well-defined local properties (e.g. a local band gap). Let us start
by considering the 7/9-AGNR interface, where a localized state appears. The edge state’s
penetration length (ε) through the 7- and 9-AGNR regions (ε7 and ε9, respectively) depends
directly on the local band gap of each region (∆E7/9) as (ε7/9)

−1 ∝ ∆7/9. The interface of
both AGNR systems has a critical point at a strain of ∼ 3%, where the band gap in both
systems is the same and, consequently, the penetration lengths are also equal (ε7 = ε9).
Below this critical strain, the penetration length meets ε7 < ε9, changing to a ε7 > ε9 for
values greater than 3%.

For a superlattice geometry, for example if we consider evenly spaced 7- and 9-AGNR
regions, every interface state hybridizes with its corresponding adjacent interface state. In a
low energy description, this hybridization can be considered a hopping between two interface
states proportional to their penetration length, tN ∝ e−L/εN , where N = {7, 9} and L is
the length of each region. The hopping between edge states is the foundation of the model
at low energies, and an SSH-like effective Hamiltonian can be constructed with its different
topological phases.[42] In the pristine case, for uniform strain up to 3%, the band gap of the
9-AGRN is smaller, which means t7 > t9 in the low energy model. For the critical strain,
∼ 3%, both hopping strengths should be the same. Furthermore, for the last case, when
the uniform strain exceeds 3%, the situation is reversed, obtaining t7 < t9. Interpreting
this on the light of the SSH model, the transition in the hopping strength due to uniform
strain implies a topological transition, resulting in new topological edge states corresponding
to the superlattice geometry. It is worth remarking that we used some strong assumptions
in this discussion, and the critical strain for the topological transition could be different.
For instance, Fig. 5.4 shows non-uniform strain near fracture. However, the mechanism
explaining the emergence of a topological transition should remain valid.
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Figure 5.5: Evolution of the energy levels as a function of strain. The topological edge states
are very close to E = EF . In the 7-AGNR-I(1,3) there are four states colored red (two of them
come from the zigzag borders). The 7-AGNR-S(1,3) superlattice has two topological states
(colored red) from the zig-zag edges; meanwhile two bulk energy levels become topological
at a strain close to 5% (colored black). Two bands are colored blue only to make Fig. 5.7
clearer.
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For the electronic properties of the superlattice, we are interested in the region that
precedes the fracture process. The evolution of the energy levels with the applied strain is
shown in Fig. 5.5. All the levels shown are derived from the superlattice SSH-like states (the
graphene bulk-bands are beyond this range). The first case under study is the 7-AGNR-
I(1,3) superlattice. The system can be described as an SSH model in the topological phase
for low energies, expecting two states in the Fermi energy. Further, two more edge states are
contributed by the zig-zag termination in the edge [63]. The red dots in the upper panel of
Fig. 5.5 are the practically fourfold-degenerate edge states at the Fermi energy, and there is a
small hybridization between zig-zag and topological edge states. As a non-zero uniform strain
is applied in the edge states, the SSH bulk-like bands move away from the Fermi energy. This
behavior in 7-AGNR-I(1,3) is expected due to lack of changes in the topological phase in the
low energies SSH-like model, and it does not break any symmetry required for the appearance
of these states, including the zig-zag edge states (at the end of the extra backbone).

The counterpart system, on the trivial phase without strain, is the 7-AGNR-S(1,3). The
first substantial difference is the absence of two edge states in the Fermi energy due to this
trivial phase. Without strain, the bottom panel in Fig.5.5 shows the two-fold degenerated
edge states coming from the zig-zag edge termination in the Fermi energy. Additionally, the
green dots show trivial bands coming from SSH bulk-like states, and they approach or move
away from the Fermi energy depending on whether the strain is less than or greater than
∼ 4.5%. As with the previous case, the zig-zag edge states do not show significant changes
when the strain increases. However, at a certain critical point (between 4% and 5%), two
additional states begin to coexist at the Fermi level (black dots in the figure), and there is
also an edge localization. The origin of these states can be explained as a change in the phase
of the effective SSH model and originates due to the changes from one region to another (7-
or 9-AGNR) of the hopping strength magnitude between adjacent boundary states. This
change from a trivial to the topological phase implies the emergence of topological states at
the superlattice edge and remains very stable against the increase of strain. Fig. 5.6 shows
the wavefunction of one of the levels involved in this transition, the sublattice polarization
increases with strain. At a strain 5.0% (panel c), even in the region without sublattice
polarization it is small. The transition is not obvious from this figure, therefore in the next
section we will use a quantitative indicator of the sublattice polarization for studying the
transition.

5.3 Sublattice Polarization and robustness of the edge

states

5.3.1 Sublattice Polarization

Generally, the system’s topology is described in the reciprocal space in the bulk system,
whose consequences are observed in the edge. Nevertheless, recent studies have shown that
real-space descriptors can characterize the topology of a system[64, 65, 66]. In particular,
the sublattice polarization can characterize the topology of SSH-edge states, predicting the
topological phase of the system regardless of bulk[66]. As we have seen previously, for
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strain: 2.5%

strain: 4.0%

Figure 5.6: Topological transition of the 7-AGNR-S(1,3) under strain. The wave function of
one of the levels involved (black symbols in Fig. 5.5) is plotted. The regions of the band
structure with/without an evident sublattice polarization (i.e. as in a topological state) are
enclosed by a red/green frame.

low energies, AGNR superlattices under strain behave like an SSH system, giving us the
possibility to describe the topological states by means of the sublattice polarization. Indeed,
the electrical transport in AGNR superlattices can be described by the degree of sublattice
polarization of its topological-like modes.[67] Before continuing, a few remarks about the
sublattice polarization are needed. The definition of sublattice polarization, |ψA|2 − |ψB|2,
has been employed before[68], but it can not be readily applied for a superlattice geometry.
The hybridization of the sublattice polarized states (e.g. |ϕleft

A ⟩ ± |ϕright
B ⟩) gives a zero

net polarization, regardless of the nature of the states. The sublattice polarization is well
preserved at a local scale but not along the whole superlattice. We define a number PA/B,
that gives an account of the sublattice polarization of the whole system at the local scale:

P n
A/B =

∑
i,j

(
|ψ(n)

i |2 − |ψ(n)
j |2

)
∑

i,j

(
|ψ(n)

i |2 + |ψ(n)
j |2

) , (5.2)

where ψ(n) is the wave-function of the n-th energy level, the summation runs over all nearest-
neighbor pairs, and N is the number of electrons. Locally, if the atom i belongs to one
sublattice, its nearest neighbors must belong to the other sublattice. But, we are not explicitly
labelling them. In a fully delocalized state without any sublattice polarization, PA/B = 0.
In a perfectly sublattice polarized state, PA/B = 1, regardless of the localization. The outer
absolute value in eqn. (5.2) is useful to avoid a net zero value of the indicator, likely to occur
with two edges.
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Figure 5.7: Sublattice polarization, as defined in eqn (49) for selected states of each
superlattice. The states use the same color scheme as Fig. 5.5 In panel a the red curves
are four topologically-protected states (i.e. there are four red lines), and two trivial bulk
states in blue. In panel b there are two topological states (red lines), and two states involved
in the topological transition (black lines)

5.3.2 Topological transition

Fig. 5.7 shows PA/B for some selected states of each superlattice. Conceptually, the case of
7-AGNR-I(1,3) is clear regardless of the strain, since the states colored blue (see Fig. 5.5a )
correspond to non-topological SSH-like energy levels, and they have PA/B > 1. Their value of
PA/B is quite high, which is not unexpected since the building blocks for the SSH-like chain are
sublattice-polarized states. Instead, the four topological states – colored red – have PA/B ≈ 1.
regardless of the strain value. These topological states correspond to linear combinations of
two zigzag edge states, plus two states at the edge of the super-lattice. Without the zigzag
edges (i.e semi-infinite boundary conditions in the left and right leads), only the two edge
states coming from the superlattice should appear, they should be hybridized in even and
odd states, as it happens in regular SSH chains. ([42]).

A remarkable topological transition near 5.0% can be seen in the bottom panel of fig.5.5
for the 7-AGNR-S(1,3) case (black dots). Below the topological transition, PA/B increases
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steadily with the strain, from its bulk value (at zero strain its value is close to the trivial
state shown in Fig. 5.5, but near the transition its increase is very quick, suggesting the
utility of thi index to characterize the process.

5.4 Methods

For calculating the mechanical properties of AGNRs, we used classical molecular dynamics
(MD) simulations , applying uniaxial deformation to the AGNR. MD simulations were carried
out with the LAMMPS software[69], using the REBO-scr potential.[70] It has been shown
that this potential gives a reliable description of the strain-stress processes (including bond
breaking) in AGNRs and other C-based systems[53, 59]. Studied superlattices have finite size
and were thermalized at 10 K. We used long periodic superlattices, and homogeneous strain
was applied, with a strain rate of 1× 109 s−1. Visualization was done with OVITO [71]. The
finite 7-AGNR-I(1,3) consists of 10 unit cells of the supercell pattern (see Fig. 5.1), plus 7
unit cells of 7-AGNR backbone leads, a total of 750 C atoms. The finite 7- AGNR-I(1,3)
consists of 8 unit cells of the supercell pattern (see Fig. 5.1), plus 7 unit cells of 7-AGNR
backbone leads, a total of 978 C atoms. All samples are hydrogenated.

The electronic structure was calculated using some of the atomic configurations obtained
by the MD simulations explained above. Given the large number of electrons in the superlattices,
most of the calculations were carried out using density functional based tight-binding, as
implemented in the DFTB+ package [56, 72]. Our calculations of the phonon spectrum
of graphene with DFTB and DFT gave similar results. For the analysis of the electronic
structure we used a modified version of PyProcar[73] that exploits the sublattice polarization
of the topological states.

A commentary about the accuracy of our DFTB approach, and its influence on our
results is needed. The band gaps of a freestanding N-AGNR calculated using simpler DFT
functionals (LDA or PBE), DFTB, and simple tight-binding models are similar. Nevertheless,
different levels of the theory give different results. The screened hybrid functional HSE06[74]
gives band gaps ∆7 ≈ 2.1[eV ] and ∆9 ≈ 1.2[eV ] [75] According to GW calculations the
quasiparticle band gaps are ∆7 ≈ 3.8[eV ] and ∆9 = 2.9[eV ], respectively [76].

Regardless of the possible (large) inaccuracies in the band-gaps, the mechanism presented
here for a strain-driven topological transition should remain valid, but it is not clear if it would
require unrealistically large strain values. In the following lines we will argue that it is not
the case.

It has been shown, by using a simple tight-binding model, that when applying a uniform
strain, the band gap of an AGNR has a cyclic behavior, it increases until reaching a maximum,
then it decreases until reaching a minimum and repeats (the equilibrium geometry can be
anywhere within the cycle). This effect only depends on: (i) the deformation of the reciprocal
space due to the strain, and (ii) the change in the position of the subbands with respect to
the Dirac cone, hence it is not affected by the level of the theory employed. For reference,
the strains needed to go from a maximum to a minimum are 17.5% for 7-AGNR and 13.5%
for 9-AGNR. [44].
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We will build a simple model to adjust the GW values of the band gaps (i.e., the case
with the largest differences). Assuming a linear dependence of the band gaps ∆7, ∆9 with
the strain, the model needs two values of ∆7 and ∆9 at different strains. One set of data
is the GW band gaps at zero strain. The others are the values of the strain at which ∆7,
∆9 have their minimum; as we mentioned before, these strains do not depend on the level
of the theory employed. We calculate these strains to be 13% for 7-AGNR and 9% for 9-
AGNR. It only remains to get the values of the (GW) band gap at these strain values, or
min(∆7),min(∆9). There is a formula to approximate the GW band gaps of freestanding
unstrained AGNRs [76]:

∆N =
a

w + w0 + δ
, (5.3)

where a and δ are parameters depending on the family of AGNR, w is the width in Å and
w0 = 2.4Å [76]. We will use the values a = 14.6[eV ] and δ = −0.4. corresponding to a
N = 3p + 2 (‘metallic’) AGNR. The minimum band gap of an AGNR under strain occurs
when a subband passes by the exact location of a Dirac cone, the same situation of an
unstrained N = 3p+2 AGNR. This gives min(∆9) = 1.2[eV ] and min(∆7) = 1.6[eV ]. With
this data, we found ∆7 = ∆9 at a strain of ≈ 2.5%, even smaller than our earlier estimation
from DFTB calculations.

Experimentally, the 7/9-AGNRs are synthesized on top of an Au(111) surface. The effect
of the Au surface in the electronic structure of the GNR seems to be an increase of the
screening. Accordingly, the quasi-particle effects are smaller than in freestanding GNRs,
and the band gaps decrease. The experimental band gap of the 7-AGNR on Au(111) is
between 2.3 and 2.7[eV ] [77, 78, 79] and it is 1.5[eV ] for 9-AGNR.[79] Even though these
values are much smaller than the ones in freestanding AGNRs, they are still far from the
LDA or tight binding values. Following the discussion for the freestanding case, the critical
strain for achieving the topological transition in the 7-AGNR-S(1,3) superlattice should not
be too different from our results. This is based on the fact that the strains needed to have a
minimum of the band gaps of 7-AGNR and 9-AGNR should be very close to the freestanding
case (the additional strain due to the gold should be very small). In other words a larger or
smaller band gap should be compensated by a faster or slower change of the band gap with
the strain.

39



Chapter 6

Summary and Conclusions

We studied the electronic and mechanical properties under strain of superlattices formed by
7-AGNR and 9-AGNR. These AGNRs have a different geometrical phase, and the entire
superlattice -at low energies- resembles the SSH model: a bipartite chain with nearest
neighbors interactions t, t′. The SSH model has two topological phases: t > t′ and t < t′, and
depending on the actual edges, one of phases has zero-energy topologically-protected edge
states.

Our main contribution is to identify a mechanism to induce a topological transition by
means of strain. Different topological classes of AGNR, such as 7-AGNR and 9-AGNR, have
an opposite evolution of the band gap with strain. This implies an opposite evolution of
the localization length of the boundary states, i.e. the states forming the SSH-like system.
Therefore, the interactions t, t′ have an opposite behavior with respect to strain. For the
particular case of the superlattices formed by 7-AGNR and 9-AGNR, the interaction through
the 7-AGNR increases with strain, but the interaction passing through the 9-AGNR decreases
with strain. Depending on what interaction is larger without any strain, a topological
transition should take place.

The topological states of the superlattice -if present and no topological transition takes
place- are robust to strain even close to fracture. This is not surprising since strain does not
break the chiral symmetry protecting the edge states. By means of the sublattice polarization,
we were able to characterize the transition by means of the sublattice polarization of the
system.

Classical molecular dynamics simulations show that mechanical properties change due
to modulation, but staggered graphene nanoribbons have nearly the same fracture strain as
unmodulated ribbons, therefore they support a large strain and this mechanism of topological
transition should be valid for several other types of superlattices.

Recently, two specific GNR superlattices have been synthesized resembling massive[24] or
even massless[67] Dirac fermions at the low-energy limit. Here, by using a moderate strain in
7-AGNR-S(1,3), we found a continuum of band gaps, including both the massless and massive
Dirac fermion behaviors, close and just above the transition, respectively. The superlattice
geometry of AGNR explored here opens a way to induce several exotic (mostly topological)
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effects, which could have applications in electronics and quantum computing.
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[11] L. P. Biró, P. Nemes-Incze, and P. Lambin, “Graphene: nanoscale processing and recent
applications,” Nanoscale, vol. 4, pp. 1824–1839, 2012.

42



[12] Y. Zhang, T.-T. Tang, C. Girit, Z. Hao, M. C. Martin, A. Zettl, M. F. Crommie,
Y. R. Shen, and F. Wang, “Direct observation of a widely tunable bandgap in bilayer
graphene,” Nature, vol. 459, no. 7248, pp. 820–823, 2009.

[13] Z. H. Ni, T. Yu, Y. H. Lu, Y. Y. Wang, Y. P. Feng, and Z. X. Shen, “Uniaxial strain on
graphene: Raman spectroscopy study and band-gap opening,” ACS nano, vol. 2, no. 11,
pp. 2301–2305, 2008.

[14] V. M. Pereira, A. C. Neto, and N. Peres, “Tight-binding approach to uniaxial strain in
graphene,” Physical Review B, vol. 80, no. 4, p. 045401, 2009.

[15] M. Sui, G. Chen, L. Ma, W.-Y. Shan, D. Tian, K. Watanabe, T. Taniguchi, X. Jin,
W. Yao, D. Xiao, et al., “Gate-tunable topological valley transport in bilayer graphene,”
Nature Physics, vol. 11, no. 12, pp. 1027–1031, 2015.

[16] L. Ju, Z. Shi, N. Nair, Y. Lv, C. Jin, J. Velasco, C. Ojeda-Aristizabal, H. A. Bechtel,
M. C. Martin, A. Zettl, et al., “Topological valley transport at bilayer graphene domain
walls,” Nature, vol. 520, no. 7549, pp. 650–655, 2015.

[17] F. Munoz, H. O. Collado, G. Usaj, J. O. Sofo, and C. Balseiro, “Bilayer graphene
under pressure: Electron-hole symmetry breaking, valley hall effect, and landau levels,”
Physical Review B, vol. 93, no. 23, p. 235443, 2016.

[18] M. J. Park, S. Jeon, S. Lee, H. C. Park, and Y. Kim, “Higher-order topological corner
state tunneling in twisted bilayer graphene,” Carbon, vol. 174, pp. 260–265, 2021.
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[70] L. Pastewka, P. Pou, R. Pérez, P. Gumbsch, and M. Moseler, “Describing bond-breaking
processes by reactive potentials: Importance of an environment-dependent interaction
range,” Phys. Rev. B, vol. 78, p. 161402, 2008.

46



[71] A. Stukowski, “Visualization and analysis of atomistic simulation data with ovito–
the open visualization tool,” Modelling and Simulation in Materials Science and
Engineering, vol. 18, no. 1, p. 015012, 2009.

[72] M. Elstner, D. Porezag, G. Jungnickel, J. Elsner, M. Haugk, T. Frauenheim, S. Suhai,
and G. Seifert, “Self-consistent-charge density-functional tight-binding method for
simulations of complex materials properties,” Phys. Rev. B, vol. 58, pp. 7260–7268,
Sep 1998.

[73] U. Herath, P. Tavadze, X. He, E. Bousquet, S. Singh, F. Muñoz, and A. H. Romero,
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Annex A

Supplementary information

A.1 Graphene Density of states

In condensed matter the Density Of States (DOS) are useful to determine the electronic and
magnetic properties of a material. Experimentally DOS is measured through the change of
the current generated by the energy of the electrons in the material sample, that is, through
dI/dV .

For example, lower DOS for certain energy level means that few states can be occupied.
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Figure A.1: Density of states of graphene, centered with respect to the fermi energy.
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Annex B

Supplementary information

B.1 Experimental results

Although this thesis has a theoretical approach developed through simulations, Rizzo et.al
[34] obtained these joints via bottom-up synthesis on Au(111). To do this it is necessary
to create a molecular precursors to joint both different nanostructures and finally create a
superlattice of these junctions.

Using the experimental technique of Scanning Tunneling Spectroscopy (STS) [34, 2], the
topology of the system can be identified. The idea is to obtain the local density of states in
the end of a segment and visualize the existence of zero energy localized states. To prevent
the zero energy states of the zig-zag termination from interacting with the localized states of
each termination, Gronig et.al. suggest doing an extension as shown by Figure B.1 (a).
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Figure B.1: This Figure was obtained in [2], see this reference for more details. Local density
of states (LDOS) for the (a) 7−AGNR−S(1,m) and (b) 7−AGNR−S(3,m) evaluated at the
end of the segment (see the row) as a function of the inter-segment spacing m. For example,
the model in (a), the case of 7−AGNR−S(1, 3) is topologically trivial, because there are no
zero energy states. But in the case exposed in the upper part of (b), 7−AGNR−S(3, 2) the
existence of states of zero energy can be seen, therefore this case is of non-trivial topology.
(c) Pathway to the 7−AGNR backbone extended 7−AGNR− S(1, 3) nanoribbon using 1
and 2 as precursor molecules. (d) Constant-height nc-AFM frequency shift (∆f) image of a
7− AGNR − S(1, 3) segment. (e) STS spectra taken at positions indicated by the markers
of the corresponding colour in (d). (f) Experimental constant current dI/dV maps at the
top of the valence band, in the gap and at the bottom of the conduction band. (g) Tight-
binding-simulated charge-density map of the bottom of the conduction band, computed for
the experimental results.
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Figure B.2: This Figure was obtained in [2], see this reference for more details. (a) route
to the 7-AGNR backbone extended 7-AGNR-S(1,3) nanoribbon using 2 and 3. (b) LDOS of
7−AGNR− I(1, 3) at the end of the segment plotted as a function of inter-segment spacing
m. (c) dI/dV spectra at the locations indicated by the markers of corresponding colour in (d).
In (d), Constant-height nc-AFM frequency shift (∆f) image of a 5-unit 7−AGNR− I(1, 3)
segment with 7−AGNR extensions at both ends. (e) Experimental dI/dV maps of the main
spectroscopic features at different voltages. Tight-binding simulated charge-density maps at
the top of the valence band, at E = 0 and at the bottom of conduction bands.
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Annex C

Supplementary information

C.1 Fracture Process

In order to better understand the modulated AGNR fracture process, we include some MD
snapshots in Figures C.1 and C.2. MD results were obtained out in collaboration with E.
Aparicio.

Figure C.1: 7-AGNR-S(1,3) superlattice at 13% strain when no bond has broken yet. Carbon
atoms in black and hydrogen atoms in blue. The purple region marks the zone that will be
involved in the fracture process. Detailed evolution of bond breaking in that purple region is
presented as a function of strain, where purple thick bonds will break in the next snapshot
and will be represented by dashed thin purple bonds.
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6.6%

Figure C.2: 7-AGNR-I(1,3) superlattice at 6.6% strain when no bond has broken yet. Carbon
atoms in black and hydrogen atoms in blue. The purple region marks the zone that will be
involved in the fracture process. Detailed evolution of bond breaking in that purple region is
presented as a function of strain, where purple thick bonds will break in the next snapshot
and will be represented by dashed thin purple bonds.

C.2 Penetration length of a zig-zag GNR

An exact expression for the edges states in zigzag terminated graphene (i.e. periodic along
the y-axis) was found by Fujita et.al. [89]:

ψm ∝ cos2m
(
k

2

)
(C.1)

where m is the index of the site since the border, and k is wavevector from the periodic
direction. The penetration length, ε is:

ε−1 = ln

[
cos2

(
k

2

)]
(C.2)

If we are interested in edge states with E ≈ 0, the values of k of interest are close to π,
or k = π − δy . After some algebra, we find:

1

ε
≈ δy (C.3)

Our case of interest is the penetration of the states from zigzag edges in an AGNR, not
graphene. This imposes a quantization of the values of k allowed, and also gives rise to a
band gap, then 1

ε
≈ ∆

2t
with ∆ the bandgap.
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