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Resumen
ANÁLISIS SOCIO-TÉCNICO DEL ECOSISTEMA DEL ROBOT OPERATING SYSTEM

PARA EL FOMENTO DE LA PARTICIPACIÓN EN ACTIVIDADES DE
INTERCAMBIO DE CONOCIMIENTO

El desarrollo de software para robots presenta desafíos particulares: amplia variedad de
disciplinas involucradas (ingeniería de software, ciencia de datos, mecatrónica, etc.) y uso
de hardware heterogéneo (diferentes actuadores y sensores). La comunidad de robótica ha
llegado al uso de Middleware para robótica como una solución al manejo de la complejidad
del programar robots. Estas tecnologías consisten en una capa de abstracción entre el sistema
operativo y las aplicaciones. Existen varios middlewares pero el más popular hoy es el Robot
Operating System (ROS). Aun cuando existe una participativa comunidad detrás del éxito
de ROS, existen muy pocos estudios respecto a ROS como un ecosistema de software.

En esta tesis presentamos un estudio en profundidad del ecosistema de ROS y pro-
pusimos un método para identificar miembros de la comunidad calificados para compartir
conocimiento. Primero hicimos un estudio inicial sobre un artefacto de software propio de
ROS: los ROS launch files. Estos son archivos de configuración usados para hacer el despliegue
de procesos de un programa robótico. Encontramos suficiente evidencia para afirmar que un
gran porcentaje de los paquetes de ROS presenta duplicación de código en sus launch files.

Posteriormente, indagamos aún más en la forma en que los usuarios interactúan con el
middleware y en la comunidad en sí. Para esto hicimos un estudio de campo que combinaba
aspectos cualitativos y cuantitativos. Los resultados nos permitieron destilar los cinco prin-
cipales cuellos de botella en las dinámicas de colaboración del ecosistema ROS. Entre ellas
destacan la falta de tiempo y la existencia de paquetes abandonados. Junto con esto, pro-
ponemos cinco recomendaciones para sobrellevar estos cuellos de botella, entre ellos destaca:
Recomendar Oportunidades de Contribución.

Finalmente, nos enfocamos en esta última recomendación y presentamos un sistema de
recomendación de usuarios calificados para responder preguntas en la plataforma de preguntas
y respuestas (Q&A) ROS Answers. La idea principal fue distribuír la carga de trabajo
recomendando usuarios con poca participación. A través de tres preguntas se probó la eficacia
del método: saber si recomienda a los usuarios que contestaron correctamente la pregunta,
saber si recomienda usuarios calificados y saber si ayuda a distribuir mejor la carga de trabajo.

Los resultados del trabajo realizado nos permiten concluir que el estudio de artefactos de
software sí permite detectar problemas en el ecosistema, que los cuellos de botella en las con-
tribuciones se pueden atribuir a problemas socio-técnicos, y que un sistema de recomendación
basado en tags puede ser insuficiente para recomendar usuarios calificados que redistribuya
la carga de trabajo en plataformas Q&A de robótica.
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Abstract

Software development for robots presents particular challenges: a wide variety of involved
disciplines (software engineering, data science, mechatronics, etc.) and the use of heteroge-
neous hardware (different actuators and sensors). The robotics community has arrived at
the use of Robotic Middleware as a solution for handling this complexity. This technology
consists of an abstraction layer between the operating system and the applications. There
are many robotics middleware but the most popular is the Robot Operating System: ROS.
Even though there is a participatory community behind ROS’ success, there are very few
studies about ROS as a software ecosystem.

In this dissertation, we present an in-depth study of the ROS ecosystem and we propose
a method for identifying members of the community qualified to share knowledge. We first
performed an initial study about a software artifact of ROS: the ROS launch files. They
are configuration files used for the deployment of processes of a robotic program. We found
enough evidence to affirm that an important percentage of ROS packages has a noticeable
amount of code duplication in their launch files.

Later, we delved further into the way users interact with the middleware and in the
community itself. We did a field study with a qualitative (interviews) and a quantitative
(surveys) approach. With the result, we distilled the five principal bottlenecks in the col-
laboration dynamics of the ROS ecosystem. Among them are the lack of time and the
existence of abandoned packages. Moreover, we propose five recommendations to overcome
these bottlenecks, one of which is: Recommendation of Collaboration Opportunities.

Finally, we focused on this recommendation and developed a recommender system of
qualified users to answer questions posted in the Q&A platform ROS Answers. The main
idea was to better distribute the workload recommending users that are less participatory.
We tested its effectiveness through three questions: to know if it actually recommends the
users that answer correctly the question, to know if it recommends qualified users, and to
know if it helps with a better distribution of workload.

The outcomes of the work carried out allow us to conclude that the study of software
artifacts do help detecting issues in the software ecosystem, contribution bottlenecks can be
attributed to socio-technical issues and that a recommender system based on tags can be
insufficient to recommend qualified users to redistribute the workload in Q&A platforms of
robotics.
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Chapter 1

Introduction

1.1 Managing robotics complexity with Robotics
Middleware

Writing robotics software is hard and complex. It can be modeled as a loop of three steps:
first, retrieving data from sensors (e.g., cameras, lidar scanners, laser scanners, etc. ), second,
processing the data provided by them: to plan actions to be sent to actuators (e.g., robotic
arms, wheels, etc.) and third the action of the actuators. Each step and its transitions
represent a complexity.

From the hardware side there are software challenges due to the sensor and actuator limi-
tations. A sensor is always imprecise. Sensors are also affected by noise from the environment
(for example sunlight or fog in optical sensors). And actuators and their mechanical and elec-
tronic components are exposed to wear and tear. Such limitations have to be handled by the
software side.

The software side is in charge of orchestrating the movements of the actuators following the
robot’s goal using the data from sensors. To do that, the software implements probabilistic
models which are, by definition, imperfect representations. This has to be taken into account
in the operation of such robots [2].

Another aspect of Robotics’ complexity is related to the Robotics discipline itself. It
comprehends different knowledge and skills disciplines: statistics and data analysis, software
engineering, mechanics, and electronics. Any robotics software projects embrace one or more
of such disciplines [3]. People behind such projects commonly have a deep background in
such areas and have to interact with other experts or experts’ artifacts to achieve a functional
robot.

Robots have a wide diversity of purposes, operational contexts, requirements, and con-
straints. They have a specific task to do and a goal to accomplish. A consequence of this
is the wide variety of robots: humanoids, aerial robots, ground vehicles, educational, pick-
and-place, etc. This usually imposes the use of custom software development which makes it
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more expensive in time and money.

The robotics community has proposed the use of Robotics Middleware as a solution for
managing this complexity. A Robotics Middleware is an abstraction layer between the oper-
ating system and the software application. It is meant to manage the heterogeneity of the
hardware, support and simplify the design and development of complex distributed robotic
applications, and reduce its cost as a consequence[4]. There are many middleware for robotics,
among the most popular are: Robot Operating System (ROS)1, Yet Another Robot Platform
(YARP)2 and OROCOS3.

However, ROS is the mainstream platform for developing robotic software. Its popularity
relies on the huge amount of packages available to be reused, and the official support of more
than 160 different robots. Also, a rich and active community that contributes with software
and sharing knowledge, and proper channels for knowledge sharing: ROS Answers4, a custom
StackOverflow5-like Q&A website.

1.2 Problem Statement

“It’s common that you find a package and it’s only compatible with ROS Fuerte
and the only step to being compatible with upper versions is to catkinize it. But
the student who made it finished his thesis and left the package as it is.”
Roboticist (+4 years of experience using ROS)

Because of its popularity, ROS has been widely used in robotics research. Several packages
are usually side-products of a research project. Robotics Scientists are authors and first
maintainers of them. However, maintenance of those packages, as it’s not a research task, is
not a strong priority for them.

We define as an abandoned package a software package whose maintainer is either unknown
or non-responsive. Because of this, abandoned packages do not evolve along with ROS6 and
contributions from members of the community (e.g., bug fixes, bug reports, feature requests,
etc.) cannot be received, evaluated nor integrated.

The emergence of abandoned packages threatens the health of the ROS ecosystem in the
following ways:

1. Abandoned packages make the ROS Ecosystem less reliable
2. We cannot predict which packages will be abandoned nor do we know which ones have

already been abandoned
3. A missing maintainer cuts off the contribution flow
4. Breaking changes are dangerous because no one reacts to them
1ROS.org | Powering the world’s robots, http://www.ros.org.
2YARP: Welcome to YARP, http://www.yarp.it.
3The Orocos Project – Smarter control in robotics & automation!, https://orocos.org/.
4Questions - ROS Answers: Open Source Q&A Forum, http://answers.ros.org/.
5Stack Overflow - Where Developers Learn, Share, & Build Careers, http://www.stackoverflow.com
6In ROS, such packages are called orphaned packages, http://wiki.ros.org/OrphanedPackage
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The knowledge artifacts in abandoned packages, as in any software package, may be
missing, incomplete or unclear. This is where knowledge-sharing platforms help in finding
information to overcome installation issues, bugs, and unexpected errors, among other prob-
lems related to package reuse. In the context of ROS, robotics-related packages may make
use of specific hardware, algorithms, or statistics techniques. As such, finding the one person
who can have the answer and help users can be difficult as the problem may need specific
knowledge or deep expertise in the area.

Q&A web platforms such as Stack Overflow have proven to be a solution in connecting
users who need help with package reuse, with other more experienced users who may con-
tribute to answering questions. Several recommendation systems have been implemented to
find such users who can contribute to searching for an answer for a given question [5].

The problem of expert finding in Community Question Answering has been studied in
depth[6] defining taxonomies of the approaches to find the best candidate to answer a given
question. However, little research has been done related to finding not the best but instead
qualified users that may contribute to finding an answer to a given question. This, in the
spirit of distributing the workload among the community instead of concentrating it on a few
very active

1.3 Hypotheses and Goals

Considering the problem statement and the study of the dynamics of the ROS community,
we propose the following hypotheses:

� Hypothesis 1: By performing code analysis of ROS launch and configuration files, it is
possible to find issues in the ROS ecosystem

There are many ways of profiling and investigating the software ecosystem’s health. We
believe that by studying a software artifact we can identify issues in the practice that can
lead to situations that hinder the health parameters of the ecosystem.

In particular, we propose to investigate ROS launch files that are configuration files used
in ROS to start processes in robotics programs. These artifacts are very important to have
a smooth deployment due to them describing the integration between components of the
software that runs over ROS.

� Hypothesis 2: Contribution bottlenecks in ROS can be attributed to socio-technical issues
within the ecosystem

Every ecosystem is based on contributions among the community. They are individuals
who spend time and effort in a contribution that fixes, enhances, or enriches a software
artifact of knowledge artifact in the ecosystem.

We think that bottlenecks in contributions can be caused by not only technical by also
social issues. We propose an investigation regarding the collaboration dynamics in the ROS
ecosystem in order to address this hypothesis.
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� Hypothesis 3: Expert Recommendation Systems based on the use of tags are useful for
finding less participatory qualified candidates for answering questions on the Q&A site of a
robotics software ecosystem

The use of tags in Question & Answers web platforms is a common way to characterize
questions and users. They give context regarding the topics in which that question is about
(besides its title and body) and also what are the areas of expertise of users.

In online communities it is normal that there is a long-tail distribution in the frequency of
activity of users: few users concentrate the majority of the activity in the platform [7]. When
it comes to contributions and collaboration in the Q&A platform ROS Answers, few users
are the most active in answering the given questions. We think that in the context of very
specialized topics of the questions, a recommender system could find less participatory users
that are qualified to answer a given question. This in the spirit of having a more distributed
workload in the community.

1.4 Objectives

In order to be able to verify our hypotheses we propose four objectives.

1.4.1 Study clone activity in ROS Launch files

As a starting and exploratory study and based on personal experiences, we decided to work
on the problem of code duplication in ROS artifacts. The study is focused on a particular
artifact: ROS Launch files, a configuration XML file used to launch several robotics processes
that work together for achieving robot behaviors. These files are very important because the
connections between processes and their proper configuration are needed to make a robot
behave in a certain way.

Our first sub-objective is to know about the diversity of file types in ROS packages. The
second one is to know about the existence and frequency of code duplication instances in ROS
launch files. Finally, the third sub-objective is to know the particularities of these duplicated
code fragments, to know which tags are actually duplicated, and their frequency.

1.4.2 Characterization of the collaboration dynamics in the ROS
community

Once we had a first approach to the developer experience in ROS we wanted to have a better
understanding of how community members use ROS and how are the collaboration dynamics
in this community.

To do that we proposed a field study that involves a set of interviews with ROS users to
know about their sense of discomfort in using ROS. The questionnaire (Annex A) covered
a wide range of aspects of their development experience. Once we analyzed the transcripts
of the interviews we applied an open survey (Annex B) over the community to confirm or
disproves the interviews’ findings.
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1.4.3 Identify the more important bottlenecks in contributions
and provide recommendations to address them

The analysis of both the interviews and the survey gives us hints regarding how ROS users
collaborate and contribute to the ROS ecosystem: their experience reusing packages, how
they look for help and what are the contribution dynamics.

Our first objective is to distill the most frequent contribution bottlenecks and describe
them. The second objective is to provide recommendations from the literature to prevent
them or overcome their negative impacts on the ROS ecosystem’s health.

1.4.4 Recommend qualified members for knowledge contributions

One important aspect of the community contribution dynamics is the search for help. The
ROS software ecosystem relies on platforms of Question & Answers to aid users and devel-
opers looking for help in reusing packages, configuring their launch files, and troubleshooting
among other needs in building robotics applications. In these communities, sometimes very
few users are the most active and are the ones that commonly provide answers. We want
to look for a method that helps the community to find qualified users to answer a given
question. This, in the purpose of having a better workload distribution.

1.5 Contributions

This dissertation provides four main contributions:

1. Methodology and Evidence of Code Duplication in ROS Launch files: As
a first study of the ROS ecosystem we performed a code duplication analysis of a
specific software artifact in ROS: launch files. These configuration files are responsible
of orchestrate the launch of different processes that a robot’s behavior is based on. We
found that a non-negligible portion of ROS packages has duplication in these files. In
this study, we characterize the packages that have code clones and reveal the impact of
their presence in their development.

2. Evidence on Socio-Technical aspects of the ROS Ecosystem: We studied the
ROS ecosystem from a socio-technical approach obtaining interesting insights into the
experience of ROS users, collaboration issues, issues on Package reuse, support dynam-
ics, and user needs and expectations.

3. Recommendations for addressing contribution bottlenecks: We proposed 5
different recommendations for overcoming the effects of the identified contribution bot-
tlenecks. They are based on the existing literature and address topics such as pack-
age abandonment identification, providing an informative package repository, recom-
mending contribution opportunities to qualified community members, limiting breaking
changes and motivating and encouraging community contributions.

4. Novel approach for actively distributing knowledge sharing the workload in
the ROS Ecosystem: We created the Tag Map Based Algorithm, a recommender
system that aims to find qualified members in Q&A platforms that have less partici-
pation than the most active users. The recommender system was applied to the ROS
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Ecosystem and succeeds in recommending qualified users but does not recommend less
active users.

1.6 Associated Publications

This work has produced the following publications:

• Estefó, P., Robbes, R., & Fabry, J. (2015, November). Code duplication in ROS
launchfiles. In 2015 34th International Conference of the Chilean Computer Science
Society (SCCC) (pp. 1-6). IEEE.7

• Estefo, P., Simmonds, J., Robbes, R., & Fabry, J. (2019). The robot operating system:
Package reuse and community dynamics. Journal of Systems and Software, 151, 226-
242.8

1.7 Outline of the thesis

The dissertation is structured as follows:

• Chapter 2: Robotics Middleware and The Robot Operating System, introduce the issues
in robotics programming and presents the concept of robotics middlewares and shows
examples of them.

• Chapter 3: Code Duplication in ROS Launch Files, presents a study on the code du-
plication of these ROS artifacts characterizing them in depth.

• Chapter 4: Field Study: Interviews and Survey, in which we report the results of the
study about ROS community dynamics and use of ROS.

• Chapter 5: Contribution Bottlenecks and Recommendations, as an outcome of the pre-
vious chapter it presents a set of bottlenecks in contribution and recommendations to
overcome their negative impacts.

• Chapter 6: Distributing Community Efforts in Knowledge Sharing Platforms: the case
of ROS Answers, shows the experience of building an expert recommendation system
for identifying qualified members of the community to answer a given question in Q&A
platforms.

• Chapter 7: Final Remarks and Future Work, summarizes the contributions, discusses
the objectives and the validation of the hypotheses, and projects the future work that
can be done from this dissertation.

78 citations up to March 24th 2023
857 citations up to March 24th 2023
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Chapter 2

Robotics Middleware and The Robot
Operating System

In this chapter, we present several Robotics Middleware as they arguably are the most com-
plex software engineering products that are used to face the challenges in Robotics. We will
present different middleware and give more detail about those that are most widely used.
We will then evaluate the use cases of these from the software engineering perspective.

2.1 Challenge of Robotics

Robotics is the discipline involved in the design, construction, and operation of robots and
its applications. Robotic systems are designed and built to pursue a specific goal, which is
achieved by the interaction and coordination of one or more robots and external systems with
the physical environment. Robotics relies on Electrical Engineering, Electronics Engineering,
Mechanical Engineering, and Computer Science [4]. The Computer Science perspective on
this field is called Robotics Programming, and is in charge of the software development of
the robotic system [8].

On the one hand, from the hardware perspective, a robot or a robotic device is composed of
a combination of sensors, actuators, and computers. Sensors are devices that obtain data from
the physical world. Actuators are devices that interact physically with the physical world.
Computers process data from sensors, control the actions of actuators, and communicate
with other computers in external systems.

On the other hand, from a software perspective, robot programming aims to develop the
optimal robot behavior that accomplishes the given goal. This robot behavior is determined
by the data flow from the sensors that is processed by the computer, generating a reaction
on the actuators. This process is typically bounded by a strong real-time response [9], but
the severity of this requirement varies from context to context of the application.

Robotic systems perform in different contexts such as industrial or home automation,
health care, military, emergencies, or tasks in human inaccessible areas [4]. An example
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Figure 2.1: Da Vinci Surgical System (Image Copyright c○ 2015 Intuitive Surgical, Inc.)

of the latter application is robotic-assisted surgery, e.g., the Da Vinci System1 shown in
Figure 2.1). This is an application that requires high precision of the different actuators of a
robot surgeon and a strict real-time response of the underlying system.

All the previously listed contexts of application impose particular constraints on the design
of the robotic systems. For example precision: the precision of the motors of one arm of the
Da Vinci System is much higher than the precision of an arm of a robot that moves pallets.
There is a large heterogeneity of hardware that causes challenges in three aspects:

1. Choosing the most appropriate hardware is not easy due to the variety of hardware
available. For example, there are many types of laser scans (two or three dimensions)
and different sensitivity ranges, among other characteristics, each of these useful for
different contexts.

2. There is a need for a deep understanding of the developer of the chosen hardware
component to be able to use it in an optimal way.

3. Once the developer knows how to use the component, she or he needs to know which
algorithms work for this piece of hardware and for the task to perform (e.g., navigation
or object recognition).

The final important challenge when programming robot systems is that the robot envi-
ronment is intrinsically unpredictable [10]. This uncertainty is present in each part of what
composes a robot: sensors, actuators, and software. Sensors are limited in what they can
perceive: there are physical limitations (e.g., resolution), they are subject to noise and they
can get damaged or broken. Actuators are subject to control noise and wear-and-tear, and
their parts are susceptible to mechanical damage. Finally, software uncertainty is based on
the uncertainty of models of the physical world. These models are, by definition, mistaken

1Da Vinci Surgery, www.davincisurgery.com
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versions of the physical world. Software models are also fed with data that comes from al-
gorithms that give approximate results, either due to real-time constraints or the intrinsic
complexity of the problem.

Summing up everything we mentioned before, robot programming is different from com-
puter programming due to the fact that robots are not only computers and this complexity
make them more intricate and challenging to program.

2.2 What is a Robotics Middleware?

The Middleware concept is defined by Bakken et al. [11] as follows:

“A class of software technologies designed to help manage the complexity and het-
erogeneity inherent in distributed systems. It is defined as a layer of software
above the operating system but below the application program that provides a com-
mon programming abstraction across a distributed system.”

A Robot middleware is hence an abstraction layer between the operating system and the
software applications, meant to manage the heterogeneity of the hardware, to support and
simplify the design and development of complex distributed robotic applications, reducing
its cost as a consequence [4].

According to the robotics middleware survey of Mohamed et al. [12], the requirements
that a middleware for robotics should fulfill are:

1. Simplifying the development process by providing high-level abstractions with simpli-
fied interfaces.

2. Supporting communications and interoperability between robot modules.
3. Providing efficient utilization of available resources to ensure real-time interaction be-

tween robot components.
4. Providing heterogeneity abstractions for software and hardware components hiding

their low-level complexity.
5. Supporting integration with other systems.
6. Offering often-needed robot services such as algorithms and basic robotic libraries.
7. Providing automatic resource discovery (e.g., external devices) and configuration.
8. Supporting embedded components and low-resource-devices.

Reasons for adopting the Middleware design in Robotics are given by Ceriani et al. [1]:

Modularization: The middleware also defines the structure of its modules and its in-
terfaces for communication between modules as well as with hardware resources and other
external systems. This component paradigm structure eases the maintainability and testa-
bility of each component, lowering the complexity of the whole application.

Portability: The middleware enables portability for robotics applications as it is placed
over the operating system (OS). Although the limit between the middleware and the OS is
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arbitrary. Applications built using it will use low-level resources through a strictly defined
common programming model.

Reliability and Testability: This layered architecture provides reliability and testability,
due to the middleware being tested separately and that libraries and applications developed
on top can also be tested in an isolated manner.

Besides the requirements that every robotics middleware satisfies, the design of each mid-
dleware defines the design of its modules and the applications that use it. Similar robotic
behaviors may have completely different implementations due to the use of a different mid-
dleware.

A considerable quantity of robotics middleware has been proposed. We list here all the
robotics middleware found in the middleware robotic surveys we are aware of [12, 1, 4, 13]:

1. Robot Operating System (ROS ) [14] defines itself as a “thin, message-based, peer-to-
peer” robotics middleware,

2. Miro [15] an object-oriented robotics middleware developed at the University of Ulm,
3. Microsoft Robotics Developer Studio (MRDS) [16] is an environment for the simulation

and control of robots in Windows,
4. Marie [17] (Mobile and Autonomous Robotics Integration Environment) was devel-

oped by the Mobile Robotics and Intelligent Systems Laboratory of the University of
Sherbrooke.

5. Coupled Layer Architecture for Robotic Autonomy (CLARAty)[18] developed by the
NASA for research on extra-planetary exploration

6. Orca [19] is a component-based framework designed by the IT R&D program of the
Ministry of Knowledge Economy of Korea

7. Yet Another Robot Platform (YARP) [20] is defined as a “set of libraries, protocols,
and tools to keep modules and devices cleanly decoupled” and it is developed as a
collaboration between the University of Geneva and the MIT

8. ERSP Software Development Kit [21] provides software for vision, navigation and sys-
tem development

9. OpenRTM [22] is a software platform that implements the RT middleware standard [23]
and is developed by the National Institute of Advanced Industrial Science and Technology-
Intelligent Systems Research Institute

10. Webots [24] allowing programming mobile robots through a package for robot simulation
(commercial) Player [25], developed at the University of Southern California, defined
as a “distributed device repository server” for robots, sensors, and actuators

11. Open Robot Control Software (OROCOS ) [26] is a real-time toolkit for developing
robotics applications with C++.

12. UPnP middleware [27] was developed by Korea Institute of Science and Technology to
utilize the Universal Plug and Play (UPnP) architecture for robot software integration
and ubiquitous robot control.

13. ASEBA [28] is an event-based middleware initially developed by the École Polytech-
nique Fédérale de Lausanne (EPFL), that supports distributed control and efficient
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resource utilization of multiprocessor robots.
14. The PEIS Kernel [29] is a middleware for ubiquitous robots and it is based on a col-

laborative research project between the Electronics and Telecommunications Research
Institute (ETRI), Korea, and The Centre for Applied Autonomous Sensor Systems,
Sweden.

15. The RSCA (Robot Software Communication Architecture) [30] is a QoS (Quality of
Service)-Aware middleware for networked service robots developed by Seoul National
University.

16. The AWARE platform [31] is a data-centric middleware for the integration of wireless
sensor networks and mobile robots developed by the University of Seville, Spain, and
the University of Stuttgart, Germany.

17. Sensory Data Processing Middleware [32] provides abstracted services for accessing
sensor information to support service mobile robots. It was developed at The University
of Tsukuba in Japan.

18. RoboFrame [33] is an object-oriented middleware written in C++ developed for lightweight
humanoid and wheeled robots.

2.3 Popular Middleware

After a revision of the projects in the previous list, the activity of their contributors, and
their most popular uses (number of contributors, the impact of projects that uses them, etc.),
we consider that OROCOS, Orca, MIRO, YARP and ROS are the most popular. We will
now present the first four, and the fifth will be developed in detail in Section 2.4.

2.3.1 OROCOS

The OROCOS [26] project started in 2000 as one of the first Open Source (LPGL) general-
purpose robot control software projects. It was designed to be extremely modular and flexible
and developed to run on any robotic device or computer platform. It was made to be
independent of commercial robot manufacturers but open to contributions from third parties
of the industry as long as they follow the open license. It provides software for kinematics,
dynamics, planning, sensing, and control. Its components can be added or removed from a
network and it offers its services through a language natural interface.

OROCOS defines four main C++ libraries as shown in Figure 2.2:

1. OROCOS Real-Time Toolkit (RTT) [34] provides an infrastructure and function-
alities to build robotics applications in C++. RTT allows components to execute on
real-time operating systems and offers real-time scripting, an API for component com-
munication, and XML configuration. An RTT component can be written to control
actuators or whole robots, or to capture and plot data flows from a sensor. They can
be configured online through set/get values and also offline through XML files.

2. OROCOS Components Library provides pre-built RTT components to be used out
of the box.

3. OROCOS Kinematics and Dynamics Library (KDL) is a library written in C++
which allows calculating kinematic chains: the mathematical model that describes the
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Figure 2.2: OROCOS Real Time Toolkit architecture [1]

mechanical system, in real-time. It provides a framework for modeling and computation
of kinematic chains, e.g., biomechanical human modes.

4. OROCOS Bayesian Filtering Library (BFL) [35] provides a framework for infer-
ence in Dynamic Bayesian Networks, i.e., “recursive information processing and estima-
tion algorithms based on Bayes’ rule, such as (Extended) Kalman Filters [36], Particle
Filters [37] (or Sequential Monte Carlo methods)” [35]. These algorithms are used in
real-time services or used in applications for kinematics or dynamics estimations.

The Autonomous Vehicle, MadeInGermany [38] developed by the AutoNOMOS Labs 2, is
an example of a complex application of a robotic behavior built on top of the OROCOS
middleware.

2.3.2 Orca

Orca [19] is an Open Source framework for developing component-based robotic systems.
It is a fork of the OROCOS project that took place in 2005 [39]. Its main goal is to en-
courage software reuse in robotics by defining and developing the building blocks that can
be assembled to construct robot systems. This diversity of building blocks should lead to a
wide variety of systems, from single vehicles to distributed sensor networks. Orca achieves
this goal by defining a set of interfaces, providing a high-level API for simplifying the use of
commonly-used libraries and maintaining a repository of components facilitating the reuse
of these. Orca also provides a battery of tools for easing component development. However,
they are optional when full access to the underlying communication engine and services is
required. The main difference with its parent project, OROCOS, is the replacement of its
communication engine. Orca replaced CORBA (Common Object Request Broker Architec-
ture) [40] with ICE (Internet Communication Engine) [41] a more modern and easier-to-use
framework.

Orca’s infrastructure is based on the IceGrid and IceStorm services and a set of common
2AutoNOMOS Labs, http://autonomos-labs.com/
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Figure 2.3: The MadeInGermany autonomous vehicle (Image Copyright c○ 2015 AutoNOMOS Labs)

components that can be extended or reused. IceGrid is a registry that provides a naming
service for components to find another one to interact with. IceStorm is an event service
that decouples message traffic between publisher and subscriber components. An Orca ap-
plication is then built by assembling components, which know each other through IceGrid
and communicate through IceStorm.

2.3.3 MIRO

MIRO [15] is an object-oriented middleware for robots developed by the University of Ulm.
Its main goal is to improve the software development process for mobile robots and enable
the interaction between robots and enterprise information systems. It is implemented using
the CORBA standard [40]. This standard enables inter-process and cross-platform inter-
operability for distributed robot control. The structure of MIRO can be divided in three
layers: the device layer provides object-oriented abstractions for sensors and actuators; the
service layer provides abstractions for devices via CORBA; and the class framework provides
common-used services such as self-localization, mapping, and path-planning, amongst others.
The layered architecture and the use of an object-oriented approach aim to make it a flexible
and extensible middleware for supporting new devices and services.

2.3.4 YARP

YARP (Yet Another Robot Platform) [20] is an open-source robotics middleware designed
especially for humanoid robots. Its first release was in 2002 as a joint effort between the
University of Geneva and the MIT. It is composed of a set of libraries for decoupled de-
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vices and processing communications. YARP supports incremental architecture evolution
by providing loose coupling between sensors, actuators, and processors. Communications in
YARP follow the Observer Pattern [42] using objects called Ports. An object Port delivers
data to any number of observers. Other ports are associated with different processes, which
might be distributed across different computers. A port allows a user code to receive inputs
or send its outputs from and to different processes using the appropriate protocol for the
communication context, e.g., TCP, UDP, or multicast. Ports can then be programmatically
connected at runtime. Connections are asynchronous and the default behavior is to maintain
stable streams of data, instead of ensuring that there is no loss. This is due to the type of
applications that need a constant flow of sensor data (e.g., image processing) in the context
of several processes consuming this data at different rates. YARP also abstracts the details of
the devices from the programs using them by defining common interfaces for device families.
The most popular robot running YARP is the iCub robot platform [43]. It is a complex
53 degree-of-freedom humanoid robot, and its development is part of a cooperative project
funded by a program of the European Union.

Figure 2.4: iCub robot platform. (Image Copyright c○ 2015 David Vernon)

2.4 Robot Operating System (ROS)

ROS is an Open-Source middleware presented in 2006 by Quigley et al. [14] from Stanford
University and Clearpath Robotics (formerly Willow Garage) 3. ROS is more than a middle-
ware as it also provides for hardware abstraction, commonly-used functionalities and package
management for easy code reuse.

A ROS application is modeled following the Publish-Subscribe architecture. A non-trivial
ROS application is thus represented as a computational graph. This graph is composed of
the following elements:

3Clearpath Robotics, https://clearpathrobotics.com/
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(a) Visualizing data from a PR2 Robot with RViz (Screenshot by Samarth Brahmbhatt)

(b) Simulating a Turtlebot Robot Behaviour
with Gazebo (Screenshot taken from ROS Answers)

(c) Visualizing a Navigation behaviour with rqt-
graph

Figure 2.5: ROS Tools
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Nodes are processes that perform a specific computation (e.g., read a laser, calculate a map,
control certain motors, etc.)

Topics are communication channels to which a node can publish on or subscribe to.

Messages are data structures sent from a node through a topic to any node subscribed to
it. They are described in a language-neutral interface definition language.

Parameter Server centralizes parameter definitions, so they are accessible from any node
in the network.

Master service provides name registration and lookup. Nodes communicate with the Mas-
ter service to be aware of both active nodes and their URLs as well as currently available
topics.

Services are used when synchronous interactions are needed between nodes. This follows the
client/server model and each server defines a pair of typed messages for communication:
one for the request and the other for the response.

This architecture favors a decoupled operation using names as a means of assembling nodes
into a complete system. It allows, for example, any proximity sensor to publish its readings
as a scan without knowing the nodes that are subscribed to its publishing topic. The sensor
can even be interchanged at run-time and all the subscribed nodes do not perceive major
differences, as long as the node of the new sensor keeps publishing on the same topic.

ROS speeds up programming robotic behavior by offering a rich set of libraries with
commonly-used robotic algorithms and ready-to-use components (e.g., the Point Cloud Li-
brary [44] and OpenCV [45]). In addition, ROS provides tools (see Figure 2.5) for assisting
development such as: RViz 4 for 3D Visualization, Gazebo5: a 3D simulator and the RQt6

tools family for debugging.

On their website, the ROS project lists 140 robots that can be programmed using this
middleware, classified by its kind:

• Mobile robots are automatic machines that are capable of translating themselves.
There are 56 mobile robots registered, where the classic example is the Turtlebot [46]
shown in Figure 2.6. Its first version is composed of a mobile base with a connected
gyroscope, a Kinect as a scan sensor, and a laptop running ROS. It is mostly used for
educational purposes.

• Manipulators are robots that allow users to manipulate materials or objects, thereby
avoiding direct contact by a human. The classic example is a robotic arm. There are
20 manipulators registered.

• Mobile manipulators are manipulators on a mobile platform. One of the biggest
projects of the 25 mobile manipulators registered and an iconic ROS project is the
PR2 [47] (see Figure 2.7 and Figure 2.5a). It is a platform for “researchers and devel-

4RViz, http://wiki.ros.org/rviz
5Gazebo Simulator, http://gazebosim.org/
6RQt Common Tools, http://wiki.ros.org/rqt_common_plugins
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Figure 2.6: Turtlebot V2 (Image Copyright c○ 2015 Open Source Robotics Foundation, Inc.)

opers to more quickly advance the state of the art in robotics” [48]. It is composed of a
mobile base, two articulated arms, and a head. The mobile base has a laser rangefinder,
and the head has a tilting laser rangefinder. Each arm has a gripper and a camera in
its forearm. In its head, it has three cameras, a LED texture projector, and a Microsoft
Kinect. Each component of the PR2 is controlled by a ROS package.

• Autonomous cars are regular cars that are autonomously driven. Three projects are
registered: Carla 7, ADAS 8 and RBCar 9.

• Social Robots are autonomous robots that interact and communicate with humans
or other autonomous physical agents by following social behaviors and rules attached
to their role. We found 4 robots under this category, as an example, there is the
QTRobot 10 project.

• Humanoid is a robot whose shape is built to resemble the human body. There are 9
humanoid robots registered.

• Unmanned Aerial Vehicle (UAV), popularly known as drone, is an aircraft without
a pilot aboard. There are 10 UAVs registered.

• Autonomous Underwater Vehicle (AUV) is a robot that translates itself under-
water without the necessity of input from an operator. There 3 UAVs registered.

• Unmanned Surface Vessel are vehicles that operate on the surface of the water
without a crew. There are 3 USVs registered.

• Others: There are 11 robots in this category, including the Lego EV3 and an au-
tonomous skid-steerer, amongst others.

7Carla Robot,https://robots.ros.org/carla/
8ADAS Development Vehicle Kit,https://robots.ros.org/adas-development-vehicle-kit/
9RBCar,https://robots.ros.org/rbcar/

10QTRobot,https://robots.ros.org/qtrobot/
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Figure 2.7: PR2: “Personal Robot 2” platform (Image Copyright c○ 2015 Willow Garage, Inc.)

The amount and variety of robots are a strong indication that ROS has standout advan-
tages for robot programming. In fact, a case study related to In-Hand Manipulation was
reported by Walck et al. [49]. They present the lessons learned in the integration of a soft-
ware architecture based on ROS within their HANDLE project. With the HANDLE [50],
the authors aim to generate knowledge on how humans manipulate objects with their hands
in order to replicate it for the development of grasping and other in-hand movements with
robotic anthropomorphic hands. Technically, they used ROS on a robotic system composed
of a Shadow 11 dexterous robotic hand with 5 fingers (24 degrees of freedom (DoF)) and the
Shadow 4 DoF biomorphic arm, coupled altogether with several external sensors for vision
and tactile systems. Their experience confirmed several features of this middleware:

• Multi-robot support: ROS is able to simultaneously handle several robots that can
be linked together in a single robot description.

• Large Libraries Availability: ROS users can use a wide variety of packages and
libraries to accelerate the development of their robotic behaviors. Walck et al. reused
perception libraries, a household objects database, the control, and real-time loop, and
the pick and place and arm navigation component. The arm navigation component
was complemented with the Orocos KDL (previously defined in Section 2.3.1). This is
an interesting case of re-usability and integration of ROS with components from other
middleware.

11Shadow Robot Company,http://www.shadowrobot.com/
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Additionally, the HANDLE project involved the combination and integration of over a
hundred components and packages of the ROS middleware [49, 51]. Although they report
having had issues using topics (scalability) and services (node blockage), they conclude to
have had success using the re-usability mechanisms in terms of flexibility, reconfigurability,
and interoperability.

ROS as a Software Ecosystem:

A widespread definition of Software Ecosystems as stated by Lungu et al. [52] is:

“A software ecosystem is a collection of software projects which are developed and
evolve together in the same environment.”

Considering the evaluation presented so far, we can make the following observations:

1. ROS applications are composed of interactions of several components grouped in the
form of packages

2. ROS packages usually make use of other packages, creating dependencies between them.
3. All these packages are subject to updates of the ROS middleware.
4. ROS packages hence evolve and coexist around ROS.

The aforementioned characteristics of ROS clearly fits Lungu’s definition of a Software
Ecosystem, and hence we can say that ROS is a Software Ecosystem.

The community in ROS has three main platforms for communication: ROS Answers12 and
ROS Discourse13 and ROSCon14.ROS Answers is a Question & Answers platform similar to
the well-known StackOverflow platform, it is comprised of more than 103K users and 67K
questions (58% of them are marked as “answered”)15. ROS Discourse is an online forum that
hosts discussions about the present state and the evolution of ROS, its core, its packages, and
the community. It has more than 8.3K users and 63.2K posts. ROSCon is a conference held
in different countries16 every year, in the year 2022 it had 801 attendees from 38 countries.
Unlike the two first communication channels that are virtual, ROSCon is face-to-face.

2.5 Open Issues and Final Remarks on Robotics
Middleware

Although Robotics Middleware has actually accelerated robotic projects by re-using shared
expertise and encouraging collaboration, several issues remain unaddressed while other new
problems have arisen.

Among the new issues for robot programming, there are the barriers to entry for utilization
of robotics middleware in complex robotic projects. These barriers refer to the time, effort,

12ROS Answers, http://answers.ros.org
13ROS Discourse, https://discourse.ros.org
14ROSCon, https://roscon.ros.org
15All the numbers given in this paragraph were observed by October 24th of 2022
16Except in the 2020 and 2021 editions in which due to the COVID pandemic the conference was virtual
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and knowledge that a new user needs for achieving the desired robotic behavior. There are
several barriers to entry, for example, customizing configuration files, choosing the appropri-
ate parameter that optimizes a certain algorithm, creating a virtual robot model geometry,
etc. More in detail: non-trivial robotics applications rely on software components from sev-
eral domains of robotics, which most of the time imply various degrees of customization and
optimization. Choosing the right parameters that best fit the task at hand then involves
expert human input that exceeds the capacity of one sole person.

This situation represents an emerging challenge for Robot Agnostic Middleware [53], due
to the loss of the necessary critical mass of collaborators for healthy development. Such large,
complex, and research-borderline meta-projects rely on the sum of the efforts of hundreds or
thousands of developers and researchers. Reducing the barriers to entry favors collaborations
and enhancements on the available software resources provided by the middleware.

Favoring the accessibility of robotic development will speed up its innovation, in the end.

The success of using middleware for the support of robotic projects is revealed by the
emergence of many middleware as we presented in Section 2.2. Developers and researchers
then need to compare different middleware and decide which one fits better their projects’
needs. Middleware have been traditionally compared from the perspective of their users,
looking at features and performance, which is adequate for projects that operate in short time
scales [54]. However, robotics middleware typically grows in size, features, and technologies
involved, in essence growing together with robotics research. These hence need to be analyzed
from the software evolution perspective as well. For instance, upgrades in the framework (or
middleware) have no effect for developers in the short term, but they do in the long term [55].
This is due to the time needed to invest in development not directly related to the robotic
application but in the use of the bindings to the middleware.

As previously said, the architecture of the middleware deeply impacts the way that any
application using it is built. Moreover, Ceriani et al. [1] clearly point out in their survey:

“Middleware is not only a set of libraries and APIs for specific applications. It rep-
resents a way of thinking about the software, which will be designed and developed
on a specific middleware, that defines the foundation for a complete application ”

The concept of Robotics Middleware has proven to be a successful model for accelerating
the development of complex robotic projects due to its hardware abstractions, communica-
tions facilities, and ready-to-use components, libraries, and dedicated tools. This success
has opened new challenges for robotics middleware developers, such as the barriers to entry
problems, which slow down the innovation and improvements in this area. The long-term
vision in the development of a robotics middleware is fundamental for its future as a reliable
alternative for robotic projects.
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Chapter 3

Code Duplication in ROS Launch Files

In this chapter, we deal with the problem of intra-package code duplication in a particular
software artifact of the Robot Operating System: the launch files. These files are in charge
of launching several processes and communication between them to achieve certain robot
behavior. This chapter is structured as follows: in Section 3.1 we present the motivation of
this study, later we present the technical aspects of ROS, and introduce the Launch Files
(Sections 3.3, 3.4). The methodology of this study is presented in Section 3.5. In the following
sections 3.6, 3.7, 3.8, 3.9, 3.10 the five research questions are discussed and answered. Finally,
we recapitulate and compare some existing work in Section 3.2, and present our conclusions
in Section 3.12. This chapter is mainly based on the work of the article Code duplication in
ROS launch files [56].

3.1 Motivation

Our experience developing robotic applications using ROS has been, in some measure, a
bumpy road. We have faced many difficulties and cumbersome situations that make us think
about the quality of ROS as software.

At the time of this investigation, there were few studies of the ROS code, even with the
big impact that this problem can impact on robotics R&D worldwide A low code quality of
ROS can favor error propagation, hamper evolution and increase maintenance effort which
outcome in a waste of time and effort among the community affecting the ecosystem’s health.

An example of bad code quality is the discovery from a personal experience: Using a PR2
robot [47] (see Figure 2.7) we failed to launch the teleoperation program. We reviewed the
different launch files of the package pr2_teleop_general 1, responsible for teleoperation of
the PR2.

Inspecting the launch files we arrived with the case of two of them were 28 lines long files
and only had two lines that were different. After a further review, we discovered that this

1pr2_teleop_general package - ROS Wiki, http://wiki.ros.org/pr2_teleop_general
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was not an isolated case. We found several other cases of code duplication in the 7 launch
files, with on average almost 13 duplicate lines.

In addition to this particular experience, the report of the BMW company [57] talks about
problems managing their launch files for different vehicles involved in automated driving
projects. These two experiences motivate a study of code duplication, as it is a popular
criterion for assessing software quality.

It is very common that developers copy and then paste a piece of source code for software
reuse [58]. The copied snippet can be edited afterward or not. In any case, this portion of
the source code is called a clone [59]. The practice of using code clones is based on several
situations such as lack of a mechanism in the programming language to abstract parts of
code [60], a programmer’s lack of understanding of the system [61] and time limits [62]. One
of the main consequences there is that this practice can be enabling bug propagation [63]
or design flaws [64], which increases maintenance costs and impacts negatively on evolution.
Detecting code clones is a recommended first step for reducing these potential negative reper-
cussions [65, 58]. And not only in source code artifacts but also in configuration files (such
as launch files) that according to García et al. [66] they are often reused.

In the following, we present the investigation of the presence of code duplication (code
clones type-1) activity in the aforementioned software artifact that is driven by these five
research questions:

RQ1 What are the artifacts normally used to build robotics applications with ROS?
RQ2 To what extent do ROS packages have code clones in the ROS launch files?
RQ3 What are the characteristics of the clones in such packages?
RQ4 What is cloned in launch files with duplicated code?
RQ5 What is the impact of code clone presence?

3.2 Related Work

We have not found any other studies on code clone analysis in the ROS middleware nor
on robotic applications using ROS. The closest relation is the work of Walck et al. [49]
that evaluates ROS from another software engineering criteria: re-usability, by presenting an
experience of developing robotic projects using ROS. The paper reports a case study of using
ROS for implementing an in-hand manipulation robotic behavior. The authors highlight the
re-usability capability of ROS due to its flexibility, interoperability, and reconfigurability.
Work by Coleman et al. [53] studied the barriers to entry for developing robotic applications
by reporting a case study of using the MoveIt! framework2, an open-source tool for mobile
manipulation in ROS. They point out that an important barrier to entry is finding the
parameters that better fit certain algorithms of hardware components. This is related to our
work because parameters are one of the most frequently copied kinds of data in launch files.
Richards et al. [67] discuss the impact of the middleware on the software quality of robot
control systems and report the development. FINROC: a robotic middleware that aims to

2MoveIt! framework, http://moveit.ros.org/
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improve maintainability by providing optional APIs, refactoring code into reusable libraries,
and separate framework-independent software.

From the Software Ecosystem’s perspective, the work of Kolak et al. [3] exposes a complete
analysis of the growth of the ROS Ecosystem. They found that although the number of new
contributors and end users is increasing, the number of packages available grows at a slower
rate, concluding that people tend more to reuse packages than to create new ones. They also
found that collaboration is more common in special interest groups than between distinct
individuals. Pichler et al. [68] studied the quality of ROS packages and their dependencies.
They found that high-quality ROS packages tend to have more activity in their GitHub
repositories: a high number of Pull Requests and Issues. They also report that high-quality
ROS packages tend to depend on packages of the same quality standards.

3.3 ROS Internals

Technically, the ROS consists in its core stack (e.g., roscore: the main process that coor-
dinates nodes and topics, and catkin the build system), dedicated tools (e.g., RViz for 3D
visualization, and rqt_graph for active nodes and topics visualization) and third-party ROS
packages.

ROS packages are a fundamental entity in the ROS Ecosystem. A ROS package represents
a specific robotics feature to be reused by other, often more complex, packages. They are
constituted by different and diverse types of files: source code of the nodes, build files,
message, and service type definitions, documentation files, robot configuration files, XML files
for launching several nodes (called launch files, discussed in Section 3.4) and the mandatory
package.xml definition file.

ROS packages are meant to be developed, primarily, in C++ or Python (the tutori-
als of ROS are available in those programming languages). However, ROS provides bind-
ings to allow to use of different programming languages, such as Java (ROSJava) [69], Lisp
(ROSLisp) [70], and Smalltalk (PhaROS) [71].

3.4 ROS Launch files

A common robotics program developed with ROS is composed of many nodes interconnected
by many topics. Instead of launching the application starting node by node manually, ROS
provides a particular format to describe the launching of several nodes and its parameters:
ROS launch files. In them they are described which nodes are being deployed, in which
system, and with the parameters for its configuration. A launch configuration file is a file in
XML syntax with the .launch extension.

We have a snippet at 3.1 which is part of a launch file. In the second line, the launch file
sets the launch of turtlesim_node node. This is a node defined in the turtlesim package
and it is given the name sim. The third line sets the parameters publish_frequency with the
type double and a value of 10.0. This parameter can be then accessed by the turtlesim_-
node and it is also available for any other node that is launched afterward. Finally, an
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Listing 3.1: ROS launch file example taken from ROS Tutorials and modified.
1 <launch>
2 <node pkg="tu r t l e s im " type="turt les im_node " name="sim" />
3 <param name="publ i sh_frequency " type="double " value ="10.0" />
4 <inc lude f i l e ="$ ( f i nd other−pkg )/ path/ tu r t l ebo t−spec . xml" />
5 </launch>

external launch file is included in the current launch file. This means that all the nodes,
parameters, and even other included files declared in the file turtlebot-spec.xml from the
other-pkg package are included as if they were defined in this code.

3.5 Methodology

In this section, we present the methodology used to answer the research questions.

3.5.1 Software artifacts characterization

To answer the first research question we did a semi-automatic (following the idea of Robles et
al. [72]). In their study, they propose a set of heuristics for categorizing software artifacts in
Open Source projects. They rely on matching the kind of file with the extension of the file.
Although it is not mandatory, the convention is to name files using the appropriate extension
for each file. For example, a file whose name ends in .c is highly likely to be a source code file
of a program written in the C language, a file that ends in .launch will correspond to a ROS
launch file. When a file does not have an extension there are naming conventions used to
define the kind of file. For example, README or LICENSE files are known to be documentation
files and the license of the project respectively.

3.5.2 Code Clone definition

In this investigation of the code quality of the ROS ecosystem, we performed a clone analysis
on ROS launch files. Our focus was on detecting the presence of type-1 clones among launch
files belonging to the same package. We excluded type-2 or type-3 because, as launch files
are configuration files: identifiers do matter. Despite other software artifacts (like source
code), and as an example, in launch files we may define two different nodes using the same
syntax structure (identifier, topic identifiers, arguments, etc.) and that should not be a
case of a code clone. We also focused on intra-package code clones due to the finding that
motivated the study. It would be very interesting to study inter-package code clones but that
is out of the scope of this chapter. From this study, we cannot extrapolate the results to other
software artifacts like the source code. Different approaches and tools should be used for that
purpose. The experiment was performed completely using the Moose Platform [73], which
provides several tools for software analysis such as an XML Parser, a basic text-based Clone
Detector, a Clone Visualization Tool, and a Visualization engine for rapid results evaluation.
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Other popular tools such as Nicad 3, CloneDR 4 and CCFinder 5 were evaluated, but the
advantages of interconnected tools of Moose were more useful than the advanced features of
the mentioned clone detection tools.

In all packages, we compared all pairs of launch files belonging to the package. We set
a threshold to define what was going to be considered a clone to reduce noise. The sizes of
launch files have, as its distribution, an average of 21.4 lines and a median of 13 lines. After
a manual empirical revision, we set the threshold for considering a clon pair : a pair of launch
files are considered as a clone pair if they have at least 7 identical lines in common. During
the development of the experiment and its findings, this arbitrary number was enough for our
purposes. The results actually confirmed that it was a conservative number as with loosened
thresholds we would have arrived at the same answers for the research questions.

3.5.3 Metrics for Code Clone Study

For answering RQ2 we make use of the overlap [74] metric. This is a measure of similarity
in a clone pair. let La be the set with lines of a launch file and the operator |La| the number
of lines in a launch file, then the overlap operator is defined as follows:

overlap(La, Lb) =
|La ∩ Lb|
|La ∪ Lb|

∈ [0, 1]

This means that the more lines two launch files have in common, the greater their overlap
measure is which can be interpreted as that these two launch files are more similar.

Next, for answering RQ3 we wanted to understand better how the launch file code frag-
ments are. To do that we studied in depth a subset of packages with 7 or more clone pairs.
In order to prioritize the packages to study, we relied upon three metrics:

1. average overlap: between clone pairs (defined before).
2. the proportion of launch files in clone pairs versus all the clones defined in that package

(including those which do not belong to any clone pair). A high value implies that
many launch files are involved in clone duplication cases, and a lower value means that
only a few launch files have code clones.

3. clone cohesion: it refers to groups of launch files that have many clone relationships
between the different files, and it is calculated as the ratio between the number of clones
and a number of launch files involved in clone pairs. The higher this ratio is, the higher
the chance to find shared clone fragments between launch files.

The chosen packages are listed in the Table 3.2.
3Nicad Clone Detector, http://www.txl.ca/nicaddownload.html
4Clone Doctor, http://www.semdesigns.com/products/clone/
5CCFinder, http://www.ccfinder.net/ccfinderx.html
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3.5.4 Data

On the 25th of March 2015, there were 1672 ROS packages registered on the official ROS web-
site (http://www.ros.org/browse/list.php). 87% of the packages are hosted on Github 6,
8 packages on Bitbucket 7 and 176 of them do not report any hosting site. For our study,
our sample considers all of the 469 GitHub repositories, containing 1560 ROS packages with
47796 files totaling 1.73 GB.

Relative to the presence of launch files in the packages, from all 1560 packages, 1027
(65.83%) defined no launch files. The rest (533) contained 2650 launch files, half of these
packages define only one launch file. We also identified 160 packages that are for templating
or testing purposes and were ignored. In terms of distribution, the vast majority (80.39%)
defines up to 5 launch files, 96 packages (18.01%) define between 6 and 20 launch files. There
are two outliers (0.43%). The first one, cob_bringup, collects all the scripts, launch files and
dependencies to boot the Care-O-bot8 (59 launch files). The second outlier is jsk_pcl_ros
which provides programs for object recognition, it contains 72 launch files.

Category Number %
of files

Source C++ 6238 13.1
Code C 5722 12.0

Python 3524 7.4
Lisp 1250 2.6
JavaScript 375 0.8
Bash 298 0.6
Java 257 0.5
Others (eg. ruby, qt ) 889 1.8
Total 18553 38.8

ROS Launch files 2810 5.9
Related Others 2757 5.7

Package definition 1671 3.5
Message definition 1237 2.6
Xacro 668 1.4
Service definition 574 1.2
Robot Structure 530 1.1
Total 10258 21.46

Documentation 4538 9.5
Build files 3677 7.7
3D Modelling 2926 6.1
Pictures 2333 4.9
Project metadata 1073 2.2
Non-categorized 4438 9.28

Table 3.1: Categorization of files per use

6Github, http://www.github.com
7Bitbucket, http://www.bitbucket.com
8Care-O-bot robot, http://www.care-o-bot-4.de/
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3.6 RQ1: What are the artifacts normally used to build
robotics applications with ROS?

We applied the methodology of Robles et al. [72] for characterizing the software artifacts
found in ROS packages. The result of this characterization is depicted in Table 3.1.

As seen in the table, C/C++ and Python are the predominant programming languages
in ROS packages. They cover 32.5% of the files. A second main category is ROS-related
files (27.6%) which comprises from launch files (5.9%), package.xml file definitions (3.5%)
to message definitions (2.6%). This group is followed by Documentation (9.5%) and 3D
Modeling files (6.1%). The latter is required for simulation and robot object perception
tasks.

The amount of non-categorized files could not be reduced because of the high variety of
extensions (481), the most frequent extensions in this category had no more than 20 files and
462 extensions had 10 files or less.

Table 3.1 exposes a high diversity both in file types and technologies involved in the
implementation of robotics software. This implies that the ROS middleware works with
a wide variety of tools that manage different types of files for different uses. The ROS
Ecosystem presents a high heterogeneity, which represents a challenge for its study and
understanding.
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Figure 3.1: Clone distribution among packages

27



Similarity of Launchfiles in Packages with less than 7 clones
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Figure 3.2: How similar are the launch files in packages with few clones.

3.7 RQ2: To what extent do ROS packages have code
duplication in the ROS launch files?

Of the 1560 packages, 533 contain a launch file. 38% of these define only one launch file,
41% between 2 and 5 and 20% more than 5 launch files. We focused on intra-package code
duplication, ergo, our target was 61% of the packages that contained more than one launch
file: 330 packages. Of those 330 packages, 40% (133 packages) have clones. Considering the
latter 133 packages, 110 of those (82.7%) contain 6 or fewer clones (see Figure 3.1): almost
a half of packages have one clone (49.62%) and 21.23% of packages have two or three clones
among their launch files.

Moreover, the packages that have less than 6 clones, present high similarity (on average)
considering the launch files involved in these clone pairs

Figure 3.2 shows the frequency of packages with a certain similarity (on average) between
their launch files (that belong to a clone pair).

The majority of the packages with clones have a similarity of 45% or more, which means
that it is not rare that developers reuse important code snippets in launch files or in some
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Figure 3.3: Packages with more than 7 clones

cases they copy&paste the whole file and edit certain lines.

Overall, 2/5 of packages present the results of certain code duplication activity. And in
a considerable amount of cases, any launch file contains half (or more) of the lines of code
from another launch file in the same package.

3.8 RQ3: What are the characteristics of the clones in
such packages?

As we stated in the methodology (Section 3.5.3) we made use of three metrics for an in-depth
study. Those three metrics are visualized in Figure 3.3 for the 23 packages that have at least
7 clones, this amount ensures the presence of at least 5 launch files in clone pairs. Big circles
show packages with an important portion of their launch files involved in copy-and-paste
activities. Packages away from the origin and approximately equidistant from both axes
represent cases of several launch files that share big portions of code repeated in all of them
with minor differences.

We performed a manual revision considering all the metrics aforementioned, we prioritized
the 10 packages that are more relevant cases to study in depth. These packages are presented
in Table 3.2.

Figure 3.4 shows how many launch files in the packages are involved in clone pairs. (h) and
(e) are two packages that have more than 10 launch files and all of them present clones.
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Figure 3.4: Proportion of Launch files with clones per package, ordered by proportion of
number of launch files with clones.
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(j) contains a vast amount of launch files and over 86% of them present clones. (g) presents
a lower proportion of launch files with clones, but as mentioned in Section 3.4, its amount of
launch files is far further than the average and the number of launch files involved in clones
and their cohesion are both high.

Figure 3.5 depicts what portion of the launch files with clones is the portion of code that
is shared, on average. In (a) , (b) , (c) , (d) and (e) nearly 50% of the size of the launch
files is covered by clone fragments. This means that a big portion of the whole launch file
is identical to another launch file. For (a) , (d) and (e) , which are packages with high
code cohesion of the clones, the duplicated code snippet could be shared with minor changes
between many launch files. The other packages vary from 21% to 35% of cloned code, which
is clearly a non-negligible portion.

From these 10 packages, we learned that there are two types of clone use. The first is
where almost all the involved launch files have some code duplication but this is a small
portion of the whole file (e.g., (j) and (h) ). The second is where there are fewer clone cases
but the cloned fragment represents a big proportion of the whole file, this means that the
launch files can be described as one common code fragment with minor differences from file
to file (e.g., (b) and (c) ). (e) does not belong to either kind of clone use, it is one big group
of launch files where each one is highly similar to almost all of the other launch files. This is
one big code fragment repeated all over the launch files in its package.

3.9 RQ4: What is cloned in launch files with duplicated
code?

Another question for us was to realize what kind of code is being cloned more frequently, and
what kind of instructions are more commonly shared among cloned launch files. This can be
done since the ROS Launch File XML format defines several tags, hence we can determine
which tags are cloned the most. Arguably the most common tags are:

• Node: Specifies a node to be launched and the package where it is defined.
• Include: Specifies the path to another launch file whose tags will be imported.
• Remap: Allows to remap names, binding internal arguments defined in a node with

others defined in the current launch file.
• Env : Sets values for environment variables that are valid under the scope of a node,

launch file or certain machine.
• Param: Defines a single parameter to be set in the pool of global parameters (available

for all running nodes).
• Rosparam: Allows massive parameter definition by importing them from an external

YAML-formatted file or export current parameters to a file.
• Arg : Permits to abstract certain variables, delegating the concrete value to be set

afterwards. This tag is meant to make launch files more abstract, favoring reusability
through include.

We counted all the instances when the tags were cloned for each clone pair belonging to
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Figure 3.6: Which tags are cloned more often per package

the 10 prioritized packages. This is shown in Figure 3.6. We can see that there is no clear
pattern of tag clone frequency among packages. For instance package (j) has many Param and
Remap tag clones, however for (g) Include and Arg are usually cloned. Package (h) presents
a regular amount of clones in all tags except for Remap and Rosparam . There was no use
of the Env tag in the launch files under analysis. Param and Arg are used for similar cases:
parameters are values that are used by nodes, and, arguments are given to nodes, hence, if
we count them as a whole, we can see that their appearance in clone fragments is transversal
to every package.

3.10 RQ5: What is the impact of code clone presence?

It is known that the presence of code clones refers to bad code quality. Although, their
negative consequences can only be seen through the light of the evolution of the clones and
the files in which they are present.

In order to establish the negative consequences of code clone presence in the prioritized
packages (Table 3.2) we manually reviewed the history of selected launch files from them that
have clones. We checked their commits on GitHub, looking for cross-changing situations, this
is, when a change in a clone needs to be propagated among the involved launch files. We
define four categories of such situations:

Value tweaking Hardware replacement or changes in test or deployment scenarios are
common situations that involve changes in parameter values. These cases often impact tags
belonging to clones yielding cross-changes situations where several launch files have to be
updated. This was observed in packages (f) , (b) , (a) , (j) .
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Changes in the file system Several value tweaking cases were related to modifications of
the directory structure of packages. When this happens, all files referenced in include, arg
or rosparam tags have to be updated. This situation was particularly recurrent in package
(a) where the directory names were changed.

Package replacement In order to launch a node, its package name needs to be specified in
the node tag. If a package is replaced or renamed, all references to it must be correspondingly
changed. As an example, package (j) was affected by the renaming of the rtabmap package to
rtabmap_ros. This required a change of all node tags referencing rtabmap in 8 launch files.
It is important to say that this is not a rare situation, for instance, for example, the migration
guide9 from ROS Groovy to ROS Hydro points to the separation of the Stage package into
two specific packages. This required all references from launch files to be modified.

Non-mutant clones We also observed several cases of groups of parameters or arguments
that initially change but after some commits remain untouched. It appears that once stabi-
lized, they become proven settings that are copied over to new launch files forming clones,
accordingly generating potential cross-change cases. A further study needs to be executed in
order to know if this is a common characteristic of ROS launch file clones.

3.11 Threats to Validity

For this study, we considered only type-1 clones and ignored the cases of type-2 or type-3.
We may have found more cases of code snippets if we had considered those other two types.
However, as we studied ROS configuration files, which rely on identifiers, these would have
been ignored by an analysis based on type-2 and type-3, as these focus on syntax-related
code snippets. Two code snippets in launch files can be very similar from a type-2 prism
but they can describe two very different networks of topics and nodes: both have the same
syntax but different identifiers (e.g., topics and nodes’ names). Nevertheless, this is only
valid because of the kind of software artifact we studied: launch files. In case we studied
source code such as C++ or Python code, clones type-2 and type-3 should be considered.
In such a situation, it would be very interesting to search for these kinds of code clones and
many studies performed on source code in other ecosystems could be applied.

We manually chose the 10 more interesting packages for the in-depth study as we needed to
prioritize in order to find meaningful data for getting insights about the nature of duplication
activities in ROS launch files. We may have used another criterion for choosing them as, for
example, the top 10 most popular for users or the ones with more lines of code, or those with
more dependencies to other packages, etc. We found important and non-trivial aspects of the
code cloning activity in these artifacts following our customized criteria. Additional insights
could be found following different criteria. An interesting endeavor would be to research code
clones from an inter-package perspective. We focuses only on intra-package code clones as
that was the nature of our motivational case. Our point of view could be enriched with this
other perspective that may give interesting complementary findings.

9Migration Guide to ROSHydro,http://wiki.ros.org/hydro/Migration#Stage
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3.12 Conclusion

In this chapter, we show a first analysis of the ecosystem of the ROS robotics middleware
focused on the presence of code clones in ROS launch files; configuration files that enable the
setup and deployment of several robot processes at once.

We stated five research questions related to understanding better the use of these files and
the code duplication activity involved in their development.

Answering the first question we found that ROS is a heterogeneous ecosystem in terms of
the high variety of software artifacts that have to be used to develop robotics software. Ergo,
ROS developers have to master different tools, languages, and technologies for their daily
work. In this variety, this work focuses on code duplication of ROS launch files. Additional
dedicated studies are needed to gather insights regarding source code duplication.

Second, from the packages that contained launch files, we saw that the majority (61%)
define more than one launch file. We looked into the intra-package launch file code duplication
and we found that 40% of them have clones: half of the packages have one clone. We studied
the similarity of files involved in cases of code duplication they have; over 45% similarity: we
can conclude that it is not rare that ROS developers copy&paste the whole file and edit a
few lines.

In third place, we used 3 metrics to prioritize 10 packages that have at least 7 clones. We
found that certain packages have more than 10 launch files and all of them contain clones.
In other cases, we found that 5 packages have clones that represent half of their launch files.
We also found cases of packages in which the same copied code fragment is present in many
launch files with minor differences.

The four research question is related to the content that is actually being duplicated in
the code clones. We did not find a clear pattern of tag repetition among code clones in
different packages. In some cases, the tag Param is repeated and in others the tag Arg is
more common.

In the last question, we characterized the cases in which there was a cross-changing situa-
tion due to changes in the duplicated clones. Value Tweaking such as hardware replacements
or changes in test scenarios are common cases that trigger the propagation of changes in
launch files that share a significant portion of identical code. Also, Changes in the file system
and Package replacement were found to be typical cases of cross-changing situations. The
fourth case is related to duplicated code that changed and after some commits, they started
to stabilize: usually proven settings that need to be used in many launch files.

Finally, despite the identification of cross-changing situations, we set as future work to
validate how frequent and harmful is the impact of these situations in the evolution of affected
packages and the ROS ecosystem as a whole. In addition to that, it would be very interesting
to observe how users and contributors face the aforementioned cases, how they manage the
consequences, and if they have found any techniques to avoid them.

This initial study on the ROS ecosystem motivates a further and in-depth analysis of it.
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Chapter 4

Understanding the Collaboration
Dynamics of the ROS Ecosystem

In this chapter, we present the field study we conducted in order to obtain a better under-
standing of how people use ROS and what are their main issues using it. We also focused
on discovering the collaboration dynamics in the ROS community. The field study is di-
vided into three studies: a qualitative study via interviews and a focus group activity, and a
quantitative study through an online open survey. We present the results of the field study
reviewing the experience of using ROS: Package Reuse Experience, Integrating a package,
Package Reuse Failure. We also show how users look for help and the way ROS users con-
tribute to the ecosystem. This chapter is based on the work of the article The robot operating
system: Package reuse and community dynamics [75].

4.1 Methodology

The methodology is a field study that is divided in three phases: interviews, a focus group
and a survey to ROS users.

4.1.1 Interview Study

We started a study interviewing 19 developers that use ROS for their projects. The objective
was to detect aspects of discomfort in their experience using ROS. The questionnaire (Annex
A) covered a wide range of aspects of their developer experience: interviewees’ background,
general opinion regarding ROS, the perceived learning curve, particular or remarkable ex-
periences using ROS, their knowledge about the available communication mechanisms that
ROS provides, knowledge regarding the use of ROS artifacts and the roles of developers in
their particular robotics projects.

We interviewed 19 developers and scientists from Chile and France working on robotics
projects. Each interview was performed in person and on average the duration was one hour,
and the period of the interviews was in Chile between March to August of 2016 and in France
from September to November of 2016. Seven of the interviewees in Chile belong to a robotics
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laboratory at the University of Chile, the rest of the interviewees are located in different
laboratories in France. None of the interviewees is a maintainer of a ROS package.

The interviews were recorded and then transcribed. The process was using an open coding
process of these transcriptions analyzing 4075 sentences using 2673 primary codes and 1195
secondary codes from a universe of 257 possible codes. The codes emerged during the coding
process. Using groups of related codes we summarize the data into memos that contain
relevant parts of the interview for a given topic.

The outcomes from this study motivated the research questions: RQ1) What difficulties
do users encounter when reusing ROS packages? RQ2) How do users contribute to the ROS
ecosystem? and RQ3) What are the main contribution bottlenecks in the ROS ecosystem?

4.1.2 Focus Group Activity

We also performed a small focus group recruiting 4 participants from the Mechanical and
Electrical Engineering department of the University of Chile who had varied experience in
using ROS. The activity was driven by the feedback obtained in the interviews, specifically,
it was oriented to the following topics: Package reusability, Package abandonment, and
Community bottlenecks. The activity lasted 3 hours and was placed in June 2017. The focus
group was also recorded and manually transcribed. There were subtopics that emerged from
it: Expectations about packages, Debugging, Package Configuration, Abandoned Packages,
Community Interactions, and Causes of missed contribution opportunities. We wrote a memo
for each subtopic.

4.1.3 Survey study

In order to answer the research questions we carried out an open online survey of ROS
users. We used the Survey Monkey survey platform. We invited the interviewees to take
the survey via e-mail, and also made an open invitation to participate in a post published
in ROS Discourse, shared on Twitter, and through ROS-related mailing lists. We obtained
119 responses up to August 21, 2017. The survey was voluntary and all the responses were
treated anonymously. The majority of the participants were affiliated with a university (58%),
followed by institutions in the private sector (24%), and lastly research centers (13%).

The survey consisted of 22 questions (Annex B) regarding three research questions. They
can be grouped into 5 parts. The first part was about demographic information, background
in robotics, level of ROS experience, and background in Software Engineering. The second
part was related to their experience reusing ROS packages, the degree of dependence on
packages, and the degree of familiarity with abandoned packages. The third part delves into
the subject of package abandonment asking for reasons for package reuse failure. The fourth
part asked about contribution activities: types of contributions made by the participants
and the obstacles that they may have encountered when contributing. We asked also about
their participation in the support systems (e.g., ROS Answers, ROS Wiki, mailing lists).
Finally, we asked the reasons why a participant chose not to answer a question posted by a
community member, e.g., on ROS Answers or Stack Overflow.
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Table 4.1: Distribution of participants by level of experience using ROS.

User Type # Interviewees # Survey participants
Beginner 3 (16%) 31 (26%)
Intermediate 9 (47%) 39 (33%)
Advanced 7 (37%) 40 (41%)
Total 19 (100%) 119 (100%)

4.2 Results

In this section, we contrast the findings from the interviews with the survey results. Each
interviewee has been assigned a numerical id and a level of experience with ROS: Beginner
(Beg), Intermediate (Int) and Advanced (Adv). Beginners have up to 1 year of experience
using ROS and/or use the basic features. Intermediate users have up to 3 years of experi-
ence and have used more advanced ROS features. Advanced users have 4 or more years of
experience and/or have written packages from scratch. Their needs are more complex and
they may have contacted package authors to solve their issues. Survey participants were
classified by their amount of experience using ROS. The distribution of participants is shown
in Table 4.1.

4.2.1 Package Reuse Experience

When developing a new feature, developers make use of existing packages to fully or partially
fulfill that feature. The wide availability of packages to reuse is agreed upon among the
interviewees as one of the main reasons for the success and popularity of ROS. Almost all
of the surveyed participants have tried to reuse at least one community-maintained package
(95%) and have dependencies on them (92%). From them, half of the participants have some
or major dependencies which makes them sensitive to changes in those packages.

When a suitable package is found the next step for integration is to test it. This involves
downloading, compiling, installing, configuring, launching, and monitoring the execution of
the package. It is important to note that the integration phase is prone to fail: of the surveyed
participants, 71% of them have reported it. In this situation, users tend to look for help using
the knowledge from the ROS community.

This process of searching for a package and integrating it is a repeated cycle until the
desired behavior is achieved or there is a technical incompatibility in the integration of the
package. The interviewee I17, who is an advanced user, expands on this point.

We had a deadline some weeks ago. We [decided to] use ROS Control to move
the robot around and we couldn’t understand what was happening. Even now
we don’t get why we got this weird issue. The robot was so jerky so we wanted
to stop it. [...] We looked at the code many times and just couldn’t get it. And
then we said: OK, let’s forget about ROS Control, but a week before the deadline
we rebuilt everything and it worked. (I17,Adv)
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4.2.2 Integrating a package

The package integration process is described below. First, the package needs to be downloaded
via apt-get (in Debian-based OS’) or cloning the repository. Second, the package needs to be
installed, automatically via apt-get or using catkin1, the default ROS building tool. Once
it is installed, the next steps are the configuration process and launched : parameters, nodes,
device identifiers and/or topic names must be set in order to properly launch it. Lastly, the
user starts monitoring the behavior of the software by looking at the data flow, and nodes’
statuses, among others, deciding whether the installed package responds as expected or if it
needs to be reconfigured or avoided.

4.2.3 Why do users fail when reusing packages?

Around 74% of the surveyed participants that have tried to reuse 3rd party ROS packages
report that they failed to do so (84 out of 113 participants). In the survey, we asked the
participants about the reasons why they failed to reuse a package. We grouped the answers
into 9 reasons from the responses given in the interviews. The list seems to cover all the
reasons as only 4 responses were “Other reason”. Five of the reasons were selected by at least
a quarter of the surveyed participants:

1. “The package was for an outdated ROS distribution” (71%): Both Beginners (83%) and
Advanced users (74%) selected this reason. For Beginners , due to lack of experience,
they may not know that a package was outdated. In the case of Advanced users , they
need more specific features that may not be implemented by active packages. Finally,
in Intermediate users (59%), we think that they are more aware than Beginners about
outdated packages, but unlike Advanced users , their needs are more standard.

2. “I could not figure out how to use it (lack of documentation)” (56%): As we expected,
this reason was picked more by Beginners (61%) and Intermediate users (70%) than by
Advanced users (44%). Since the documentation is needed by less experienced users,
Advanced users can manage better without documentation by using other artifacts
(e.g., launch files, robot and world geometric modeling files, etc.) Note that the third
responsibility of a package maintainer, according to community practices2, is to “mon-
itor and update package documentation”. This result uncovers an important barrier to
package reuse in ROS.

3. “There was a bug that prevented the package from working properly” (50%): Advanced
users (59%) were more affected than Beginners (33%) and Intermediate users (48%).
This could be explained as they use to work in more complex projects and depend
on more packages. For specific features, there may not be a direct replacement for
these buggy packages. As Mens [76] says, coming across buggy packages decreases the
confidence in the ecosystem.

4. “I did not succeed in configuring the package for my use case (launch files, etc.)” (34%):
Half of Intermediate users (52%) and a third of Beginners (33%) were affected by this
reason. Configuring launch files requires deep knowledge of the robot being used and
also how the package works. It is a tough task that documentation or pre-configured

1Catkin, ROS Wiki: 2015. http://wiki.ros.org/catkin.
2Maintenance Guide, ROS Wiki: 2017. http://wiki.ros.org/MaintenanceGuide#Responsibilities_

of_a_Maintainer.
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launch files can help to handle. We think that this is more frequent in Intermediate
user because they start to face more complex projects and are not as experienced as
Advanced users which were not as affected by this reason (28%).

5. “I could not install the package” (38%): The core packages are normally easy to install
using apt-get. However, less popular and more specific packages usually need to be
manually installed and built. Although fewer participants were affected by this reason,
a third of Intermediate users (30%) and Advanced users (33%) reported this reason. A
documented installation process is fundamental when considering a new package.

The other reasons for failing to install a package were: 6) “The package is not compatible
with my particular hardware” (20%); 7) “The package was for a newer version of ROS, mine
is older” (18%); 8) “The package had performance issues” (18%), and 9) “I asked for help but
could not find it.” (14%).

4.2.4 Looking for help

As is common in software development, users look for help online contacting more experienced
users and looking for already existing solutions for their problems on Q&A websites. Our
interviewees are no exception. Also, they consult for artifacts made by the community such
as wiki pages and/or tutorials. Users also tend to contact package developers. The 4 sources
for online support preferred by the survey participants are: ROS Answers (85%), ROS Wiki
(79%), GitHub (59%), and Interaction with Maintainers (29%). They are discussed below.

� ROS Answers

Searching Usually, ROS users tend to look for information regarding an issue through
search engines. And posts from ROS Answers are one of the first links found. It is the
first source of information for the majority of surveyed participants (85%). Beginners and
Intermediate user look for installation/configuration guidance, clarification, and for code
snippets. On the other hand, Advanced users besides looking for more specific issues, also
participate in providing answers or moderating discussions. Two out of the seven Advanced
users declared not to use ROS Answers very often due to particular problems that may not
be already posted in the platform.

I look for the issues in GitHub. Sometimes I search on Google first and then go to
issues in GitHub. I never go to ROS Answers, I never found anything useful there.
If searching does not return links to ROS Answers, I never go there. I don’t think
that I found something useful there. Maybe it is because [the packages] that I’m
using are on GitHub, but not in actual ROS releases. (I18,Adv)

Asking 18 of the 19 interviewees pointed out that in case of failing to reuse ROS packages,
they use to fix it by themselves. In case of no solution is found, they ask colleagues for help.
The very last option is to post a new question on ROS Answers. Our survey shows that the
three main reasons why users evade asking new questions are: 1) 52% of Beginners think
their questions are too specific, this percentage drops to 36% for Intermediate users and
Advanced users ; 2) 33% of the Beginner and Intermediate users think that their questions
are a misunderstanding on their part (only 14% of Advanced users reported this reason); and
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3) 32% of Beginner , 24% Advanced users and 15% Intermediate users think that it takes too
much effort to write a full question. Other reasons include the presence of private/sensitive
data that cannot be shared according to institutional policy, and long response times:

On ROS Answers there was a question from 2012 that was exactly what I was
looking for, but no one had answered it. (I5,Beg)

Answering Questions on ROS Answers are usually answered by experienced users and
specialists in certain robotics domains. Such users expect well-written questions and all the
information/artifacts needed to provide a suitable answer. They also expect that the user
who asked is available for further discussion or follow-up of the answer.

By November 19th of 2021, 62,441 questions have been posted to ROS Answers , of which
59.6% have been answered. An additional 2,575 questions have been tagged with the ROS
label on Stack Overflow (50.9% answered). The answered/asked ratio for ROS Answers
shows that it has an effective channel for finding help. Note however that this ratio is around
10% lower than that of popular communities on Stack Overflow : Python, Ruby-on-rails, and
the R programming language all exceed an answer rate of 70%3.

These are the main reasons why surveyed participants refuse to answer questions in ROS
Answers : 1) lack of time (64%); 2) answering a question properly requires further interaction
with people, to clear up the misunderstanding and ask for additional data/feedback (27%);
3) the setup data needed to replicate an issue is not available (23%); and 4) the hardware
needed to replicate an issue is not available (20%). A minority of the participants claimed
that they do not feel confident enough in their answers and/or think that another person
would be able to give a better answer.

� ROS Wiki

Searching The ROS Wiki is the main source of documentation and our interviewees consult
it regardless of their level of experience with ROS. Surveyed respondents think that every
package must document their features on the ROS Wiki , including current development
status and any API specifications, configuration guide, and troubleshooting guide for common
problems.

Creating and Editing pages As each package should have a ROS Wiki page, it should
be created and updated by the package maintainer4. None of our interviewees maintains a
public ROS package nor mentioned having edited existing ROS Wiki pages. Also surveyed
participants rarely update or add missing documentation (only 25% do). Editing documen-
tation is 10 percentage points below the next most popular form of contributing: submitting
a new feature (36%).

� GitHub

Searching for Code Examples A minority of Advanced users claimed that looking for
code snippets is an important part of their workflow:

3Answer rate in Stack Overflow as of November 19th of 2021: Python 71%, Ruby-on-rails 73.4%, R 73.8%
4ROS Package Documentation Guidelines: 2016. http://wiki.ros.org/PackageDocumentation.
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[One of the main strengths of ROS in my opinion is] the support – the vast
quantity of examples you can find: it’s amazing. I haven’t seen that in any other
framework for robotics. You just search on Google and you find examples. There
is always someone who has already done it [and shared it] (I3,Adv)

Users often look for code snippets that show how to use a package, find useful parameters,
or build workarounds. However, examples could be outdated and could be not relevant which
is the case for abandoned packages.

Interacting with Maintainers through the Issue Tracker As Advanced interviews
face more complex or particular issues, they avoid using ROS Answers . They interact directly
with package maintainers through the package repository Issue Tracker.

Private Communication with Maintainers

In some cases, it is inevitable to contact the package maintainer directly. This way the
communication can avoid revealing sensitive information in public channels. The quote below
shows this behavior.

If not I would just ask. Sometimes I don’t like to ask directly in the GitHub page.
When I want to ask someone I email directly to the authors. I feel weird exposing
myself by publishing things publicly. (I14,Int)

4.2.5 How do users contribute to the ROS ecosystem

According to our survey, contributions can be sorted by (descending) frequency: Bug Reports,
Q&A in ROS Answers, Bug Fixes, Feature requests & submissions, Documentation updates
& additions.

Bug Reports Bug reports are published using the Issue Tracker in the corresponding
repository. This type of contribution is common regardless of the level of ROS experience
but more frequent in Advanced users (77%) and Intermediate users (67%). It is considered
a contribution because it benefits the package maintainer to have feedback about their work.
Fixes, reported bugs or errors will benefit the whole community improving the health of the
ecosystem.

Q&A in ROS Answers Contributions on this Q&A platform are mostly guided by Ad-
vanced users (Answering: 68%, Asking: 66%) rather than less experienced users. More than
half of the Intermediate users (63%) ask new questions but only 26% claim to have answered
a question. Of half of Beginners who had contributed, one-third of them had posted or
answered a question.

Bug Fixes 76% of Advanced and 67% Intermediate users indicated that they submit bug
fixes. Like bug reports, bug fixes directly benefit the package maintainer and indirectly
benefit all the package users.
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Feature requests & submissions These contributions are also handled through the Issue
Tracker of the GitHub repository. Feature requests are valuable feedback on the users’ needs
regarding the use of the package, Feature submissions correspond to the implementation of
new features that need to be reviewed by the package user. While both are done by non-
beginners, for the first, around 46% is done by Advanced users and 40% by Intermediate
users , for the second half of Advanced users claimed to have submitted new features and
only 19% for Intermediate users .

Documentation updates & additions Updates or additions to package documentation
are mostly made by Advanced users (updating: 37%, adding: 32%). This contribution
benefits directly the potential users of the package but also the maintainers since it removes
part of the burden of documenting the package.

4.3 Limitations of this study

Regarding the qualitative study, there was a restricted number of interviewees and from only
two countries (Chile and France). This is due to the difficulty in getting access to interview
participants. Consequently, this part of the study cannot be generalized. In order to remedy
this, we conducted an open online survey over a broader audience from the ROS community.
The survey was responded to by participants from a variety of countries and backgrounds.

Our interviewees were all scientists. Other ROS users (e.g., practitioners in industry,
students/teachers, hobbyists) may have different motivations, needs, and interests. Thus, it
is possible that different profiles face different difficulties and experiences using ROS that
would open up different findings. However, a significant proportion of surveyed participants
(25%) were from the private sector. We compared the distribution of answers between sci-
entists and non-scientists and they seem to be quite similar. While non-scientists may face
different issues, they also struggle with the problems previously mentioned such as Package
Abandonment.

Internal bias is present in the analysis of the transcription as the coding process was
conducted by only me. In order to increase the reliability of the findings, I got feedback from
my advisors on the coding process during meetings. This was done by checking the tags
assigned to random sentences in the corpus. The summaries of the transcripts into memos
were done collaboratively by my advisors and me.

Additional interviews, focus groups, and large-scale surveys are needed in order to increase
the confidence in the findings of this study and be able to propose a stronger generalization.

4.4 Conclusions

In this chapter we presented the outcomes from two qualitative and one quantitative study
to answer three research questions: RQ1) What difficulties do users encounter when reusing
ROS packages? RQ2) How do users contribute to the ROS ecosystem? and RQ3) What are
the main contribution bottlenecks in the ROS ecosystem?. The first consisted of interviews
with 19 developers and scientist that are users of ROS. The second one, a focus group of 4
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participants all of them undergrad students and also ROS users. The third is an online open
survey that was answered by 119 individuals.

We found that the availability of packages to reuse is the major comparative advantage of
ROS among its competitors with 95% of our surveyed participants having used at least one
package maintained by the community. Despite, this high dependency of users to 3rd party
packages, 74% of the responses claim that they have failed trying to reuse such packages.
The main reasons are outdated packages and lack of documentation.

Regarding contributions, they are done mostly by Intermediate and Advanced users . we
found that users contribute through several channels: the website ROS Answers for posting
questions and answers (sometimes with code snippets, configuration examples, etc.), GitHub
for feature requests, feature submissions (40% of Advanced and Intermediate users) and bug
fixes (over 75% of Advanced users), and finally ROS Wiki for documentation contributions
(mostly Advanced users).

The third research question will be answered in depth in the next chapter, in which the
Contribution Bottlenecks are presented and recommendations to overcome them.
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Chapter 5

Contribution Bottlenecks and
Recommendations

Contributions among members of a software ecosystem are the basic dynamic for a healthy
software ecosystem. As we previously introduced, in this chapter we aim to answer the third
research question: What are the main contribution bottlenecks in the ROS ecosystem? In
the first part of this chapter, we present a series of bottlenecks in contribution identified in
the interviews and that were validated in the survey. We also delve into the most critical
bottleneck: Package Abandonment. In the second part, we propose 5 recommendations to
overcome the previously discussed bottlenecks. In the second part of the chapter, we present 5
recommendations based on current studies to overcome such bottlenecks. This chapter is also
based on the work of the article The robot operating system: Package reuse and community
dynamics [75].

5.1 Bottlenecks in Contribution

In this section, we present the 5 identified bottlenecks in contribution.

B1. Lack Of Time. This bottleneck is definitely the most frequent bottleneck voted by
our surveyed participants. More than half of them (59%) indicated this bottleneck as a
reason for not contributing. Lack of time holds up any kind of contribution mentioned in
the previous chapter. As an example, the interviewee I13 claimed not to have contributed in
answering questions:

And what I should have done and didn’t do was to reply to those who had those
problems. I could do it, but at the time I was trying to develop something else
so I forgot about it. (I13,Adv)

B2. Package Abandonment. This bottleneck occurs when a public 3rd party package is
not maintained anymore or the package maintainer is indefinitely unavailable. This situation
implies that any contribution to the package will not be reviewed nor integrated. It is
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acknowledged by 90% of survey participants, and 63% of them claim to have experienced
it regularly. The following quote, from an Advanced user , presents the case of an outdated
package in which build-files had to be updated to the, by then, new building tool (catkin)
to make it compatible with current ROS versions.

It’s common that you find a package and it’s only compatible with ROS Fuerte
and the only way to make it compatible with newer versions is to catkinize it.
But the student who made it finished his thesis and left the package as it is
[, abandoned]. They [, the community,] could make a “foster home” for these
packages, so that they can be maintained. (I4,Adv)

Community Managers are in charge of sharing knowledge regarding the contribution chan-
nels, and quality assurance guidelines as well as lowering barriers to entry that would hinder
the possibility of contributions. The next three bottlenecks are related to their work.

B3. Lack of confidence in the value/quality of a contribution. 26% of the surveyed
participants acknowledge having been in this situation. Mostly Beginners and Intermediate
users hesitate to contribute because they are not sure of the correctness, quality, or value of
their contribution.

It’s contradictory because I like the information from there, but normally when I
know the answers I don’t really contribute. I am not sure If I know how to answer
properly [...], so normally I don’t really contribute. (I14,Int)

B4. The contribution could be too specific to my problem, domain, hardware, or
research problem. Intermediate users and Advanced users think that the artifacts they
work on may not be useful to be shared due to their specificity of them. This bottleneck is
acknowledged by 31% of surveyed participants and impacts directly the availability of bug
reports, bug-fixes.

I have made my own packages but I have never published them. Because they
are specific to my work, like, for example: we use multiple motors to control the
humanoid robot [, for] those motors we made our own packages. They were very
specific to our robots. (I10,Int)

B5. Workflow is unknown or not clear. A minority (14%) of surveyed participants
claim not to have a clear understanding of how to share their contributions because the
workflow is unknown.

Many developers don’t follow REPs1. This means that they create artifacts in
one way, and others do so in different way. This should be more uniform, but it
is fine because people create what they want and they contribute it. This is one
of the reasons why I didn’t wanted to share my code: I write it [(the code)] in
my own way, which is not the proper way to share it. I then switched focus to
another project or task, and left it as is. (I4,Adv)

1A ROS Enhancement Proposal (REP) is the official documentation of architectural and design decisions
for the ROS middleware: 2000. http://www.ros.org/reps/rep-0000.html.
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Steinmacher et al. [77] talk about the importance of this issue due its impacts on the
willingness to collaborate by the community members. It also represents a big barrier to
entry for newcomers. The ROS Wiki provides insights about how to contribute2. We are
not sure if our surveyed participants and interviewees were informed about the availability
of this documentation.

5.2 Package Abandonment

We have seen that this bottleneck is caused, in the robotics domain, by at least two phenom-
ena. First, the development of some packages is the result of an investigation or a side product
of research. After the robotics student has obtained the academic degree the development of
the package is left unattended. Second, when a developer starts working on a package and
leaves it unfinished to start working on another one which may not be a replacement for the
first.

This situation is reported by 90% of surveyed participants and for 63% it is a common
issue. For Intermediate users and Advanced users this bottleneck occurs from “very often”
to “all the time”, presumably because their use of 3rd party packages is more common than
Beginners . The interviewee I17 describes this situation using the popular framework MoveIt,
headlining not only the package abandonment barrier but also the lack of time:

For example there is a package in MoveIt that is very popular. And a lot of people
wanted to add some fixes because they were a lot of issues. All the people that
were maintaining the package were like “gone”. So there is now only one [devel-
oper], I guess, who is maintaining this package that everybody needs but nobody
is really interested in maintaining. These are the strengths and the weaknesses
to being open source, I guess. (I17,Adv)

5.2.1 Impact on Package Reuse and Contribution Dynamics

We consider package abandonment to be a major issue. More than 92% of surveyed users
depend on packages from the community. Half of Advanced users and Intermediate users
depend moderately to highly on 3rd party packages. Hence, ROS users do rely on external
packages to fulfill their projects. Moreover, it is important to highlight the high numbers
related to failing to reuse also they acknowledged that they were dealing with an abandonment
package. An Intermediate user who participated in the focus group claims that the scope
of debugging doesn’t reach the ROS infrastructure: “[the debugging process starts] assuming
that the bug is hidden somewhere in your own code” — I22,Int. This reflects the high confidence
in external ROS packages which can make the debugging process difficult in case of reusing
a buggy abandoned package.

We identified 3 ways in which the phenomenon of Package Abandonment threatens the
trust in reusing 3rd party ROS packages:

2Get Involved, ROS Wiki: 2017. http://wiki.ros.org/Get%20Involved.

47

http://wiki.ros.org/Get%20Involved


1. Abandoned packages weaken the ROS ecosystem reliability While reusing ROS
packages is common in the workflow of ROS users, several interviewees mentioned that search-
ing for packages can be time-consuming.

So most of the time I look for something people have already made. I feel like
I lose a lot of time searching a lot of things, trying packages that are, like, not
working anymore. They were made for old versions of ROS, like Fuerte, but they
are not working for Indigo or Kinetic. Then you update the package yourself,
but if you don’t have any documentation about the internals of the package, you
don’t necessarily know where to change stuff. You can lose a lot of time trying
to use other packages. (I18,Adv)

Users can spend a significant amount of time installing a package, configuring it, and
understanding how to integrate it and then be disappointed when finding that the package
is not being maintained anymore.

2. We cannot foresee which packages are abandoned When searching for packages
to reuse users do not know how to filter out abandoned packages. They lose time before
realizing the status of the package. Although there exists an effort to list such packages3
users seem not to be aware of it. Is important to mention that the list is not exhaustive,
there are still abandoned packages that may have not been reported.

3. A missing maintainer cuts off contribution flows When the maintainers are
missing there are many common contributions that cannot be used by the community. Bug
reports are ignored and documentation contributions cannot be added. In other contributions
that take more effort such as bug fixes or feature contributions, the pull requests are not
reviewed. This represents a waste of time for contributors who already claim to not contribute
as much because of lack of time. Advanced users who tend to clarify more advanced or
specific questions with maintainers do not have any responses to them. Lastly, questions in
ROS Answers regarding such packages will remain unanswered. In summary, the absence of
a maintainer creates a bottleneck in the evolution of a package, cutting off the contribution
flow.

Not receiving an answer is a strong barrier for contributors, which may demotivate them
and make them refrain from contributing [78]. This severely harms the contribution dynamics
of the ecosystem, which is a fundamental form of interaction in open-source communities.
Moreover, it is reported as a common barrier for peripheral contributors [79]: it ultimately
threatens the health of the ROS community and its growth.

5.2.2 How do users handle these threats today?

Even in the case of encountering an abandoned package, users need to continue the develop-
ment of their projects. Our interviewees reported two main workarounds to deal with this
scenario.

The first workaround is to make a useful piece of code to be ROS-compatible. This process
3ROS Orphaned Packages: 2021. http://wiki.ros.org/OrphanedPackage.
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is denominated ROS-ify and it is to wrap a reusable piece of software: a library, application, or
an entire middleware. The wrapped software is converted into a ROS node that can “live” and
interact with other nodes in a ROS application. Interviewees I17,Advand I18,Adv commented
about having wrapped the OROCOS [26] robotic middleware after several attempts to use
the official ros_control package4 . These kinds of workarounds that, accordingly to our
interviewees, are not rare, are not suitable in the long term.

The second workaround is to fork the repository of the abandoned package and adapt it
without the supervision of an absent maintainer. Although this solution can be valuable for
users who need to reuse, adapt or extend an abandoned package, its further maintenance is
not guaranteed. Hence this solution is worthy individually but not for the ecosystem as a
whole.

As we aforementioned, these two workarounds do not address the problem properly in
terms of helping the ecosystem. The abandoned package is still there and new users will
suffer the mentioned issues in reusing that package or contributing to it. Although the
problem may be solved individually problems of duplicated effort can occur by many users
scratching-their-itches with zero impact on the ecosystem’s health.

New collaboration strategies are needed to better communicate with users and collabo-
rators for the sake to do the work of the absent maintainer. This is intended to benefit a
healthy evolution of abandoned packages in the ROS ecosystem.

5.3 Recommendations for overcoming contribution
bottlenecks

In the following we present in depth 5 recommendations for overcoming the previously de-
scribed bottlenecks in contribution.

5.3.1 Recommendation 1: Identify and Predict Abandoned
Packages

Even though package reusability is the most valued advantage of ROS, 74% of our surveyed
participants report to have failed reusing it. In many cases it was because of trying to
reuse an abandoned package. Users waste an important amount of time before realizing that
situation. Currently the ROS community has no methods to identify an abandoned package
or predict when a package will stop being maintained. Encountering abandoned packages
makes the ecosystem less reliable.

The only way that a ROS user has to know if a package is abandoned is to review the
list of Orphaned Packages5. This is a list of packages that are no longer being maintained.
The list is updated by volunteers or the same maintainers of those packages letting know to
the community that those packages will not be maintained in the future. This list may be

4ros_control - ROS Wiki: 2021. http://wiki.ros.org/ros_control.
5Orphaned Packages, ROS Wiki : 2021. http://wiki.ros.org/OrphanedPackage.
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not updated nor be complete. As the ROS’ Maintenance Guidelines6, the maintainer is the
person in charge of updating the state of the package. But in the case that the maintainer
is already gone, it might not have updated the status so the community does not know that
the package was abandoned.

Automation seems to be a reasonable solution in a community with members who lack of
time or have doubts related to the workflow to notify the community about a package being
abandoned. An automated approach does not suffer from those bottlenecks and, by mining
software repositories may provide some support. There are examples using heuristics based
on the (in)activity of a package development: (e.g., number of commits last week, number of
forks or pull requests) [80, 81], activity in the bug tracker or mailing lists, new contributors
joining [82] or release frequency.

A community that acknowledges its abandoned packages can take action about it. It first
should warn possible users about the status of such packages so they do not lose their time
trying to make it work. Maintainers of packages that depend on abandoned packages should
be warned too so they may find replacements for them or fork the repository to adapt it with
minimal work and make it possible to keep using it. Although the last solution solves the
problem for an individual, the situation may occur to other developers duplicating efforts
in the ecosystem. This can be managed by communicating about this minimal maintenance
even if the package user does not want to be the responsible one for the package evolution.
In the second step, the community can make an open call for adopters of that package. This
approach is done by communities like WordPress or Jenkins [83], they put an adopt-me tag
on a package list web page. The community will know which packages need a maintainer or
an urgent maintenance task that may benefit the whole ecosystem. In the case that there is
no interest in maintaining such package, the community may provide a list of replacements
for that dependency.

Another possibility to overcome this problem is to predict when a package is going to
be abandoned: how probable is it that the development of a package will stop or that the
contributions to this package will not be processed anymore? Several works [81, 84, 80, 85]
agree in that the threshold of 1 year of inactivity is enough to be considered abandoned. This
means that any attempt to predict the probability of abandonment can be achieved after one
year. Coelho et al. proposed an approach for identifying abandoned projects in Github [82]
that goes beyond using a threshold: an abandoned package may have little development
activity. They classified projects using machine learning models, specifically, using random
forest classifiers. The sample is relatively small (127 projects) and they obtained a precision of
80% and recall of 96%. They also, reusing their methods, provided a metric for abandonment
prediction called Level of Maintenance Activity (LMA).

Related to the approach based on heuristics there is a vast amount of studies: Constanti-
nou et al. empirically studied developer retention in the RubyGem and NPM ecosystems [86].
They found that both weak commit intensity and a long period of inactivity in committing
are associated to a high probability of abandonment within an ecosystem. Coelho et al. sur-
veyed the maintainers of over a hundred of projects on GitHub in order to study the reasons

6Orphaned Packages, ROS Wiki : 2017. http://wiki.ros.org/MaintenanceGuide#Role_of_a_
Maintainer.
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for failure [85]. Note that this relates to our work since each ROS package is a project in the
ROS ecosystem. The following are reasons that Coelho et al. confirmed as causes for project
failure on GitHub: the project became functionally obsolete, the main contributor does not
have enough time to work on the project or was no longer interested in the project. These
heuristics should be taken into account for any predictor of abandoned packages.

5.3.2 Recommendation 2: Provide an Informative Package
Repository

Mature and popular ecosystems such as LATEX document engine or programming languages
as R or JavaScript rely on an informative and complete catalog of available packages to reuse:
CTAN7, CRAN8 and NPM9, respectively. In there, users can obtain information about the
features of the package, the repository, its dependencies, installation and configuration guide-
lines, the contact of the maintainer, and the development status, among other information.
ROS users may need more information such as troubleshooting experiences, performance
benchmarks, hardware compatibility, or alternative packages. Some of the previous informa-
tion can be obtained from other users on Q&A websites. As a consequence, users are more
informed about the packages they need to reuse, their real availability, and usage guidelines
in order to include them as a dependency in their projects.

The ROS community has two main sources of information about available packages. The
first one is ROS Index 10, a community-maintained package index catalog. This effort covers
many of the features previously mentioned: a list of repositories and the packages available
in it, package description, the ROS distribution compatibility of the package, the version, the
maintainer, the package dependencies, tutorials, and questions in ROS Answers tagged with
the name of the package, among other characteristics. Many of the information fields come
from an XML Package Manifest file filled by the maintainer except the related questions that
are automated.

The second repository of package information is ROS Wiki . Packages are manually indexed
on the ROS Wiki by redacting a dedicated page for a package. Although this task is,
according to the guidelines, filled by the maintainer, users may update/correct the content of
the page. Guidelines refer to documenting a package when possible before release but there
are no standards for the minimum completeness and quality of this documentation.

As we have shown, both repositories of package information are manually updated, thus
the level of completeness and accuracy of the information depends on the effort of individuals.
This means that they are at risk of being outdated. For instance, abandoned packages are
expected that maintainers do not update the documentation. Such packages may still appear
as “active” when they are not.

Automation seems to be the way to go when considering the commented bottlenecks: lack
of time, knowledge of contribution workflow, and package abandonment. A mechanism of

7CTAN: Comprehensive TeX Archive Network: 2021. https://www.ctan.org.
8The Comprehensive R Archive Network: 2021. https://cran.r-project.org.
9NPM - NodeJS Package Manager: 2021. https://www.npmjs.com.

10ROS Index: 2021. https://rosindex.github.io.

51

https://www.ctan.org
https://cran.r-project.org
https://www.npmjs.com
https://rosindex.github.io


detecting or predicting abandoned packages would show this information in the ROS Index
catalog warning potential users of an abandoned package not to rely on it. Storey et al.
propose an approach of using a bot [87] for assisting in testing, support, and documentation.
Regarding quality and completeness of documentation, automating its measurement [88]
would invite contributors to improve them. These actions would help to improve the quality
of currently available information provided in the package catalog facilitating the decision
of reusing a package [89]. Moreover, sporadic contributors would be aware of contribution
opportunities lowering common barriers of contribution [79]. Finally, showing the activity of
packages, updates, and enhancements attracts new users and contributors [90]. Solutions like
the aforementioned are necessary as it is rare that ROS client applications usually depend
on the core stack of ROS and not on the packages maintained by the community [3]. Such
an approach would help on promoting the use of 3rd party ROS packages considering their
wide diversity.

5.3.3 Recommendation 3: Recommend contribution opportunities
to qualified community members

Recommender Systems in Software Engineering are useful to provide information from large,
heterogeneous, and complex data that could not be done by individuals [91]. A recommender
system may find members of a community that are more suitable for making certain contri-
butions to the ecosystem [92]. For instance, it could identify experts to answer a particular
question in ROS Answers or owners of an expensive robot could replicate an existing bug as-
sociated with the hardware. Choosing the appropriate recommender system depends on the
particular data set to work with [5]. For example, studies of expert finding in StackOverflow
are based on Collaborative Filtering methods, but they may be not applicable for a smaller
community as ROS Answers with 37 thousand of questions answered, vs StackOverflow : 31
million of answers: such methods are not directly reusable. We propose to use a hybrid
approach: Content-Boosted Collaborative Filtering [93]. This mechanism complements the
Collaborative Filtering (CF) approach with Content Based (CB) methods. The CF approach
may use the user activity to model the willingness to collaborate and participate in answering
a question. The CB would benefit from a rich vocabulary gathered from the terminology of
the variety of disciplines under robotics, hardware names (robots, actuators, sensors, etc.),
and software artifacts (package names, software technologies, type of files, etc.) The ROS
community is comparatively smaller than other communities which makes the cold start
problem a little bit more difficult to address due to the scarcity of information.

Another example of the use of a recommender system is to find qualified contributors to
address a fragment of a normal contribution (e.g., bug fixes, bug reports, update documen-
tation, new feature requests, etc.) into smaller micro-tasks. Such fragmented tasks would
cost less time and effort reducing barriers for contributors. As an example, a bug report
and bug fix would be fragmented into verifying the completeness of the report, reproducing
the bug, identifying affected modules, proposing a fix, reproducing the bug with the fix, and
integrating the fix. Each one of those micro-tasks is much more manageable and easy to
address than the whole task of reporting and fixing the bug itself. A system like an issue
tracker may track the status of the contribution, estimation of effort of a micro-task, and
level of completeness of the contribution and let the users vote for the integration of such
contribution.
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Such mechanisms directly address the bottlenecks B1, B2, B3 and B4, in the following
ways:

B1. Lack of Time: As time is scarce, recommendation engines can reduce the time of
members of the community to a minimum. In the case of Expert Recommendation Systems,
users do not need to waste time looking for someone qualified to answer their questions. On
the other side, experts do not need to look for knowledge contributions, a pre-selected set of
questions are suggested because they are suitable for their expertise. In the same way, micro-
tasks can be suggested and notified in order to invite peripheral contributors and One-Time
Contributors 11 by lowering their barriers for contribution [79].

B2. Package Abandonment: Through the idea of micro-tasks, the community could keep a
minimum of maintenance of an abandoned package. Such tasks are smaller and cost less effort,
they can be suggested by a recommender system to qualified members of the community to
address them.

B3. Lack of confidence in the value or quality of the contribution: Experts will be aware
of the value of a possible contribution by being suggested as answerers of an unanswered
question in ROS Answers .

B4. The contribution could be too specific to my problem, domain, hardware, or research
problem: Developers realize that they can contribute to a specific problem, domain, hardware,
or research problem because they are actively asked to contribute to an issue or unanswered
question with that specificity.

These mechanisms may partially address the bottleneck B5. The workflow is unknown or
not clear in the way that a contribution suggestion can remind or teach the Contribution
Policies (e.g., how to contribute guidelines). This can ease the possibility of future contri-
butions. In the long-term, effective implementation of such recommendation mechanisms
may increase the truck factor in packages and knowledge and encourage new contributors or
maintainers for packages that are necessary for a healthy growth of the ROS ecosystem [94].

5.3.4 Recommendation 4: Limit breaking changes

The ROS ecosystem has experienced several cases of breaking changes that have had a signif-
icant impact on the community. An example of this is the upgrade of the ROS distribution
ROS Groovy to ROS Hydro where the build system was changed from ros build to catkin.
This situation, reported by I4 meant that all abandoned packages were immediately outdated.

Another situation occurred in the release of ROS Kinetic where there were changes in the
API of the build system and other core functions in the middleware which had to be updated
by the maintainers. As a result, one-third of the packages available in the previous release
(ROS Jade) were not compatible with ROS Kinetic.

By the time this investigation was carried on, another potentially large breaking change
would occur with the introduction of ROS2, a complete reengineering of ROS written from

11A peripheral contributor who has had exactly one code contribution (i.e. a patch) accepted in that
project” [79]
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scratch. This new version of the middleware was motivated due to the need for new use
cases (e.g., collective of robots, small embedded systems) and new quality constraints (e.g.,
real-time systems, secure communication mechanisms) that were not available in ROS1. As
the website pointed out “ROS 2 will be built as a parallel set of packages that can be in-
stalled alongside and inter-operate with ROS 1” 12. Nonetheless, retro-compatibility was not
guaranteed 13.

[You can use ros1_bridge for making use of not-yet-ported ROS1 packages] but
you would need to learn a reasonable amount about packages in ROS1 as well to
know how to use them properly. Thus exclusively focusing on ROS2 would leave
you without significant functionality. Personally, if I were starting now, I would
start with ROS1 and learn about what ROS2 can do without learning how to
do it until I encountered something that could be done in ROS2 but not ROS1
(real time control, for example). Then I would learn the ROS2 stuff necessary for
that. [...] Viewing ROS1 and ROS2 as an exclusive-or relationship is not a good
approach. (ROS Discourse moderator, July 3, 2018 14)

During this transition period, it was not rare that users may need to use packages from
ROS2 when using ROS1 and vice versa. Such breaking changes might have seriously affected
all packages already available which is the reason why users choose ROS over other robotic
middleware. Nowadays, the two versions of ROS (1 and 2) live in parallel having packages
for ROS 1 only, and ROS 2 only, and others compatible with the two versions. We have no
evidence about the current impact of this breaking change in the ecosystem but the current
status is that the latest stable ROS 1 release was in 2020 (ROS Noetic Ninjemys 15) and
there are newer stable ROS 2 releases (ROS Humble Hawksbill 16) available and a new one
under development (ROS Rolling Ridley 17).

These breaking changes come from the core ROS developers, and package maintainers
have to be aware of such deep changes in technology and workflows. These new technologies
and workflows represent new barriers to entry for the current maintainers. Packages which
do not adapt rapidly to these changes will be outdated in the short term and some of them
could be even abandoned by maintainers who do not have the time or the will to update
their packages. This situation is particularly dangerous for already abandoned packages that
will not be adapted to ROS2.

Maintainers interested in continuing their projects will have to react. In such a case, it
is possible that any of their dependencies could be maintained by a developer who is not
interested in upgrading their package. In our survey, we saw that a noticeable portion of
responses (66%) pointed out this situation: they were not able to reuse a package because

12Why not just enhance ROS 1, ROS 2.0 Design: 2018. https://design.ros2.org/articles/why_ros2.
html#why-not-just-enhance-ros-1.

13Topic: “Discussion on ROS to ROS2 transition plan”, ROS Discourse: 2018. https://discourse.ros.
org/t/discussion-on-ros-to-ros2-transition-plan.

14Topic: “ROS1 or 2 for a newbie?”, ROS Discourse: 2018. https://discourse.ros.org/t/
ros1-or-2-for-a-newbie/.

15ROS Noetic Ninjemys: 2020. https://wiki.ros.org/noetic.
16ROS Humble Hawksbill: 2022. https://docs.ros.org/en/humble.
17ROS Rolling Ridley: 2022. https://docs.ros.org/en/rolling.
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the dependency was outdated. A smaller amount of responses (16%) pointed out another
scenario where the user is stuck in an older version of ROS due to reusing an outdated package
then they cannot use packages that only work with newer versions of ROS. Concerns like
these were exposed in the work of García et al. [66] in which users from the industry side are
reluctant to adapt their dependencies to ROS2.

A study [95] from Bogart et al. delves into the topic of how different communities deal with
breaking changes (Eclipse, R/CRAN, Node.js/NPM ecosystems). The Eclipse community
prioritizes backward compatibility. The community R/CRAN wants to ensure that installing
and updating packages is easy for their users. In the Node.js/NPM community, maintainers
should be able to easily and quickly install and publish their packages. The Eclipse strategy
seems to suit better in the ROS context considering the discussed bottlenecks in collaboration.
In particular, Eclipse developers provide two APIs: a newer and more unstable for experts
and another more stable for regular users. In other sub-communities of R, maintainers keep
continuous and frequent communication with users, especially in case of changes in the API
of relevant packages. In three of the ecosystems studied by Bogart et al. the release and
migration activities are supported by automated mechanisms providing informative output
for users and maintainers. This could also be profitable for the ROS community.

5.3.5 Recommendation 5: Motivate and encourage community
contributions

According to some of our surveyed participants, there is a perception that in ROS Answers
questions are answered after a long time being posted or not answered at all. They claim
that “There is no point in doing so since people never answer”. There is the risk that late
answers can become obsolete or not needed anymore. This situation represents a strong bar-
rier to entry for newcomers [78]. Although Recommendation 3 may help in finding potential
answerers or participants in a question discussion this does not guarantee that the commu-
nity member will actually participate. In addition to this, Kolak et al. [3] reports that the
growth of the members of the expertise-focused working groups in ROS is getting slower. A
complementary approach considering motivation should take place.

Gamification is one of the approaches that could help to encourage participation. This
approach has been successful in many software development activities [96, 97]. ROS Answers
follows the same format as StackOverflow in terms of giving points to users by their par-
ticipation in the platform, such participation increases their karma points. Users can also
gain badges for specific contribution achievements, for example, ROS Answers provides two
badges: City Duty Badge for voting up/down 100 different questions or City Patrol Badge
which is given for the first flagged post. The full list of badges and the way they are obtained is
available online18. These gamification techniques were effective in StackOverflow [98, 99, 100]
so we can expect the same success in ROS Answers .

In light of the insight of our field study, we think that richer participation should be en-
couraged. For example, following up on questions or providing useful context information
to existing questions. We propose to use those badges or similar techniques in other com-
munication channels in the ROS community. ROS or robotics-specific badges could also be

18ROS Answers Badges: 2021. https://answers.ros.org/badges/.
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helpful as incentives for enriching users’ profiles. For example, in the case of a bug in a
popular package, specific badges could encourage participation in micro-tasks related to this
bug, such as replicating the bug in different robots or in different ROS distributions.

There also could be recognition for outstanding contributors. Public recognition on the
website or in the ROSCon could be attractive incentives [101, 102].

Avelino et al. points out that newcomers are crucial for projects at risk of being abandoned
to survive [103]. Events are a good opportunity for newcomers to know projects of their
interest by involving in their development. The ROS community could concentrate the
participation of newcomers in special events such as the Hackfest 19 of the GNOME desktop
environment project. Similarly, in other communities such as Jenkins or WordPress, there are
initiatives such as “Adopt a plugin” 20 that invites developers to take charge of an abandoned
plugin of the ecosystem. In all these cases we consider them as passive approaches due to
possible contributors coming across an announcement of contribution. In Recommendation
1 and 3 we consider them as active approaches.

5.4 Conclusions

This chapter delves into the results of the field study presented in Chapter 4. We condensed
the findings regarding problems in package reuse, contribution dynamics, and knowledge
sharing into five common contribution bottlenecks:

B1. Lack Of Time: Nearly 60% of surveyed participants claim that time is the main barrier
to contributing in some way to the ecosystem.

B2. Package Abandonment : 90% of our surveyed participants have faced problems reusing
a package realizing that the package maintainer is gone.

B3. Lack of confidence in the value/quality of a contribution: Beginners and Intermediate
users have doubts about contributing regarding their contribution is valuable to the
community.

B4. The contribution could be too specific to my problem, domain, hardware or research
problem: 31% of surveyed participants (mostly Intermediate users and Advanced users)
do not contribute because their contribution may not be of interests to the community.

B5. Workflow is unknown or not clear : Some surveyed participants do not know the guide-
lines to properly share their contributions.

We deepen into the bottleneck of Package Abandonment which is frequently faced by 63%
of our surveyed participants. This situation affects the reliability of the ROS ecosystem and it
cannot be foreseen by users. It also impacts the contribution flow of projects as the maintainer
misses bug reports, bug fixes, and other valuable contributions that cannot be reviewed or
integrated. As Advanced users and Intermediate users do rely on 3rd party ROS packages
this represents a serious threat to their projects. Although our interviewees presented two
workarounds for handling this issue (ROSify-ing packages or forking repositories) they may

19Hackfests in the GNOME-related world: 2020. https://wiki.gnome.org/Hackfests.
20Adopt a Plugin - Jenkins - Jenkins wiki: 2021. https://www.jenkins.io/doc/developer/

plugin-governance/adopt-a-plugin/.
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solve the issue individually and for a short term. More robust and long-term solutions are
needed for handling abandoned packages in a manner that does not undermine the reliability
of the ROS ecosystem.

We provide a guideline with 5 recommendations to overcome the presented bottlenecks:

R1. Identify and Predict Abandoned Packages : an automated approach to identify aban-
doned packages is needed and also to predict the risk of packages being abandoned any
time soon.

R2. Provide an Informative Package Repository : an informative package catalog automat-
ically updated is recommended for users to know the installation and configuration
guidelines, abandonment status of the package, and troubleshooting instructions among
other relevant data to make an informed decision about choosing a package to reuse or
not.

R3. Recommend contribution opportunities to qualified community members : recommender
systems may be useful for recommending a micro-task to a community member to
maintain an abandoned package or for answering a question in ROS Answers .

R4. Limit breaking changes : we propose an automated approach for releases and migration
activities for a less dramatic transition when there are changes in the API of packages
or the middleware.

R5. Motivate and encourage community contributions : ROS ecosystem may take ideas from
other communities such as giving public recognition to outstanding contributors, ar-
range events like hack fests or campaigns for adopting abandoned packages, to motivate
the participation of the community.

Although these recommendations are focused on the ROS cases some of them may be
applicable for other ecosystems as well.
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Chapter 6

Distributing Community Efforts in
Knowledge Sharing Platforms: the case
of ROS Answers

In this chapter we present a study of an Expert Recommender System for answerers in the
Question & Answer community ROS Answers . We first develop the motivation and the
objective of the study in Section 6.1. In Section 6.2, we present in detail the platform ROS
Answers . Afterwards, in Section 6.3, we show the related work, giving special attention to
the study of X. Zhang on which this work is based. After that, in Section 6.4, we present how
we adapted Zhang’s approach and the constraints we imposed to perform the experiment.
In the evaluation methodology (Section 6.5) we introduce the three research questions to be
answered in the study. Once these aspects are presented, we show the answers to the given
research questions. Later, we discuss the results (Sections 6.6, 6.7 and 6.8) and present the
threats to validity.

6.1 Motivation

Question and Answer (Q&A) sites are used by the technical community as a way of sharing
knowledge about programming languages, coding practices, bug workarounds, etc. With
over 10 million users and 16 million questions, the Q&A site Stack Overflow is often the
first choice for users trying to figure out how to use an API or library. Stack Overflow
has successfully used gamification to improve the quality of questions and answers, assigning
reputation points and badges based on participation [104]. More specialized communities can
have their own Q&A sites, allowing the members to discuss and answer community-specific
questions.

Such is the case of ROS Answers1, the Q&A site for the Robot Operating System (ROS)
project. ROS Answers is quite active, with over 80.000 users and 63.733 questions2. Like

1ROS Answers, Website, https://answers.ros.org
2Data by February 27th, 2022
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Stack Overflow, badges and karma points to reward participation. Users earn karma points
when other users up-vote their questions and answers. Unfortunately, the ratio of unanswered
questions seems to be growing over time: from approximately 32.5% in September 2019 to
approximately 35% in May 2020, to 40.8% in Feb. 2022. This is also slightly lower compared
to popular sub-communities on Stack Overflow (e.g., below 27% for the C#, R, Ruby-on-rails,
and Python sub-communities). Questions go unanswered for a variety of reasons. On the one
hand, some questions are highly specialized, as there have been 8 stable ROS distribution
releases over the past 10 years, each with its own set of packages and issues, supporting over
100 different types of robots. On the other hand, finding relevant questions to answer is not
easy. Users can search for questions by tag, which are manually picked by question authors.
However, these tags can be quite generic. For example, the first and third most popular
question tags on ROS Answers (see Figure 6.1) are kinetic and melodic, two ROS releases
(and the third most popular tag is ROS3).

Figure 6.1: Tags in ROS Answers

Given that users may need to wait a long time for a satisfactory answer [105], there is a
barrier to entry for beginners, who may feel ignored if their questions go unanswered, but
who also may lack the confidence to answer questions that they do have the expertise to
answer [75]. Specialized knowledge can also be lost if experts on certain topics leave the
community [106]. Most Q&A sites rely on highly-participating users to answer questions
and curate answers. However, in smaller communities like ROS, this puts a higher workload
on already busy community members, and tasks like answering questions are seen as low-
priority [75]. Inevitably, these issues end up affecting the health of the ROS community, since
specialized knowledge is not being cataloged, and may be lost as community members leave.

3ROS Answers Tag’s (2022), Website, https://answers.ros.org/tags/
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Objective

Expert Recommender Systems (ERS) focus on ranking the most capable candidates in a
group of individuals to reach a desired objective or goal [107, 5]. In the particular case of
ERS for Q&A communities, the intention is to find the best candidate to answer a target
question. Considering the bottlenecks such as “ lack of time”, “package abandonment” and “the
contribution could be too specific to my problem”, we think that the unbalanced workload can
be lessened by distributing the question-answering task among the community. Specifically
targeting less active community members that are just as qualified to answer open questions.
As such, our objective is not to find the best candidate but to instead find sufficiently qualified
candidates who are also not as active on ROS Answers.

6.2 ROS Answers

As was presented before, ROS Answers is the web platform where users can publish questions
related to ROS and robotics, and also provide answers to these questions. According to the
results of our survey (Section 4.2.4) ROS Answers is one of the first sources of information
for troubleshooting by ROS users.

The topics of questions are varied but they are related to ROS versions, ROS usage, ROS
libraries, robots, or any hardware that uses ROS, etc. Questions also can be related to
the disciplines under robotics: software engineering, mechanics, electronics, or math, in the
context of ROS usage. These topics of a question are represented by tags, a word that is
linked by the user who asks the question. A question can have 1 or more tags that describe
its content.

On the one hand, as we can see in Figure 6.3, the structure of a question consists of a title,
a body text, a series of tags, and an author. A question can be commented by any user for
clarification. Questions also have evaluation points (the zero with the up and down arrows)
given by users of certain experience in the platform, they are commonly called upvotes.

On the other hand, the structure of an answer (Figure 6.4) is a text body with the answer.
Answers as well as questions’ bodies can contain pieces of code or snippets to ease reproducing
an error, for example. Answers can also be commented by any user as a follow-up. Another
important issue is the upvotes. Users can up/down vote for the quality or precision of a given
answer. This is relevant because more voted questions are shown first from top to down. Also,
the number of votes gives a sense of quality and confidence because it was approved by many
people. An answer also has a mark of correct (the check symbol below the up/down votes)
which is given by the author of the question and it means that that answer is the correct one
or the one that fully answers the question.

ROS Answers has gamification features. Users can earn badges through the use of the
platform and their participation by asking, answering, up/down voting, and commenting.
There are a variety of badges regarding different actions, for example, there is a badge
named Civic duty for those who up/down voted more than 100 times, Famous question for
those who posted a question with 50 views or more, or Critic when a user down vote for
the first time. In addition to badges, users gain points for their actions on the platform.
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Figure 6.2: Screenshot of the main page of ROS Answers

There is also a system of points, named Karma points that depicts the degree of tenure in
ROS Answers and may be a good indicator of the expertise in ROS usage. Users gain points
when a question or an answer posted by them is upvoted. Users lose Karma points if their
contributions to ROS Answers are down-voted. The Karma points also give permissions and
give the right to perform a variety of moderation tasks.

The distribution of Karma points follows a Power Law distribution, this is, a very very
small amount of users have a large number of points while the big majority has few points.
As we can see in Figure 6.5, the distribution in scale log-log depicts a clear line: this confirms
the Power Law like distribution.
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Figure 6.3: A question in ROS Answers
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Figure 6.4: An answer in ROS Answers on May 15th 2022
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Figure 6.5: Distribution of Karma Points among users (log-log)

6.3 Related Work

Finding experts that can answer questions on Q&A sites has been widely studied by several
authors which propose different strategies to address this challenge [5, 108, 109, 110]. The
general idea is to bring questions to the attention of possible answerers, using Expert Rec-
ommender Systems based on simple metrics, language, and topic models, the topology of the
user/question graph, as well as machine learning methods, among others.

Most of the recent work on recommendations for Stack Overflow is based on collaborative
filtering methods [93], a technique that can filter out relevant items that a user might prefer
on the basis of preferences by similar users. For example, Neshati et al. [107] propose a
learning framework that extracts features from answerers’ current performance on Stack
Overflow, based on topic similarity, emerging topics, user behavior, and topic transitions and
tries to predict questions that they may be able to answer in future. There are many other
approaches Sumanth et al. [111] use Page-Rank and HITS algorithm to discover experts in
certain subdomains (Java, JavaScript, C# and Python) of the StackOverflow. They found
that some users are experts in more than one domain. The correctness of the result was
used Discounted Cumulative Gain (DCG). Zhao et al. [112] using a dataset of the Quora4

Q&A website propose a method from the viewpoint of learning ranking metric embedding.
They compare it against top state-of-the-art methods such as AuthorityRank, TSPM, DRM,
GRMC-AGM, and DeepWalk, obtaining better results than the latter (nDCG, Precision@1,
and Accuracy).

An analysis of the behavior of expert and non-expert users was performed by Dana and
Yair Movshovitz-Attias et al. [113]. They used a dataset of the activity of StackOverflow from
2008 to 2012. In their analysis, they found that expert users tend to ask more questions than
non-experts and their answers are more prone to be accepted. They also found that the initial
behavior of a user in the platform predicts their long-term participation. László Tóth et al.

4http://www.quora.com
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propose [114] a novel approach for quality classification of questions from StackOverflow that
combines natural language processing and deep learning, using the linguistic and semantic
features of a question. It was applied on a dataset of 110.547 questions of StackOverflow
obtaining a precision of 75% and a recall of 74%.

Alharthi et al. analysed [115] the relationships of sixteen different features of questions
(from StackOverflow) and their relationships with their score. They applied Spearman’s cor-
relation of scores and question features on over 12.000 questions. They found that number of
answers, favorites, and views have a strong relationship with the score of a question. Wang L.
et al. worked on a personalized recommendation of new questions from StackOverflow [116].
Their approach considers both topic modeling and link structure. They propose a boosted
version of the HITS algorithm named NEWHITS to link questions and user profiles. Their
method is compared with other state-of-the-art algorithms (HITS, PageRank, LDA-Based,
among others) and shown to improve HITS significantly.

In addition to Questions & Answers platforms, certain approaches include the techni-
cal skills of the expert candidates by seizing their GitHub history. Huang et al. created
CPDScorer [117], a novel approach for modeling and scoring the skills of a developer. It uses
data from GitHub such as source code quality (cyclomatic complexity, number of functions,
among others) and from StackOverflow the quality of the answers that a developer provided
(answer length, comment count, number of up/down votes). They present an expertise score
which is a weighted sum of both aspects. Constantinou et al. [118] identify the developer’s
skills by using their data from GitHub and StackOverflow. They measured their commit
activity and the files involved in those commits as well as their continuity over time. This
data was contrasted against their language programming preferences in their StackOverflow
profile. Xiong et al. show a novel approach to mining developer behaviors across GitHub
and StackOverflow [119]. They used CART decision trees through usernames, user behaviors,
and writing styles. After that, they explore the behaviors through both a T-graph analysis
and LDA-based topic clustering of tags from these websites. They found that active issue
committers are also active question answerers and their interests in terms of tags is correlated
in both web platforms.

Yang et al. [120] claims that tags are more representative than the content(partially agreed
by Calefato et al. [121]. Following that idea, they propose a tag-based expert recommendation
system using a user/tag matrix modeled through a Gaussian distribution of a certain user/tag.
They tested their approach using a dataset of 14986 tags and 1425 users and its performance is
better than the state-of-the-art at that time (2014). Vadlamani et al. conducted a qualitative
study about software development expertise to understand the reasons for participation in
GitHub or StackOverflow [122]. They applied a survey with open-ended and close-ended
questions and sent it to experts found on GitHub and StackOverflow. The analysis was
performed through an open coding process with a result of over 40 categories from more than
320 quotes. Among their findings are that JavaScript and C/C++ are leading programming
language skills, and that software development experts would have not only technical but
also soft skills. Another analysis across GitHub and StackOverflow is performed by Vasilescu
et al. [123]. They used a dataset of 46.967 users belonging to those platforms. Among
their findings are that active GitHub committers tend to ask fewer questions but provide
more answers. The other way around, more active StackOverflow answerers tend to make
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more commits in GitHub. Actually, for active committers to ask questions in StackOverflow
catalyzes committing in GitHub and vice versa.

Unlike the aforementioned contributions, Liu et al. [124] seizes the data from Zhihu.com,
the largest CQA website in China. They propose two expert recommendation systems based
on graph convolution neural network (GCN): GCN-Doc which uses Doc2Vect for extracting
text features before training, and GCN-Lstm with a long short-term memory network which
extracts these features while training.

6.4 Approach

In this section, we introduce the model on which we are based: Zhang et al. [125] approach.
Afterward, we present our adaptation to their method.

6.4.1 Zhang’s et al. Expert Recommendation System

Among the variety of approaches of Expert Recommendation Systems, we chose the Contrib-
utor Recommendation Approach for Open Source Projects, ConRec, developed by Zhang et
al. [125]. As ConRec leverages the developer’s historical activity and also their technical inter-
ests we thought it would be applicable for our context. The intuition behind their approach
is that in social coding, developers tend to form networks of groups of collaboration and these
networks affect directly the choice of participation of other developers [125, 126, 127].

Their approach is based on two algorithms: Weighed Collaborative Filtering Algorithm and
Text Matching Based Recommendation Algorithm: The first one filters out developers that
have no experience with the target project’s programming language, then it calculates the
degree of relationship between candidates and the current developers of the target project, by
inspecting the activity on the projects that they have participated in common. They define
these relationships using these equations:

Rdp(d, p) =
Commit(d, p)∑|Up|

i=1 Commit(Up[i], p)
(6.1)

Equation 6.1 represents the relationship between a developer (d) and a project(p), Up is
the universe of pre-existing developers.

The relationship between developers (Equation 6.2) is represented by using the Vector
Space similarity algorithm, and PA is the projects where the developer A has committed to:

Rdd(A,B) =

∑
p : {PA ∩ PB}Rdp(A, p) ∗Rdp(B, p)√∑
p : PAR2

dp(A, p) ∗
∑

p : PBR2
dp(B, p)

(6.2)

Equation 6.3 calculates the relation between developers (Dp denotes the pre-existing de-
velopers of a project p).
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result(A, p) =
∑
d:Dp

Rdp(d, p) ∗Rdd(A, d) (6.3)

Finally the results are ranked by the value of the result(A, p) with all potential developers
of a project p.

The second one attempts to complement the previous one for such cases in which there
is a lack of previous relationships among candidates and developers of the target project.
It scores users based on the relationship of the candidates with the technical terms of the
target project. They calculate the relation between terms and developers using a TF-IDF
algorithm [128]. This relationship is depicted by the Equation 6.4 where d is the developer
and t a term, and Pt all the projects with term t, T is the entire set of terms.

Rdt(d, t) =
∑
p:Pt

Rdp(d, p) ∗ log |
⋃

x:T Px|
Pt

(6.4)

The score calculation is in the Equation 6.5, where Tdp denotes the set of terms that
developer d and project p have in common:

result(d, p) = |Tdp|
∑
t:Tdp

Rdt(d, t) (6.5)

6.4.2 Adapting Text Matching Based Recommendation Algorithm
to the Tag-Map Based Algorithm

Zhang et al. [125] proposes the model ConRec which provides a ranking of potential contrib-
utors across the open source community for given projects. As they describe their approach,
it leverages the developer’s historical activities so they can match their technical interests
and experience. Technically, ConRec combines collaborative filtering with text matching for
ranking candidates. The text-matching approach reuses the relationship between a developer
and the projects they have participated in but also considers technical terms associated with
the target project. This approach seemed appropriate to be adapted in the Q&A context
due to the use of historical activity and the interests of the candidates for, our this case,
answering a question.

We adapted their text-matching approach, designing our Tag-Map Based Algorithm5. In-
stead of matching a developer for a project we try to find a good answerer to a certain
question. The technical terms, used in ConRec, in our case are the tags declared for a ques-
tion. The equivalence of concepts used by Zhang et al. and our approach is shown in the
Table 6.1.

Let U be the set of all users registered in ROS Answers, Q the set of all questions posted
in ROS Answers. Activity(u, q) is the count of participation of u in q considering comments

5In the following we call it: TMBA
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Table 6.1: Adaptation of our approach to Zhang’s et al.

Zhang’s et al. approach Our approach

Project Question
Developer Candidate Answerer Candidate

Project’s Term Question’s Tag
Target Project’s Developers Question’s Author

Relationship Developer-Project (Rdp) Relationship User-Question (Ruq)
Relationship Developer-Term (Rdt) Relationship User-Tag (Rut)

and answers plus 1 if the user is the author (e.g., an author who also commented twice and
provided one answer will have an activity count of 2+1+1=4, an author that only posted a
question will have an activity count of 1) and Uq is the set of all users that participated in the
question’s thread: author, answerers and commenters. We define the relationship between a
user u ∈ U and a question q ∈ Q as:

Ruq(u, q) =
Activity(u, q)∑|Uq |

i=1 Activity(Uq[i], q)
(6.6)

In equation 6.6, we can see that
∑|Uq |

i=1 Activity(Uq[i], q) is the sum of comments, answers
+ 1.

Let T be the corpus of all tags defined in ROS Answers, Qt the set of all questions tagged
under the t tag, and Tuq the set of all tags that match the user u and the question q.

We define the relationship between a user u and a tag t as:

Rut(u, t) =
∑
q∈Qt

Ruq(u, q) · log
|
⋃

x∈T Qx|
|Qt|

(6.7)

Finally, having Tuq as the set of tags that are present in question q and user u, the score
for a candidate u for participating in a question q is:

tmba_score(u, q) = |Tuq| ·
∑
t∈Tuq

Rut(u, t) (6.8)

The algorithm then, for a target question will have to calculate and rank the TMBA_score
for all the users in ROS Answers . We can see that the algorithm is, for the score of a question
q ∈ Q, a user u ∈ U and a tag t ∈ Tuq, O(|Tuq| × |Qt| × |Uq|) = Kuqt. To get the matrix of
all the scores for all questions against all users it would be O(|U | × |Q| ×Kuqt).

6.4.3 Tag Extension

Nearly 80% of questions in ROS Answers have up to 4 tags (the mean is 3.2 and the median
is 3 tags). We have seen that sometimes the body of the question or even the title is very
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Figure 6.6: Example of extending tags identifying existing tags in the title and body of the
question. In the image, in red we found existing tags that could be used for a more accurate
description of the question. Originally the question has 1 and we can extend it to 15 tags

descriptive in terms of the keywords involved. Keywords are words that are in the corpus of
tags but were not manually entered by the question’s author. We think that describing the
question not only in terms of the tags manually entered, but also by keywords may help to
discriminate among the users and increase the recall, i.e., more users qualified to participate
in the question thread. An example of this can be seen in Figure 6.6.

The user’s tag profile is generated by the tags of the question in which the user has
participated. Their profile can also be enriched with extended keywords from questions.
Once questions have extended tag representation user’s profile can be reprocessed to add
those new tags.

The new profile of a question or a user considers previous tags plus the extended keywords.
For extending we manually checked all the tags that appear in at least 3 questions (5.141
tags are used in 2 questions or less are ignored) and we added 83 tags to the stop-words list.

Figure 6.7 shows a histogram of the number of tags per question. Here we can see that
common questions in ROS Answers have few tags (80% has up to 4). Normally the title
and body of the questions are more descriptive than just the tags. Considering the rich
corpus of tags, we experimented with extending tags for Questions and for Users. It could be
interesting to evaluate the performance of the TMBA when we extend the tags of questions
but not the users, or extend users and questions against the scenario of no extension of
questions or users. This opens 4 possible scenarios of extending tags that could be used to
evaluate the TMBA using these tags extensions. These scenarios are:
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Figure 6.7: Frequency of tags in questions

1. Scenario A (Q U): no tag extension for questions nor users
2. Scenario B (Q+ U): tag extension for questions only
3. Scenario C (Q U+): tag extension for users only
4. Scenario D (Q+ U+): tag extension for questions and users

We evaluated these four scenarios to see if extending tags made any difference.

6.5 Evaluation Methodology

We evaluated TMBA to answer three research questions.

RQ1 Does TMBA predict the actual answerer of a question?
RQ2 Does TMBA recommend qualified users?
RQ3 Does TMBA facilitate the workload distribution of answering questions?

The first question aims to measure the cases when the algorithm gave the highest score to
the user that actually answered the question and the answer was accepted. For the second
one, we used the recall measurement as how many participants of a question are in the first
k users in the ranking of scores given by the algorithm. In the third one, we check if the
algorithm recommends users that are not the first in the existing Karma ranking so the
workload can be distributed among the community. With these questions, we can deliberate
whether TMBA: (1) recommends a qualified answerer, and (2) promote the participation of
less active users.

In the following subsections, we expand on the way we evaluate and answer the research
questions

RQ1 -Distribution of Correct Answerers

We first evaluated TMBA by seeing if it recommends the correct answerer and how close
to the first positions it is recommended. Recommending the user that provided the correct
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answer in the first place is the best performance expected by an ERS. We want to see how
TMBA performs in this way. A good performance would be a histogram with a high frequency
of hits in the first places and a low frequency in further places of the ranking.

To contrast better the performance of TMBA we can visually inspect the Empirical Cu-
mulative Distribution Function. It is a discrete function that is defined at a point x as the
proportion of elements in the dataset that are less than or equal to x [129]. Being n the size
of the dataset, the formula of such functions is the following:

Fn(x) =
number of elements in the dataset ≤ x

n

The best distribution would be the one whose curve grow faster and approaches to 1 with
a high value in the Y axis.

RQ2 -Recall@k

We define a participant of a question as any user that participates in the thread of a question,
this means the author and answerers. If a question has 2 participants, it means that only
one user provided an answer to that question.

Common rank-based evaluation metrics in Expert Recommender Systems are: Precision
at top n (P@n), Recall at top n (R@n), Mean Reciprocal Rank (MRR), among others. On
the one hand, P@n metrics are meant to measure the proportion of experts among the first
n recommended users. On the other hand, R@n is meant to show the fraction of experts
(among all experts) that are recommended, given n results. For instance, a high R@n and
a low P@n would say that our approach is almost all the participants in a given question
although they are a non-negligible proportion of users that are not participants of it. A
priori we do not know if the non-participants recommended are qualified or not but they
share similar positions in the ranking with actual participants. Therefore, we consider that
R@n is more appropriate to measure the quality of our approach to recommending qualified
users. A good result would be that our approach shows a high R@n for a low n.

A good performance to this metric would be to have high values of recall (the closer to
one, the better) with lower values of k.

RQ3 -Distribution workload of TMBA

Karma score is, in the ROS Answers platform, a value that represents the degree of partici-
pation of the user in providing valuable answers6. Without an expert recommender system, a
user in need of help would appeal to users in the first positions of the Karma Ranking7. This
affects the workload of the community because the most active users would be demanded to
answer questions while other less active but qualified users would participate in the discussion
seeking for a correct answer for a given question. We compared the value of the Karma points

6FAQ - ROS Answers, Website,https://answers.ros.org/faq/#:~:text=When%20a%20question%
20or%20answer,users%20based%20on%20those%20points.

7Users sorted by Karma Points - ROS Answers, Website, https://answers.ros.org/users/?sort=
reputation
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Table Records
ros_answers 128.433
ros_question 40.995
ros_user 21.388
ros_question_answer 128.433
ros_question_tag 127.363
ros_tag 14.253
ros_user_tag 149.518

Table 6.2: Records per table

of the first user recommended by TMBA. A good performance would be to recommend users
with higher positions in the Karma ranking.

6.5.1 Collected Data

We used a data set of questions, users, and tags from ROS Answers. We build a database
from data gathered scraping its website using the ros_gh8 tool. The tool was run on 29
January 2019 9.

The database contains 40.995 questions, 21.388 users, and 14.253 tags (more details on
Table 6.2). From those questions, we used only the questions with two or more participants
(the question’s author plus more users), which means, with at least one answer. We work
with a universe of 22.293 questions. Regarding tags, as it was mentioned in Section 6.4.3,
the 14.253 tags were filtered using a standard list of stop-words. Another filter was imposed
by the frequency of use of the tags: we considered only those that were used in at least 3
questions. In total, a corpus of 9.112 tags was used.

6.5.2 Calculation of Ruq and Rut table

The TMBA score is based on the values of Rut,∀u ∈ U, ∀t ∈ T which, depends on the
value of Ruq,∀u ∈ U, ∀q ∈ Q. We present the algorithms used to calculate these matrices.

We first need to calculate the relationship between a user and the questions in which they
have participated. To do that, we calculate these values using 6.6. This is a very simple
algorithm in which we iterate over all the question ids and all the user ids as they are given
as input. For each pair of a user and a question the number of Activity(u, q) which is the
number of answers and comments posted by the user u in question q. Question_Activity(q)
is the number of answers and questions in q.

Now, for the calculation of the Rut matrix we follow a similar approach. We iterate over
8Braulio López, ros_gh, (2020), GitHub repository, https://github.com/elbraulio/ros_gh
9The present study was interrupted due to a series of factors external to the thesis development such as

a social revolt in Chile and a long pandemic. However, the sample is representative due to the nature of the
data: the intrinsic characteristics of the ROS community. We expect that a fresher sample of data would
lead to similar results. In concrete, this study reflects the behavior of the ROS community in that period of
time which is consistent with the results and discussions of the previous chapters.
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Algorithm 1 Calculation of R_uq table
Ruq = Matrix(|Users| × |Questions|)
for q ∈ Questions do

for u ∈ Users do
Ruq(u, q)← Activity(u, q)/Question_Activity(q)

end for
end for
return Ruq

all tags in Tags and all users in Users.

Algorithm 2 Calculation of R_ut table
Rut = Matrix(|Users| × |Tags|)
for t ∈ Tags do

for u ∈ Users do
if |Questions_with_tag(t))| != 0 then

K ← log(|Q|/|Questions_with_tag(t))|
Rut(u, t)← K · Σq∈QtRuq(u, q)

end if
end for

end for
return Rut
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6.6 RQ1: Does TMBA predict the actual answerer of a
question?

The first evaluation considers where, in the ranking given by the TMBA, the correct answerer
is positioned. This is: for each question, we get the position in the ranking in which the user
that answered it correctly is placed. We performed this evaluation for each scenario: A (Q
U), B (Q+ U), C (Q U+) and D (Q+ U+). See the histograms in Figure 6.8. The results
are plotted as histograms, in the X axis there are the ranking positions from 0 to 100, and
the Y axis represents the number of cases in which the correct answerer was positioned in
that place. The vertical bar in the right of the histogram are the cases in ranking 100 and
also those cases in which the correct answerer was not found in the ranking of the first 100.
A positive result would be an histogram with high frequencies in first positions decreasing
the frequencies in further places, picturing a Power Law kind of distribution with a thin tail.

All the scenarios follow the same shape of higher frequencies in the first positions and
lower as it goes to further places. We can also observe a vertical bar at the right of each
histogram. That is the count of users that were positioned in the 100th place but also those
users that did not appear in the first 100th places of the ranking. The height of the first
positions and the height of position 100 (answerer not found) differs from scenario to scenario.
In a quick look, we can observe that Scenario C presents the best performance because the
concentration in the first places is higher than in the other scenarios and the bar at 100 is
shorter than in the other scenarios. In the opposite, the worst is in Scenario D.

We can confirm this by interpreting the Empirical Cumulative Distribution Functions of
the four distributions. In a perfect recommender system, the curve would be a vertical line
up followed by a horizontal line, something like an upper-left corner. This is because all the
correct answerers would have been ranked in first place. Therefore, the steeper the curve is,
the better performance of TMBA in that scenario. We plot the different functions for each
dataset (i.e., each Scenario) at the Figure 6.9.

We can observe that the three curves have a similar logarithmic-ish shape growing fast in
the first values and then reducing the tilt of the curve. We can also point out that at the end
of every curve, there is a vertical line that represents the cases of TMBA in which the TMBA
in that scenario did find the correct answerer among the 100 first positions. However, it is
clear that Scenario C (green curve) presents the best curve: its steep is the highest and also
reaches the highest value at the end of the curve. The difference between the other curves is
noticeable.
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Figure 6.8: Histogram of Hits - Scenarios A, B, C and D
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Figure 6.9: Empirical Cumulative Distribution Functions for each Scenario

6.7 RQ2: Does TMBA recommend qualified users?

The second evaluation of the TMBA is the recall@k of the ranking.

The motivation behind this evaluation is to confirm or deny that TMBA recommends
qualified users for answering a given question. We consider that the participants of a question
are competent users in the search for an answer to a question.

It is calculated by counting the number of participants in the first k positions of the
ranking and dividing it by the number of participants of a question.

In this evaluation, we split the evaluation according to the number of participants to a
question. Recall that a participant of a question is either the author or an answerer of a
question. We evaluated the recall@k in all questions in each group of questions that have
from 2 to 10 participants. For each recall calculation, we plotted the median and the mean
of the distribution of recall@k in each position in the first 50 positions.

In the following figures we can see the results for the different scenarios for questions with
2 participants (See Figure 6.10).

In blue we have the median of the distribution of recall@k and in red the mean. To
compare the results we have to see how fast the median reaches 1 and the slope of the mean.
For n = 2 we can see that Scenario C provides the best result, the median reaches 1 at k = 10
and also the curve of the mean grows faster than the other scenarios.

As n grows it is more difficult for TMBA to find all participants in a question with few
candidates, hence, the median and mean curves grow towards 1 in a slower fashion. This
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Figure 6.10: Recall for 2 participants
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occurs in all scenarios. Comparing the figures of all results10 the Scenario C performs better
in most of the values of n. The exceptions are the cases n = 7 and n = 8 in which case
Scenario A performs slightly better than Scenario C. However, the trend is that Scenario C
is the one with the best performance overall.

We can see this phenomenon in Figure 6.11 and Figure 6.12. Although Scenario C provides
the best performance in comparison with the other scenarios (see Annex for details), the recall
is lower in n = 5 and n = 10 than in n = 2. This is because the probability of finding all
5 or 10 participants of the question is lower. We can comment that this kind of question
with various participants represents questions with high discussion. It could be related to
clarifications, different points of view expressed in the thread, or a complex question. It is
more difficult for TMBA and any other ERS to find qualified users to answer such kinds of
questions.

We can conclude that the behavior of TMBA in Scenario C is better than in other scenarios
and its performance for recommending qualified users decreases as the more complex or
controversial the question is (high amount of participants)

10All the figures of the results (36 figures) for n > 2 are shown in the Annex Chapter C.
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Figure 6.11: Recall - Scenario C - 5 participants

Figure 6.12: Recall - Scenario C - 10 participants
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6.8 RQ3: Does TMBA facilitate the workload
distribution of answering questions?

The third evaluation of TMBA is the workload distribution among users of ROS Answers .
To do that we use the Karma points of users and the Karma ranking11. Karma points are
values associated to users based on their participation in ROS Answers . A user gains Karma
a number of points when a given answer or a posted question gets an up-vote12. Therefore,
a user with high Karma points is a user that has high participation in posting questions or
providing answers that the community considers valuable.

The motivation behind this is that we expect that the recommender system promotes
users that have less participation (fewer Karma points) in answering questions in order to
reduce the workload of users with higher participation. The solution without a recommender
system would be to go and ask the users in the first position of the Karma ranking. We
expect to ameliorate this situation by relying on the use of TMBA.

In order to observe that, we observed how many times a user was recommended in the
first, second, and third place and compared this against their position in the Karma Ranking.
A “good” performance of TMBA would be to show higher values in users with higher places
in the Karma Ranking and less in the first positions. As mentioned, we also wanted to know
that if it was not the case, how TMBA performs in recommending the second and third bests.

As Scenario C presented the best performance in the two previous analyses we applied
this evaluation using rankings from Scenario C. In the Figure 6.13 we can see the three scat-
ter plots of the frequency of recommendation: First Place Recommendation (1PR), Second
Place Recommendation (2PR), and Third Place Recommendation (3PR), against the Karma
ranking. As there were huge differences between frequency values and the amount of users
is also large, we proceeded to plot them in scale log-log. For the analysis, we will separate
users highly participative as the ones in positions 1 to 36, and the rest as less participatory.
This threshold is set because the ROS Answers website shows the users ranked by Karma
in batches of 36 users, hence, the more participatory users are the ones that are on the first
page of users.

We can observe that the three figures show quite similar distributions. High values in the
first places and lower them as the ranking goes to further places. Notice that the first user
in the Karma ranking is recommended more times in the 1PR (Figure 6.13a) than the 2PR
(Figure 6.13b), but the second user use to appear more frequently in the 2PR and 3PR. And
the third user is more recommended than the first one in the third position (3PR).

The right side of the figures shows the users further in the Karma ranking (i.e., less
participation in the ROS Answers). In the three figures, we can observe that the majority has
frequency values under 100 with a high concentration under 10. The distribution is somehow
similar from ranking 100 to 90.000 with many cases of 5 or 2 times of being recommended.
In the 2PR and 3PR charts, we can identify a couple of outliers. For the 2PR, in position

11Karma Ranking - ROS Answers, Website, https://answers.ros.org/users/?sort=reputation
12A vote in favor of a given answer or comment for a question. In the top-left corner of the screenshot in

Figure 6.6, there are two arrow-shaped buttons. Those are up and down votes.

80

https://answers.ros.org/users/?sort=reputation


(a) First Place Recommendation (1PR)

(b) Second Place Recommendation (2PR)

(c) Third Place Recommendation (3PR)

Figure 6.13: Frequency of recommendation users in 1st, 2nd and 3rd place sorted by Karma
Ranking
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43 there is a case of a user being recommended 1509 times (similar to the 3rd user). In the
3PR, the same user (43rd) has 1066 recommendations, which is close to the 4th place.

In conclusion, we can confirm that the three cases show a distribution similar to a Power
Law which means that TMBA does not help in recommending less participative users. Fur-
thermore, it highly recommends the three first users in the three cases.

6.9 Discussion

The objective of the study is to test whether TMBA can find qualified people to reduce the
workload of answering questions in the ROS Answers platform. We used TMBA through
22.293 questions to rank users who are likely to answer a given question due to their par-
ticipation in ROS Answers , each user is profiled by tags. We extended the tags used in
Questions and Users having 4 combinations that we call Scenarios A (Q U), B (Q+ U), C
(Q U+) and D (Q+ U+). We explored the compliance of the objective of the study through
3 evaluations.

The first is a Sanity Check of the TMBA approach. It shows where in the ranking are the
users who gave the accepted answers. We evaluated this in each scenario. The scenario with
the best performance was Scenario C. Although there is a non-negligible amount of users in
the tail of the histogram, 62.7% of times TMBA recommends the correct answerer in the
first 10 positions. Also, the ECDF curves show clearly the prevalence of Scenario C over the
others as its curve is steeper at the beginning and grows higher than the rest. With this
result, we can conclude that extending tags in Questions (Scenarios B and D) only creates
noise in the relationship answerer-question. But extending tags in Users only may help to
TMBA to correctly find the answerer of a question (Scenario C), more than the case with no
tag extension (Scenario A).

The second evaluation was to verify if TMBA recommends qualified users to answer a given
question. To do that we employed the measurement of recall@k metric because it provides a
measurement of how many actual participants of the answer of a question are ranked in the
first places. To apply this metric we had to split the questions to analyze by the number of
participants in that question. From 2 participants, the author and an answerer, to 10. This
was applied considering the 4 scenarios. As well as in the first evaluation, Scenario C performs
better in the majority of cases (in cases 7 and 8 participants, Scenario A performs slightly
better). Although, the performance of the recall@k (in all scenarios) of TMBA worsens when
the number of participants increases: it’s more difficult to obtain all the participants in the
first place. This can be explained because questions with a greater number of participants
can be more difficult to answer: as there are many participants there is a deeper discussion or
the questions needed more clarifications from the author. We can say that TMBA provides
few qualified candidates for answering a given question. Considering these 2 results it can
be seen that extending the tags associated with a user helped to get better results. Adding
extra tags in questions only adds noise worsening the performance of TMBA. Extending tags
to users may help users with less participation, ergo fewer tags, to have a more robust profile
to have a better score.

In third place, we evaluated the ability to distribute the workload of answering questions
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among users, focusing on promoting less engaged users. This objective goes in the direction
of enriching the collaboration dynamics in the community and distributing the knowledge
among users. In order to observe this we got the distribution of Karma points of the users
that were recommended in the first place for answering a question using Scenario C. As can
be seen in Figure 6.13, TMBA promotes mainly users with high Karma in the majority of the
cases. Only 14% of promoted users have minor participation in ROS Answers , so even though
users with less Karma were better profiled by adding extra tags, this profile improvement
did not seem to improve achieving the desired result: a better workload distribution. This
can be contrasted with the sanity check: users with high Karma are commonly the ones
that answer correctly an answer and, as TMBA passes the sanity check, it is normal that
TMBA promotes mainly users with high Karma. In conclusion, as a minor amount of less
participative users is promoted, in most cases TMBA does not distribute the workload of
answering questions in a uniform way.

We did not obtain similar results to Zhang et al.. The results show that the variables meant
to be optimized are not: to provide qualified users to answer and to distribute the workload
more uniformly. Among the reasons for these results is that the nature of ROS Answers is
different than in other Q&A sites due to the high diversity of topics that involve robotics and
in some cases the need for deep understanding in such knowledge areas for participating in
the thread of a question. Also, questions can be related to a specific hardware, equipment,
or robot that only a few people own. In this way, the TMBA approach seems to be limited.
We consider that the TMBA approach does not fit well as a recommender system to be
implemented in ROS Answers .

As threats to validity, we can consider that the dataset was obtained in 2019 and the
community may have changed. We expect not, since there has not been a substantial change
in the way that the community works (for example, the emergence of Community Managers,
and restrictions in contributions). In addition, we considered only the tags that appeared in
at least 3 questions. Its inclusion could have altered the results in terms of worsening the
scores due to the specificity of the terms. Although we consider that ruling out them removes
unnecessary noise in the way the scores are calculated. Finally, We excluded questions with
an unusually large amount of participants, specifically, those questions with more than 10
participants (9 answerers + the question’s author). From the universe of possible questions,
we considered 98,9% of them.

6.10 Conclusions

This chapter presents the study of an Expert Recommender System for a Question & An-
swers community, specifically ROS Answers. The main motivation and objective of this study
are not to find the most qualified user to answer a question but to find a qualified answerer
who does not participate much in the platform. This is because we saw that the majority
of the answers are given by a small number of users, and these users are prone to be pre-
sented as answerers of given answers. We pretend to balance the workload by distributing
it. We adapted an approach of a paper by Zhang et al. [125] which takes into account the
participation in the past of the user in questions with similar topics.

We saw that the tags in a question were few and could be complemented by the presence of
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tags in the title and body of the question. This tag extension can be performed in questions
and users. We then have 4 scenarios considering or not the extension of tags. These scenarios
are:

1. Scenario A (Q U): no tag extension for questions nor users
2. Scenario B (Q+ U): tag extension for questions only
3. Scenario C (Q U+): tag extension for users only
4. Scenario D (Q+ U+): tag extension for questions and users

We evaluated TMBA to answer three research questions.

RQ1 Does TMBA predict the actual answerer of a question?
RQ2 Does TMBA recommend qualified users?
RQ3 Does TMBA facilitate the workload distribution of answering questions?

For the first question, we checked when the TMBA positioned in the first place to the cor-
rect answerer of the question. This is the user whose answer was given as correct or accepted.
We performed this experiment for each scenario. The results showed poor performance in
Scenarios B and D, and C has the best performance. Actually this scenario positions cor-
rectly the best answerer 62.7% times. TMBA slightly passes the sanity check in Scenario
C.

The second question makes use of the recall@k metric to study the property of TMBA to
recommend qualified answerers. The ground truth in this evaluation is that the participants of
a question are competent and qualified users for answering the question. Using this approach,
a good performance of TMBA for a given question is that it recommends the participants of
the question in the first place. We run the experiment over the four scenarios aforementioned.
The results are similar to that in the first research question: Scenario C presents the best
performance. The results also show that although the performance of TMBA is fairly good
for questions with few participants (2 or 3), the more participants a question has the more
difficult it is for TMBA to present all answerers in the first place. This can be explained
by that questions with many participants tend to be more complex than others in which
the answer seems to be more straightforward. We answer then that TMBA in Scenario C
recommends qualified users for questions that are not complex or controversial.

Finally, the third question aims to reveal if TMBA distributes the workload in answering
questions. This was studied by observing which kind of users does TMBA recommends as
1st, 2nd, and 3rd choice. The results show that TMBA 86% of cases recommends users that
have high Karma points. This affirmation is not only valid for the users recommended in the
first place but also for users recommended in the second and third places. In conclusion, we
can argue that TMBA does not facilitate the workload distribution of answering questions.
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Chapter 7

Final Remarks and Future Work

In this chapter we summarize the contributions of this dissertation. We also expand on the
confirmation and rejection of the hypotheses and the achievements of the proposed objectives.
Finally, we develop on the future work and final remarks.

7.1 Contributions

In the following we restate on the four contributions of this work.

7.1.1 Methodology and Evidence of Code Duplication in ROS
Launch files

A first study on the ROS Ecosystem was made by looking at the ROS Launch files: a software
artifact of ROS itself that is in charge of launching processes and describing the connections
between them in order to achieve a robot behavior. We saw that ROS launch files are present
in almost every non-trivial ROS package, and some of them define many launch files. Our
study was focused in intra-package code duplication on these files.

We define a code clone as a portion of code of at least 7 lines that is repeated in two or
more launch files. We found that 40% of the ROS packages that define more than one launch
file have code clones. More than 80% have 6 clones or less: almost half of the packages have
one clone, and 1/5 have two or three clones. Also, the similarity of the launch files was over
45%, which means that is normal that developers to reuse code snippets in several launch
files.

Through the use of 3 metrics: average overlap, the proportion of launch files in clone
pairs, and clone cohesion (ratio of the number of clones and launch files involved in code du-
plication), we prioritized 10 packages for an in-depth analysis. We obtained several insights,
one of them is that in some packages, the clone represents a big portion of the launch files
thus the different launch files are a single code snippet repeated all over different files with
minimal differences.
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We also studied the Git history of the prioritized packages to see the impact of the presence
of code duplication in ROS launch files. We found that value tweaking, changes in the file
system, and package replacement are common cross-changing situations in which a change in
one clone needs to be propagated all over the involved files. We also found cases in which,
after initial changes in the launch files, the code clone remains intact and is reused in other
files.

7.1.2 Evidence on Socio-Technical aspects of the ROS Ecosystem

We performed a field study that combines both a qualitative study(interviews and open
coding) and a quantitative one (survey) and we gained valuable insights into the socio-
technical aspects of the ROS ecosystem. This contributes specifically to the field of Empirical
Software Engineering. We obtained observations about the package reuse experience, looking
for help activities and platforms, and contributing artifacts.

On package reuse, we identified that the majority of surveyed users have reused at least one
community maintained (95%) and a similar proportion claims to have a least one dependency
on such packages. However, 71% of surveyed users report having had the situation of having
failed in integrating them into their projects. The reasons are varied: the package was for an
outdated ROS distribution, lack of documentation, and the presence of bugs in such packages
are the most frequent.

Related to looking for help, the main platform for doing that is ROS Answers, a Q&A
website about topics related to ROS use and robotics. Surveyed answerers are more prone to
search for already existing questions than asking. They first try to scratch their own itches
looking for solutions by themselves or ask a colleagues instead of asking questions. Answering
is also not a popular practice because lack of time. Other sources of help are ROS Wiki in
which the most common practice is searching for information rather to creating or editing
pages. Finally, Advanced users claimed to search for snippets in the GitHub platform where
they can also interact with maintainers.

Finally, we have evidence about the artifacts that are contributed to ROS by users. Ad-
vanced and Intermediate users, due to their experience, tend to contribute the most. For
example, 77% of Advanced users claimed to has reported a bug and bug fixes. In the ROS
Answers platform, Intermediate users report to have asked questions while Advanced have
more participation both asking and answering questions. Other less popular artifacts of
contribution are Feature requests and documentation.

This contribution represents an important snapshot of the way ROS users interact in the
ecosystem. And give hints to community managers on how they can ameliorate or facilitate
the contribution dynamics among the community members.

7.1.3 Recommendations for addressing contribution bottlenecks

From the field study, we distilled five main bottlenecks in contribution dynamics in the ROS
ecosystem. They are:

• B1. Lack Of Time: nearly 60% of surveyed participants claim this bottleneck as the
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main barrier to contributing.
• B2. Package Abandonment: this is when the maintainer leaves the project without

notifying. 90% of surveyed participants have encountered abandoned packages.
• B3. Lack of confidence in the value/quality of a contribution: this barrier
affects mostly Beginners and Intermediate users. They are not confident about the
correctness, quality, or value of their contribution.

• B4. The contribution could be too specific to my problem, domain, hard-
ware, or research problem: Intermediate or Advanced users think that their con-
tribution could be not valuable due to the specificity of the contribution.

• B5. Workflow is unknown or not clear: although a minority, some users claimed
not to know how to contribute, which platform to use, and how.

In addition to this, we proposed five recommendations to overcome these bottlenecks and
ameliorate their symptoms. They are:

• R1. Identify and Predict Abandoned Packages: automated approaches can
ameliorate the scenario of abandoned packages. They can facilitate the identification of
such packages and foresee the risks of an already maintained package being abandoned.

• R2. Provide an Informative Package Repository: is important to have an auto-
matically updated catalog of packages available to be reused. Installation, configura-
tion, and troubleshooting activities can be present in that catalog.

• R3. Recommend contribution opportunities to qualified community mem-
bers: in the context of volunteer contributions and the specificity of the robotics fields
could be benefited of expert recommender systems. These systems could be used for
finding maintainers for abandoned packages or answerers of unanswered questions in
ROS Answers.

• R4. Limit breaking changes: an automated approach for upgrading and migration
among versions would benefit users for working the last version of ROS without having
to struggle with incompatible versions of third-party packages.

• R5. Motivate and encourage community contributions: other communities
have successful cases of motivating their community to achieve tasks that improve the
ecosystem’s health. Giving rewards, and organizing fests and campaigns are examples
of that.

The identification of contribution bottlenecks is a valuable piece of information as it allows
ROS community managers and core members to acknowledge the main bumps in contribution
dynamics. And providing recommendations to give solutions to face such problems.

7.1.4 Novel approach for actively distributing knowledge sharing
workload in Software Ecosystems

Adapting the approach of Zhang et al. [125] for recommending developers for open source
projects, we designed a novel expert recommender system for increasing the participation of
qualified less participatory users in the ROS Answers Q&A platform.

This approach is called Tag Map Based Algorithm since the main entity in the calculation
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is the tags associated with the question to find answerers for. Tags are words that help on
describing the content of a question. This approach calculates the relationship of the user
with questions in which it has already participated and also the relationship of a user and a
tag.

Usually, expert recommender systems aim to find the best possible answerer for a given
question. These systems tend to recommend users that have high participation in asking
and answering questions. Our idea is to find qualified users able to answer a given question
but we want them to be less participatory than those users who always answer questions.
This way the workload can be better balanced among the whole community. Although this
approach shows not being successful in its purpose, the problem proposed is novel itself.

7.2 Discussion on the Objectives and Hypotheses

� Goals :

We can conclude that almost all the proposed goals were achieved. Each chapter represents
one goal. Chapter 3 refers to the first goal Study clone activity in ROS Launch files and
consists of an in-depth study of these ROS artifacts. Chapter 4 has a correspondence with the
second goal Characterize the collaboration dynamics in the ROS community, the field study
shows how users use ROS, how they look for help, and what they contribute to the ecosystem.
As for the third goal, Identify the more important bottlenecks in contributions and provide
recommendations to address them, in Chapter 5 we addressed it by identifying 5 contribution
bottlenecks and giving the same number of recommendations. Lately, on Chapter 6 we
addressed the fourth goal, Recommend qualified members for knowledge contributions. We
presented a tag-based approach to recommend users that are less participatory but qualified
members of the ROS Answers community to answer a given question. We consider that this
fourth goal was not achieved since although the system recommends qualified answerers, it
only recommends less participatory 1/4 of the cases.

� Hypothesis 1: By performing code analysis of ROS launch and configuration files, it is
possible to find issues in the ROS ecosystem

In Chapter 3 we performed a complete analysis of a specific ROS artifact: ROS launch
files. These artifacts are configuration files used to declare processes and connections between
them in order to launch a robotics program.

In particular, we analyzed the duplication of code fragments in ROS launch files. In there
we identified that 40% of eligible packages, packages with more than one launch file, present
cases of code duplication. Moreover, half of them have two or three clones (fragments of
duplicated code). Also, the majority of the aforementioned packages have a similarity of over
40%.

We also performed an in-depth analysis of 10 out of 23 packages with a high amount
of clones (over 7), the most relevant according to the average overlap, clone cohesion, and
proportion of launch files involved in clone cases versus all launch files defined with clone
cases. We found that at least 6 have more than 60% of their code with clone cases, and 5
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packages have more than half of the whole launch file repeated.

These results show the existence of a clear pattern of code duplication activity over this
software artifact. There are well-known negative consequences that duplicated code can
trigger when propagating changes in duplicated fragments [63]. Having duplicated code is
a latent source of bugs or inconsistencies, and, in the latest case, duplication of efforts.
Copy-and-pasting damages the software ecosystem.

Hence, the hypothesis 1 is confirmed: the ROS ecosystem’s health can be analyzed by
performing code duplication analysis on ROS launch files.

� Hypothesis 2: Contribution bottlenecks in ROS can be attributed to socio-technical issues
within the ecosystem

In Chapter 4 and Chapter 5 we presented a field study on the experience of ROS users
when reusing ROS packages and contributing to the ecosystem. It consisted of a set of
interviews, a focus group and an open online survey (both can be inspected in Annex A and
B).

We identified that contributions are mainly done by Intermediate and Advanced users.
They reported several situations that hamper the possibility to contribute. It varies from
type of contribution: question or answer in ROS Answer, bug fix, feature requests, documen-
tation. We summarized these findings into 5 contribution bottlenecks already presented in
the referenced chapter and in the contribution Section 7.1.3.

The B1. Lack Of Time is a phenomenon typical of voluntary activity as the contribution
in an open-source project is. For B3. Lack of confidence in the value/quality of a contri-
bution and B4. The contribution could be too specific to my problem, domain, hardware, or
research problem, we consider them as the same root: there is no acknowledgment that every
contribution is valuable and it does not matter how specific it is. Regarding B5. Workflow is
unknown or not clear we think that it is more a technical issue as the way to contribute to it
is not clear enough. Finally, the second bottleneck B2. Package Abandonment is definitively
both a social and a technical issue. Social because it is an active contributor that disappears
and dependant users and contributors are not able to participate in using nor contributing to
a package. And technical because of the lack of mechanisms to predict, identify and overcome
this phenomenon.

In conclusion, we can confirm hypothesis 2: contribution bottlenecks in ROS are at-
tributed to socio-technical issues.

� Hypothesis 3: Expert Recommendation Systems based on the use of tags are useful for
finding less participatory qualified candidates for answering questions on the Q&A site on a
robotics software ecosystem

In Chapter 6 we presented a novel approach of Expert Recommendation System for Q&A
communities: the Tag Map Based Algorithm (TMBA). This is based on the work of Zhang et
al. [125], which proposes a recommender system for software developers in software projects
based on their participation in similar projects, in GitHub. We adapted their approach by
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replacing developers with users of the Q&A community ROS Answers, and software projects
by posted questions.

We applied this system over the ROS Answers platform, the Q&A website de facto for
robotics questions using ROS. In there, users post questions and provide answers, and points
are given by the value of their questions/answers: Karma points. Users with high Karma
points tend to be the most participatory users in ROS Answers. The objective when designing
TMBA was not only to provide qualified answerers but also to help with a better workload
distribution in this community by recommending less participatory qualified users.

The goals of this system were studied through three research questions: RQ1. Does TMBA
predict the actual answerer of a question? (Sanity Check), RQ2 Does TMBA recommends
qualified users?, and RQ3 Does TMBA facilitates the workload distribution of answering
questions?

For the first question we saw that TMBA recommends better when extending the tags
for Users only, and it slightly passes the Sanity Check. For the second question, the TMBA
behaves well when tested in questions with fewer interactions between participants (author
and answerers). This can be explained that when more users participate in searching for an
answer the more complex or controversial the question is. The results for the third question
were that TMBA tends to promote members with high karma most of the time even for the
2nd and 3rd position in the ranking this trend of recommending by Karma points does not
change.

In conclusion, the TMBA approach, most of the time, does not recommend less partici-
patory qualified users. Whereby we proceed to partially reject the hypothesis 3 as there
can be other more sophisticated approaches that can actually work on the intended goal.

As one of the reasons for the low performance of TMBA is the simplicity of Zhang’s
approach. If we compare more recent approaches they profit from techniques using machine
learning, more specifically, natural language processing, that we think could have benefited
the search for qualified users. Also, if we were interested in recommending less participatory
users we might have included the factor of the Karma points in the algorithm.

7.3 Future Work

The future work of this dissertation is based on the following points:

• Analysis of code duplication in other artifacts : Code duplication studies are commonly
applied to source code. It would be very interesting to know how is the copy-and-paste
activity in such artifacts.

• Compare findings regarding the socio-technical evidence: We found many interesting
aspects of how users interact with the ROS software and also in the community. This
study can be repeated in other software ecosystems with similar characteristics: diver-
sity of knowledge, high specialization in different disciplines, and/or use of heterogeneity
of hardware.

• Confirmation of bottlenecks in other ecosystems : We think that bottlenecks such as lack
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of time, package abandonment and workflow unknown are probably common bottlenecks
in other software ecosystems. Although, we don’t know the impact on such ecosystems
and what they have done to mitigate the effects of them. Also, it would be interesting
to investigate the other bottlenecks that are partially explained by the characteristics
of the ROS ecosystem. Finally, another question that shows up is if there are other
particular bottlenecks in such ecosystems.

• Applicability of recommendations in other ecosystems : Another path for future work
can be to study how the recommendations provided can be applicable or if they are
useful in other ecosystems. This, considering that in, for example, larger communities,
some of our recommendations could be not applicable.

• Willingness to participate in answering questions : the approach of TMBA was to better
distribute the workload of answering questions by recommending less participatory
users. Although, there is something we do not know: are such kinds of users willing to
participate more? A study that tackles this question would be benefited from the fifth
recommendation which is related to motivating the community to contribute.

• Distribution workload in maintenance tasks : one of the approaches mentioned in the
recommendations was to divide the maintenance tasks of abandoned packages into
smaller tasks. Thus, with an appropriate expert recommender system, qualified mem-
bers of the ecosystem could participate, for example: by replicating bug reports or
reviewing pull requests, lowering the workload of the maintainer, or actually maintain-
ing an abandoned package.
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Annex A

Interview Questionnaire

Part 1: Background and general opinion about ROS

1. What is your graduate and/or postgraduate degree / what are you studying?
2. How long have you been programming with ROS?
3. How do you mainly use ROS? Or contribute to ROS?
4. Do you have a software engineering background? For you, what is Software Engineer-

ing?
(a) Does this apply to ROS?

5. What are the key strengths of ROS in your opinion?
6. What are the principal weaknesses / areas of improvement of ROS?
7. How does ROS compare with the alternatives? Do you know any? Which ones?
8. Do you usually spend more time developing new modules, configuring existing modules

or adapting 3rd party modules?
9. What are in your opinion the most common errors when using ROS?

Part 2: Learning curve and first steps

10. How much time do you think someone needs to reach an acceptable expertise in ROS?
11. Which activities are key for developing that expertise?
12. What do you do when you face an unknown bug or behaviour of your program?

(a) Do you ask in a mailing list?
(b) Do you ask in ROS Answers?
(c) Do you go to the documentation of the relevant packages?
(d) Do you visit the Github page of the relevant packages?

13. What do you think about the mechanisms of communication provided by the ROS
community? (ROS Answers, discourse.ros.org, Mailing lists, ROS Wiki, Github pages
. . . )

14. What do you think about the documentation of ROS packages? Their tutorials, exam-
ples, explanations, demos, etc.

Part 3: Experiences using ROS

15. Describe the latest hard to find bug you had to fight with while using ROS? Is this a
usual kind of bug?

16. ROS as a middleware and a framework provides mechanisms for developing applications.
Have you ever experienced that you have noticed a lack of a solution or that you had
to somehow bypass a ROS solution (or hacking a ROS solution) due to it not fulfilling
your requirements?
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17. What has been the most . . . in your experience working with ROS?
(a) Boring or repetitive task or tool feature.
(b) Easy, straightforward tasks.
(c) “Magical” task: you do it because you know it is necessary but you do not know

what is it for. If anything goes wrong, you would not know how to fix it.
(d) Good quality tool.

18. Have you ever experienced issues due to the upgrade of a ROS distribution?
19. In your experience, typically how many modules you interact with?
20. Have you experienced issues configuring a set of modules? Can you give examples?
21. Have you had issues of hard to understand launch files? Can you give examples?
22. ROS has many types of files (launch files, yaml, package .xml files, other .xml files,

build files, etc.).
(a) Can you explain to me the role of each of the files?
(b) What are the 3 more frequently used files?

Part 4: Communication Mechanisms

This section asks questions about the five communication mechanisms provided by ROS
(see Sect. 2.1).

23. Which one have you used?
24. Which one have you never heard of / used?
25. In which contexts would you use each one?
26. Have you encountered issues using the ROS communication mechanisms? Can you give

examples?
27. What are the main constraints or concerns when choosing between mechanisms?
28. Do you combine communication mechanisms? How?
29. Have you ever used another communication mechanism or a custom one?

Part 5: Software Artifacts & Developer Roles

30. What are the common tasks of a developer when programming a robot behaviour?
Please list all the examples you can.

31. Can you group these tasks into a role of a developer?
32. For all roles, how many people play this role? (only 1, 2 or 3, everyone)
33. Which software artifacts are related to each task?

105



Annex B

Survey Questionnaire

Part 1: Demographic and basic information

1. Select which institution you are affiliated with:
(a) University
(b) Private sector
(c) Research Center
(d) I am not affiliated with an institution
(e) Non-governmental Organization (NGO)
(f) School
(g) Local government agency (eg. municipality, ministry)
(h) Other, please specify

2. Country of your institution (Leave it blank if you are not affiliated with an institution).
3. What is your background in robotics? For example: computer vision, simulation,

navigation, etc.
4. How experienced are you with ROS?

(a) Between 0 to 6 months
(b) From 6 months to 1 year
(c) Up to 2 years
(d) Up to 3 years
(e) Up to 4 years
(f) Up to 5 years or more

5. Do you have any background in Software Engineering?
(a) Not familiar with the term "Software Engineering"
(b) Heard about SE, but don’t know the definition
(c) Know what it is, but no background in this area
(d) Have taken some Software Engineering courses
(e) Have a strong background in Software Eng.

Part 2: General Background

6. Have you tried reusing a 3rd party ROS package?
(a) Yes
(b) No

7. How dependent are your projects to 3rd party ROS packages?
(a) Only on core packages
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(b) Few dependencies
(c) Some dependencies
(d) Major dependencies

8. How often do you encounter the "Abandoned Package" phenomenon in practice?
(a) Never
(b) Rarely
(c) Sometimes
(d) Very often
(e) All the time

Part 3: Reusing Packages

9. Have you ever failed to reuse a 3rd party ROS package?
(a) Yes
(b) No

10. Why did you fail reusing it? (Leave it blank if you have not failed reusing)
(a) The package was for an outdated ROS distribution.
(b) I could not figure out how to use it (lack of documentation).
(c) There was a bug that prevented the package from working properly.
(d) I did not succeed in configuring the package for my use case (launch files, etc.) I

could not install the package.
(e) The package is not compatible with my particular hardware.
(f) The package was for a newer version of ROS, mine is older.
(g) The package had performance issues.
(h) I asked for help but could not find it.
(i) Other, please specify.

11. How often do you find tests in 3rd party ROS packages?
(a) Never
(b) Rarely
(c) Occasionally
(d) Frequently
(e) Very frequently

12. How often do you find ROS Bags in 3rd party ROS packages?
(a) Never
(b) Rarely
(c) Occasionally
(d) Frequently
(e) Very frequently

13. How relevant to you are the following types of documentation when reusing a 3rd party
ROS package?

• General documentation about the purpose of the package and its features.
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• API documentation.
• Guidelines for configuring the package launch files.
• Troubleshooting experiences from other users.
• Issue tracker information.
• Benchmarks and/or information about its performance.
• Information about the robot(s) where it has been tested on.
• Other.

For each type of documentation, indicate if it is:
(a) Not relevant
(b) Hardly relevant
(c) Somewhat relevant
(d) Relevant
(e) Highly relevant
(f) I do not know

14. When reusing a package, where do you get help? Check all that apply:
(a) ROS Answers.
(b) ROS Wiki.
(c) I search for examples on Github.
(d) StackOverflow.
(e) Colleagues.
(f) I ask the package maintainers on Github.
(g) Mailing list.
(h) Discourse.
(i) Other, please specify.

15. Which of the above options do you use most frequently? (Same alternatives as in #14)
16. How dependent are your projects to 3rd party ROS packages?

(a) Only on core packages.
(b) Few dependencies.
(c) Some dependencies.
(d) Major dependencies.

Part 4: Contributions

17. What type of contribution have you made to 3rd party ROS packages? (Leave it blank
if you have not made a contribution)
(a) Reported a bug.
(b) Question post in ROS Answers.
(c) Submitted a bug fix.
(d) Answer post in ROS Answers.
(e) Asked for a new feature.
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(f) Submitted a new feature.
(g) Added missing documentation.
(h) Updated documentation.
(i) Experience report post.
(j) Another type of contribution.

18. Which of the above options of type of contribution is the most frequent? (Same alter-
natives as in #17)

19. Have you ever failed to make a contribution to a 3rd party ROS package? If so, why?
(Leave it blank if you have not)
(a) I did not have enough time to make a contribution.
(b) I think my issue is too specific to my project, hardware and/or research.
(c) I was not confident that the contribution was good enough (in terms of correctness

and/or quality).
(d) The package was abandoned, so no one will receive or integrate it.
(e) I did not know how to make a contribution (I am not aware of a workflow).
(f) I forgot.
(g) It might have been a misunderstanding on my part.
(h) I was not sure who to send the contribution to I did not know which software

license to use.
(i) My institution/contract has privacy policies that forbid me from making contri-

butions to open-source projects or sharing work funded by it.
(j) I did not know you could contribute to packages.
(k) I did not know how to use GIT or Github well enough to send my contribution

(e.g. pull requests).
(l) The maintainer or other users probably fixed the problem already.

(m) Another reason, please specify.
20. Which of the above reasons is the most frequent? (Same alternatives as in #19)

Part 5: Support-like contributions

21. Have you ever felt like you could have answered a question on a Q&A site, Mailing list
or forum, but in the end you did not submit an answer?
(a) Yes
(b) No

22. Why did not you do submit an answer? (If you answered No to question #21, leave it
blank)
(a) It takes too much time to replicate the situation described in question.
(b) It requires follow-up questions before answering.
(c) It requires setup data that usually is not provided (ROS Bags, etc.).
(d) It requires hardware I do not have access to.
(e) Another reason, please specify.
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Annex C

Recall@k figures

In the following pages we show the figures of the median and average of the Recall values for
at every place in the TMBA ranking for scenarios A, B, C and D. The blue line shows the
median and the red the average. The best performance is shown then the blue and the red
lines grow fast: the blue curves achieves the value 1 in the first places of the ranking and the
red curve’s tilt is more vertical at the beginning.
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Figure C.1: Recall for 3 participants
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Figure C.2: Recall for 4 participants
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Figure C.3: Recall for 5 participants
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Figure C.4: Recall for 6 participants
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Figure C.5: Recall for 7 participants
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Figure C.6: Recall for 8 participants
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Figure C.7: Recall for 9 participants
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Figure C.8: Recall for 10 participants
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