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Abstract

Neurons  from  different  memory-related  mammalian  brain  regions  display  intrinsic

maximal subthreshold voltage responses to  oscillatory stimulation at theta frequencies

(4-12 Hz; theta resonance). This may contribute to tune and stabilize network oscillatory

activity. However, the drop in input resistance (Rj.„) produced by synaptic bombardment

in  active  networks  predicts  a  loss  of resonance  impact  on  neuronal  processing.  To

investigate whether resonance drives rhythmic spiking in active networks we performed

a comparative study of two resonant neuron populations with different A,.„ pyramidal

neuron  from  CAl  hippocampus  (CAIP,  ~60  MQ)  and  neurons  from  the  anterior

nucleous of the cortical amygdala (ACoN, ~160 MQ) using rat brain slices, whole-cell

recordings  and  dynamic  clamp.  A  hyperpolarization-activated  cationic  current  (I/,)

contributed to subthreshold resonance in both neuronal groups. Favored by the high JZ,.„,

J7, also filtered perithreshold voltage oscillations in ACoN, thus allowing the translation

of resonance to  spiking regimes  even under recreated synaptic bombardment.  In turn,

CAIP neurons displayed a tunable mechanism for resonance translation to spiking based

on  relative  levels  of  a  muscarine-sensitive  potassium  current  (JM)  and  a  persistent

sodium current (JNap).  Notably, we confirmed the prediction of RLC-filter theory that

changes in jz,.„ due to synaptic bombardment modulate resonance frequency and strength.

CAIP have five-fold more JNap than ACoN, increasing perithreshold impedance and thus

compensating  the  low  JZ,.„.  Therefore,  neurons  with  opposed  jz,.„  values  implement

different strategies to effectively translate their frequency preference to spiking regimes.
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We  present  a  novel  aspect  of neuronal  resonance,  consisting  of a  dynamic  tunable

mechanism  for  intrinsic  frequency  preference  that  depends  on  the  level  of network

activity.
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Chapter 1

INTRODUCTION

1.1 Neurocentric view of brain activity

Our conception of the world corresponds to an internal representation that emerges as a

consequence  of brain  activity influenced by  sensory inputs  (von der Malsburg  et  al.,

2010;   Spoms,  2011).  Brain  activity  is  carried  out  by  billions  of  neurons  that  are

continuously   perfoming   a   fundamental   process   consisting   on   receiving   stimuli,

processing them in a complex space- and time-dependent manner.  Subsequently, using

an  electric  language  based  on  the  firing  of  action  potentials,  communicating  the

processed  signals  to  downstream  neurons  (Spoms,  2011).  This  essential  property  of

neurons which relies  in their excitable  nature  (Mccormick,  1998),  generates  complex

patterns of activity as cells interact among them in local circuits and also in the entire

brain.  This  activity,  in  interplay  with  peripheral  and  autonomous  nervous  system

ultimately generate the animal behavior (Buzsaki, 2006; Spoms, 2011). This fascinating

process demands a very precise temporal coordination of neuronal activity aci.oss several

spatial  scales,  ranging  from  local  circuits  (microns  to  millimeters)  to  the  distance

separating  different brain regions  (centimeters)  (von  der Malsburg et al.,  2010).  This
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exact  timing  of neuronal  activity  depends  on  the  ability  of neurons  to  transit  from

subthreshold to  suprathreshold potentials. Despite the wealth of information regarding

the mechanism of action potential generation and propagation and also about synaptic

transmission,  little  is  known  on  the  intrinsic  excitability  properties  of neurons  that

influence whether and how they fire or not an action potential (Ratt6 et al., 2013); more

precisely, the question that requires further attention is which is the specific dynamics of

neurons  when  they  approach  perithreshold  potentials  (near  threshold)  and  engage

towards two complete different outcomes: remain silent or transit toward an active state

generating  action  potentials.   This   step  of  transition  is   even  more   complex  if  is

considered that the brain works based on oscillatory activity in frequency ranges that

span from fractions to hundreds of cycles per second (Penttonen and Buzsaki,  2003).

The oscillatory nature of brain activity is  expressed at the neuronal level as rhythmic

synaptic  activity  that  arrives  to  neurons  and  drives  subthreshold  oscillations  of the

membrane potential in the perithreshold range (Kamondi et al., 1998; Richardson et al.,

2008).  Together  with  this  oscillatory  incursions  towards  action  potential  threshold,

neuronal activity possesses a natural noisy component that makes even more complex

the process of firing or not an action potential (Faisal et al., 2008). The understanding of

the  intrinsic   Guilt-in)  neuronal  mechanisms  involved  in  the  control  of  sub-   and

perithreshold  responses  is  fundamental  to  comprehend  their  contribution  to  brain

function at both nomal and pathologic conditions (Beck and Yaari, 2008; Rarfe et al.,

2013).

The traditional and rather simplistic view of this process of transition of neurons from

resting to an active state, is that neurons receive synaptic activity and respond in one of
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two  different  ways:  as  integrators,  sulrmiing  incoming  stimuli  until  reaching  spike

threshold,  or as  coincidence detectors that attain spike threshold when synaptic inputs

coincide  in  a  rather  short  time  window  (Prescott  et  al.,  2008).  To  unravel  the  way

neurons process synaptic inputs and fne action potentials (also called spz.free given the

way   they   look   at   the   oscilloscope)   would   have   a   tremendous   implication   for

understanding  the  language  that  brain  uses  to  operate,  the  so  called  neuronal  code

(Sejnowski, 1995). When neurons act as integrators, they respond according to the firing

frequency of presynaptic neurons, thus they are well suited for a code dependent on the

firing rate of neurons, called rate code (Prescott et al., 2006). On the other hand, when

neurons act as coincidence detectors they respond better to synchronous synaptic inputs

generating a neural code where information is conveyed by the precise timing of spikes,

which  is  a  spike-time  code  Q'rescott  et  al.,  2006).  The  actual  behavior  of cortical

neurons lies between these two forms of neuronal processing, and remarkably, neurons

can switch dynamically between integrators or coincidence detectors  according to  the

level of synaptic inputs or modification of their intrinsic properties (Rarfe et al., 2013).

This makes it possible that neurons multiplex both codes, transmitting information based

in their firing rate and, at the same time, also codify infomation in the specific timing of

action potentials (Ratt6 et al., 2013).

When the voltage response of neurons is investigated in the frequency domain instead of

time  domain,  which  means  evaluating  their  voltage  response  as  a  function  of the

frequency  of  stimulation,  another  classification  of  neurons  in  two  types  emerges:

resonators  and  non-resonators,  with  resonant  neurons  favoring  oscillatory  activity  at
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specific frequency ranges, whereas non-resonant neurons do not (Hutcheon and Yarom,

2000).

1.2 Neuronal resonance and the theta-frequency range

When neurons  are  stimulated at subthreshold potentials with  an oscillatory current of

increasing  frequency,  most  cells  respond  with  decreasing  amplitude  as  stimulation

frequency  increases  (Hutcheon  and Yarom,  2000).  This  is  produced  because  for fast

oscillations the cell membrane, which acts as a capacitor, does .not have enough time to

be charged, resulting in a filtering of high-frequency oscillations. The common way to

analyze  frequency  dependence  of neurons  is  by  measuring  their  impedance  profile,

which is the ratio of the fast Fourier transfom of the membrane potential (the output) to

the injected current (the input), which represents a generalization of the input resistance

of the neurons for an oscillatory regime and is a function of the frequency of stimulation.

The  impedance  profile  of  a  non-resonant  neuron  decays  monotonically  from  their

maximum value near 0 Hz as frequency increases (Hutcheon and Yarom, 2000).

A  particular  group  of neurons  classified  as  resonant,  instead  of filtering  only  high

frequencies,  they  also  filter  low  frequency  oscillations,  thus  generating  a  maximal

voltage  response   in  between  both  flltered  regions   (Hutcheon  and  Yarom,   2000;

Izhikevich,  2002).  Theta-resonant  neurons  are  those  neurons  that  have  a  frequency

preference  for oscillatory  stimulation in the  theta rage  (3-10  Hz).  The  attenuation  of

slow oscillations is produced by the presence of at least one voltage-sensitive current

(called resonant current) that has the property of activating towards voltage ranges in the

opposite direction to the current reversal potential.  This develops a membrane current
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that moves the potential. towards values that gate its deactivation, generating a feedback

loop  of  activation/deactivation  that  attenuates  voltages  oscillations  slower  than  the

activation time constant of the particular current (Hutcheon and Yarom, 2000).

The    mechanism    of   resonance    isi    easier    to    explain    using    as    example    the

hyperpolarization-activated cationic current, Jh (Robinson and Siegelbaum, 2003). This

current  has  been  widely  identified  as  the  mechanism  of  theta-resonance  in  many

mammalian neurons (Hu et al., 2002; Ulrich, 2002; Erchova et al., 2004; Wang et al.,

2006).  This  is  a mixed K+  and Na+  current,  is  mostly  closed at resting potential  and

activates with voltages more hyperpolarized than -70 mv aiobinson and Siegelbaum,

2003).  Given its voltage range of activation, Jb corresponds to net inward current that

reverses   near   -40   mv,   thus   having   a   depolarizing   effect.   When   neurons   are

hypexpolarized below -70 mv, Jh is activated and moves back the membrane voltage,

depolarizing   the   cell   towards   its   reversal   potential   with  'the   consequent   current

deactivation (the feedback loop) quutcheon and Yarom, 2000). Given that the activation

time  constant  (T)  of Jh  is  of the  order of tens  of milliseconds,  voltage  oscillations  at

frequencies  below  8-10  Hz  (with  period  below   1/27IT)  will  allow  Jh  activation  or

deactivation  with  the  consequent  attenuation  in  the  response  (Hutcheon  and  Yarom,

2000).   Another  current  described  as  producing  theta-resonance  is  the  muscarine-

sensitive K+ current, JM (Hu et al., 2002). Its mechanism of action is similar to Jh, with

the difference that it is a hypexpolarizing outward K+ current, and its voltage sensitivity

produces it activation at potentials above -60 mv, in opposed direction than Jh a3rown,

1988; Shah et al., 2002).
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According to the activation time constant of the resonant current involved, neurons may

have a peak voltage response at different frequency ranges, including theta (4-12 Hz)

and gamma (30-60 Hz) ranges (Hutcheon and Yarom, 2000).

In   addition   to   frequency   preference,   resonant   neurons   display   other   remarkable

characteristics.  In  whole  cell  experiments  as  well  as  when  neuronal  membrane  is

modeled by an equivalent RC circuit, it is obtained that under oscillatory stimulation the

voltage response always follows the oscillatory activity with a phase lag that increases

with frequency. It turns out that resonant neurons have a lower phase shift compared to

non-resonant  neurons,  and  even  can  have  zero  or  positive  phase  shift  in  the  lower

frequency range (Narayanan and Johnston, 2008). This means that resonant neurons may

follow oscillatory inputs with less lag than non-resonant neurons, thus favoring a faster

and tightly coordinated oscillatory activity at network level.

1.3 Cell types displaying theta-resonance

Despite the high neuronal diversity presented in the mammalian brain it is possible to

group  neurons  in  specific  cell  types  which  are  characteristic  of  each  brain  region

(Contreras, 2004).  In turn,  each brain region contains a subset of particular cell types

that accomplish specific functions in the neuronal network (Klausberger and Somogyi,

2008).  The  definition of a cell type is given by a rather arbitrary set of features like

cellular morphology, electrophysiological properties, neuropeptide profile, among others

(Spruston  and  MCBain,  2007).  Theta  resonance  has  been  described  in  two  well-

characterized cell types, pyramidal neurons from CAl  hippocampus (Hu et al., 2002),

and layer 11 stellate cells of entorhinal cortex (Erchova et al., 2004). Each of these cell
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types has a characteristic set of intrinsic properties that sets their input-output curve and

action  potential  threshold,   an  also   display   a  representative   synaptic   connectivity

(Spruston and MCBain, 2007;  Canto  et al.,  2008).  In terms  of morphology pyramidal

neurons from CAl  and stellate cells are very similar inside each group and share other

similarities between groups. Both cell types have the soma and dendritic projections in

the same cortical layers into their respective regions. The shape and extension of their

dendritic projections  is very  similar within each type,  with  stellate  cells  displaying  a

denser spiny  dendritic branch  (Klink  and Alonso,  1997),  while  CAl  neurons  have  a

more pronounced apical dendrite that proj`ect secondary 9nd tertiary dendrites in a conic

shape (Spruston and MCBain, 2007). They share many characteristics that allow an easy

recognition of them.  Certainly,  both  of these resonant neuronal  types  are  intertwined

with  several  other  neuronal  types  in  their  respective  brain  regions,  CAl  pyramidal

neurons share their layer with more than 25 different types of intemeurons (Klausberger

and  Somogyi,   2008),  while  stellate  neurons   coexist  with  pyramidal  neurons  and

intemeurons (Canto, Wouterlood, & Witter, 2008).

1.4 Relating theta-neuronal resonance with brain activfty at theta range

The importance of the fact that theta-resonance is expressed in specific cell types comes

from the possible relationship that may exist at the cellular level between structure and

function  (Somogyi  and Klausberger,  2005).  It is particularly interesting that both the

hippocampus  and entorhinal  cortex are part of the parahippocampal formation where

multisensory information is processed allowing the construction of a map of the extemal

world (Fyhn et al., 2004; Buzsalci and Moser, 2013). This brain regiori displays a strong



theta activity during several behavioral activities that require its function like navigation

or memory-related tasks  (Burscki,  2005;  Hasselmo,  2005;  Buzsfki  and Moser,  2013).

Most  important,  both  resonant  cell  types  have  been  characterized  as  key  neuronal

correlates  for  the  construction  of the  internal  map,  with  CAl  pyramidal  neurons

encoding  a  specific  location  in  the  extemal  world  and  are  thus  called  "place  cells"

(O'Keefe   and  Recce,   1993),   and  stellate   cells   coding   for  a  spatial   grid  pattern,

constituting the "grid cells" (Hafting et al., 2005).

The emergence of place and grid cells is a process related to theta-frequency activity,

however it is not clear wbether intrinsic theta-resonance contributes to the generation of

that behavioral correlate, or if theta activity result only from synaptic activity or both.

I.5  Proposed  functional  significance  of  neuronal  resonance:  translation  of  sub

threshold frequency preference to the spiking regime.

As neuronal resonance is a subthreshold phenomenon, filtered voltage oscillations need

to  interact with the mechanism of action potential generation in order to translate the

frequency preference to a spiking regime and propagate electrical activity in a selective

Way.

In  resonant  neurons,  subthreshold  frequency  preference  may  selectively  translate  to

spiking patterns the incoming oscillatory inputs at the resonance frequency Glutcheon

and Yarom, 2000; Izhikevich, 2002). Resonance could thus constitute a band-pass filter

mechanism for transmitting repetitive activity in a limited frequency range, which may

critically contribute to  orchestrate neuronal network rhythms  qlinfs,  1988; Hutcheon

and Yarom, 2000). .Neuronal resonance in the theta-frequency range may participate in
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the generation of the network theta waves observed during memory fomation (Lisman,

2005),  suggesting  an involvement  of this  intrinsic  property  in  leaming.  Accordingly,

during network theta activity the induction of synaptic plasticity is facilitated (Huerta

and Lisman, 1995)

1.6 Neuronal resonance in the context of an intact brain I: the active network state

and the attenuation of intrinsic frequency preference.

It is speculated that resonance may contribute to tune and to stabilize oscillatory activity

in neuronal networks (Hutcheon and Yarom, 2000), however, the context that resonant

neurons  face  in  an  active  network  challenges  this  view.  In active neuronal  networks

membrane   input   resistance,   A,.„   varies   in   a   wide   range   depending   on   synaptic

bombardment,  showing  up  to  an  80%  decrease  from  its  value  in  a  silent  network

(Destexhe  et  al.,  2003).  This  active  network  state  has  two  implications  for  neuronal

resonance.  The  flrst  is  that  the  decrease  in  A,.„  implies  a  general  reduction  of the

impedance  profile  accompanied  by  lower  resonance  strength  and  the  corresponding

detriment of frequency preference. The second is the noise of the membrane potential

produced by the bombardment of uncorrelated synaptic inputs (Destexhe et al., 2003).

When a neuron  is  oscillating just below threshold the stochastic nature of noise may

favor  the  generation  of  action  potentials  at  frequencies  away  from  the  range  of

preference, producing an impairment of frequency selectivity (Ementrout et al., 2008).

Obviously, these considerations favor the impact of resonance when resonant neurons

have a high A,.„.
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1.7 Neurona] resonance in the context of an intact brain 11: the active network state

and the modulation of intrinsic frequency preference.

On the other side, using an RLC (resistance, impedance, capacitance) equivalent circuit,

which mimics the resonant behavior of neurons,  it is possible to predict that not only

resonance  strength  but  also  resonance  frequency  would  depend  on  A,.„.   Since  A,.„

decreases proportionally with increasing levels of synaptic bombardment, a prediction of

the model is that the resonance frequency and strength will change in opposite directions

after modifications in synaptic activity. Therefore, this may constitute a mechanism of

modulation of intrinsic resonance by the level of network activity.   Notably, the higher

the jz,.„ of the resonant neuron, the wider the range for modulation it will have.

1.8  Resonant  neurons  in  the  cortical  amygdala:   a  privileged  model  to  study

resonance implications.

Previous work of the laboratory described a new group of theta resonant neurons that

display  a  high  A,.„,  with  an  average  of  160  MQ,  near  three  tines  the  value  for

hippocampal pyramidal cells (~60 MQ) (PhD thesis M. Pezzoli). These neurons are part

of the layer 11 of the anterior cortical amygdala nucleus (ACo) and represent at least one

third of the whole neuronal population in this layer.  The ACo is part of the olfactory

circuit and given its direct connection with the olfactory bulb, ACo functions as a gate

for  olfactory   activity  propagation  to  the   basolateral   and   centromedial   amygdala,

probably contributing to the processing of olfactory stimuli of biological relevance.

The  mammalian   olfactory  circuit  is   characterized  by  a  pronounced  theta-

frequency activity, which is behaviorally driven by sniffing  (Kepecs  et al.,  2006). At
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rest, sniffing frequency is around 2-4 Hz, while during exploration and odor recognition

tasks, it increases to around 6-12 Hz, thus sparming all the theta range (Kepecs et al.,

2007; Wesson et al., 2008; Doucette et al., 2011). Sniffing activity evokes phase-locked

spiking in principal cells of the MOB and PC (Macrides and Chorover,  1972; Wilson,

2001; Cang and Isaacson, 2003) and correlated rhythmic activity in the hippocampus, a

correlation that increases when the animal is evaluating the biological relevance of the

stimulus  (Macrides  et  al.,  1982).  In this  context,  it becomes  relevant to  characterize

resonance in neurons from the olfactory amygdala, a possible locus of olfactory-related

emotional leaning.

Several  studies  have  shown  that  the  olfactory  circuit  operates  based  on  oscillatory

activity in the  theta range  (4-12  Hz),  which is  driven by the exploratory behavior of

sniffing. Despite a lack of whole cell I.# vz.vo recording of ACo neurons, recordings from

other  olfactory  structures  like  olfactory bulb  and piriform  cortex  show that  synaptic

activity follows sniffing rhythmic activity. This evidence allows to propose that resonant

neurons  from  ACo  are  selectively  driven by  rhythmic  synaptic  activity  around  their

resonance frequency.  Moreover, taking into account their high R#„ ACo neurons appear

as  a  privileged  model  to  evaluate  the  impact  of the  active  network  state  on  theta-

resonance rhythmic processing.

Despite a robust description of subthreshold voltage response of ACo neurons, when this

thesis work started it was not clearly understood what was the ionic current underlying

theta-resonance  and  also  it  was  ignored  whether  this  resonant  neurons  belongs  to  a

defined  cell  type  as  is  the  case  for  CAl  pyramidal  neurons  and  stellate  cells  from

entorhinal cortex (explained above).
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1.9 Thesis proposal

The existence of theta-resonant neurons is very attractive as an intrinsic mechanism for

neural processing considering that one  of the most prominent characteristics  of brain

activity  is  their  oscillatory  nature,  with particularly  high power  at  theta  and  gamma

frequency ranges (Hutcheon and Yarom, 2000; Burscki, 2006). The general property of

resonant  neurons  is  that,  when  receiving  oscillatory  stimuli,  they  respond  with  an

increased   subthreshold   voltage   response   when   stimulated   at   their   frequency   of

preference  (Hutcheon and Yarom,  2000). It is  speculated that if oscillations  are large

enough to .reach spike threshold they will translate their preferred frequency to a spiking

regime,  thus  firing action potentials with a higher probability when  stimulated at the

preferred  frequency  (Hutcheon  and  Yarom,  2000;  Hu  et  al.,  2009).  Computational

models  show  that  resonant  neurons  stabilize  oscillatory  activity  at  network  levels

(Buzsaki,  2006).  However,  until  now  there  is  a  complete  lack  of detailed  empirical

evidence  regarding  a  poss.ible  contribution  of  neuronal  resonance  to  a  differential

perithreshold processing of oscillatory inputs, nor. on a potential influence of neuronal

resonance to oscillatory network activity. While the functional contribution of resonance

has been usually assumed, it is not known if resonant neurons effectively translate their

subthreshold  frequency  preference  to  a  spiking  regime.  It  is  also  ignored  whether

resonant  neurons  have  the  synaptic  machinery  to  support  incoming  rhythmic  inputs

without  suffering  synaptic  filtering  or  distortions  due  to  facilitation  or  depression

(Creager  et  al.,   1980;  Debanne  et  al.,   1996)  that  may  occlude  the  expression  of

frequency  preference  generated  by  intrinsic  resonance.   The  main  reason  for  this

uncertainty  is  a  methodological  limitation to  evaluate  how  resonant  neurons  process
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rhythmic oscillatory inputs z.7e vz.vo, thus hindering a more realistic evaluation of neuronal

resonance in brain functioning.
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rhythmic oscillatory inputs z.73 vz.vo, thus hindering a more realistic evaluation of neon.onal

resonance in brain functioning.
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1.10 Hypothesis

Subthreshold   neuronal   resonance   constitutes   a  mechanism   of  intrinsic   frequency

preference  that  is  translated  to  spiking  regime  and  is  preserved  under  I.#  vz.vo-like

conditions, thus shaping the activity of resonant neurons.
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1.110bjectives

General:

To investigate if resonant neurons translate their subthreshold frequency preference to a

spiking regime in brain slices, determining the involved mechanisms, and to evaluate the

impact of theta-resonance when z.73 1;z.vo conditions are mimicked.

Specific:

I.          To  characterize the  electrophysiological  and morphological properties  of ACo

neurons and their mechanism of resonance.

2.          To investigate if subthreshold frequency preference is translated to the spiking

regime in ACo and CAl neurons and to determine the underlying mechanism.

3.          To study the relationship between jz,.„ and frequency preference in conditions that

simulate the active network state.

4.          To  determine  if the  translation  of resonance  to  spiking  .is  preserved  in  the

presence of realistic synaptic noise.
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Chapter 2

METHODS

2.1 Ethical approval

Animal care and experimental procedures were approved by the Bio-Ethical Committee

of the  Faculty  of Sciences,  University  of Chile,  according to  the  ethical rules  of the

Biosafety  Policy  Manual   of  the  National  Fund   for   Scientific   and   Technological

Development G70NDEC YT).

2.2 Slice preparation

Male Sprague Dawley rats from 18 to 30 day-old. The animals were deeply anesthetized

with ether and sacrificed by decapitation. The brain was rapidly removed and transferred

to an ice-cold dissection solution containing (in mM): 206 sucrose, 2.8 Kcl, 1 Mgc12, 2

Mgs04,   1   Cac12,  26  NaHC03,   1.125  NaH2P04,   10  glucose  and  0.4  ascorbic  acid

(equilibrated with 95% 02 and 50/o C02), pH 7.3. Coronal slices (400 prm) containing the

ACo (Bregma -2.2 to -3.3; Paxinos et al.,  1999) or hippocampus were obtained with a

vibratome (Vibratome Sectioning System  102, Pelco).  Slices were placed in a holding
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chamber with standard artificial  cerebro-spinal  fluid  (ACSF)

during at least 1 h at 30°C before using them for recordings.

2.3 Electrophysiological recordings

and were  left to recover

=c:::ccoe:Lepea:::::]eadm:]rtehc°orbdL]Lnq:Se::iearce°dndoupcttL::u:::::I:ucaL:p¥eTE:::£=quu::p8eh:

with  DIC  optic.  Electrodes  (3.54.5  MQ)  were  fabricated  from  borosilicate  glass

capillary  tubing  (0.8  -  1.10  x  100  mm;  Kimble  Glass  Inc)  using  a  horizontal  puller

(Flaming/Brown   P-   97,   Sutter   Instrument   Co).   CuITent-clamp   and   voltage-clamp

recordings  were  made  with  an  EPC-10  patch-clamp  amplifier  (Heka,  Heidelberg,

Germany),  data were filtered at  16  kHz and acquired at  1  or 25  kHz using the Heka

Pulse software. All experiment, with the exception of those where synapses activity was

recorded,  were  perfomed  in presence  of 10  [M  CNQX  and  100  HM  PTX to  block

AMPA-R and GABAa-R mediated currents. In a fraction of experiments  100 uM APV

was added.

2.4 Recording solutions (in mM):

Artificial  cerebro-spinal  solution  (ACSF):   124  Nac1,  2..8  Kcl,   1.25  NaH2P04,  26

NaHC03,  10. Glucose, 2 Mgc12, 2  Cac12 and 0.4 ascorbic acid (equilibrated with 95%

02 and 5°/o C02), pH 7.3 and 285-295 mosm.

Low sodium artificial cerebro-spinal solution (lACSF):  38 Nac1,  80 NMDG,  80 Hcl,

2.8 Kcl,  1.25 NaH2P04, 26 NaHC03,  10 Glucose, 2 Mgc12, 2 Cac12 and 0.4 ascorbic

acid (equilibrated with 95°/o 02 and 50/o C02), pH 7.3 and 285-295 mosm.
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Internal pipette  solution  was  based  in previous  works  reporting  stability  of recorded

parameters  (Xu  et al.,  2005;  Kaczorowski  et  al.,  2011):  1,23  K-Gluconate,10  KC1,  4

Glucose,  1  EGTA,  10 HEPES, 2 Na2ATP, 0.2 Na3GTP,  10 phosphocreatine,  1  Mgc12,

0.1 Cac12 and 0.1 % biocytine, pH 7.35 and 285-290 mosm.

2.5 Liquid junction potential (LJP)

We measured the LJP between pipette solution and ACSF (~13 mv) and IACSF (~17.5

mv) according to the procedure described by Erwin Neher (Neher,1992) and both were

corrected during offline analyses.

2.6 ZAP stimulation and analysis                                                                                          `

Voltage responses  to  an intracellularly  injected pseudo-sinusoidal  current  of constant

amplitude  (10  pA)  and  linearly  decreasing  or  increasing  frequenci.es  (ZAP  stimuli;

frequency  interval:  0  -  15  or  20  Hz,  10  s  duration) were  recorded  in  current  clamp

conditions.   The   full   stimulation   protocol   included   a   complete   screening   of  the

physiologically relevant subthreshold membrane potentials. For this, ZAP stimuli were

superposed to a series of incremental 10 pA current Steps of 11  s duration, from about -

50 pA until action potentials were triggered. h experiments with blockers of voltage-

dependent channels the amplitude of ZAP stimuli was adjusted to maintain a peak to

peak subthreshold voltage response comparable to the control condition (5-10 mv) and

to  favor  the  evaluation  of perithreshold  resonance  in  the  absence  of spikes.  h  all

experiment the protocol was repeated 8 to 10 times in every neuron, for each condition.
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The   output  isopotential   subthreshold   waves   were   averaged  to   proceed  with   the

impedance analysis.

The  impedance  frequency  profile  (Zoo)  was  obtained  from  the  ratio  of Fast

Fourier    Transforms    (FFT)    of    output    (voltage)    and    input    (current)    waves

(ZcO=FF7l/7l/ZJ7/FFr/]rfJ]),  using  Igor Pro  software  version  6.3  (Wavemetrics,  Inc.,

Lake  Oswego,  OR).  The  impedance  is  a  complex  quantity  (Zoo  =  Z,  ReczJ  +  z.Z,

J7„czgz.J?crry),  where  the real  part (Z,  jzeczD  is  the resistance  and the  imaginary part  (Z,

J7#crgz.7gczry),  the  reactance.  For  each  given  frequency,  the  complex  impedance  can be

plotted  as  a  vector whose  magnitude  and  phase  (@cO;  angle  with the  real  axis)  are,

respectively given by the following expressions:

I z(/) I- (Z,RLeal)'-+(Z,Imaginary)2

® (/) - tan-1
Z.Imaginary

Z,Real

Throughout the text the term I.fflpedczJ3ce will be used to refer to the magnitude of the

impedance  vector,  unless  otherwise  stated.  The  impedance  phase corresponds  to  the

phase shift of the voltage wave relative to the current wave. Frequencies below 0.5 Hz

were not plotted in the graphs for impedance and phase profiles, to avoid low frequency

distortions.   h   some   pharmacological   experiments,   the   impedance   profiles   were

normalized to  the  value  at  the  maximal  frequency,  to  allow  easier  discrimination  of

changes  ill  curve  shape  from  overall  shifts  that  may  occur  after  manipulations  that

modify membrane resistance.  Off-line analyses  and graphs were performed with  Igor
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Pro. Average results are expressed as mean ± SE. Student's-t test set at a level p < 0.05

was used as criterion of significance.

2.7 Quantification of resonance

Resonance   is   defined   as   the  band-pass   filter  property   of  the   impedance  profile

(Hutcheon and Yarom, 2000). The strength of resonance is usually quantified as the ratio

between the maximal impedance (i.e. the impedance at the resonance frequency, |Zor,esJ|)

and the impedance at the lowest frequency (|Z/0.JJ|).  This ratio is called the Q factor or

value  and  indicates  the  sharpness  of  the  impedance  curve  around  the  resonance

frequency. For a more precise determination of Q, the experimental data were fitted with

a  theoretical  curve  for  the  impedance  Grchova  et  al.,  2004),  obtained  from  the

resolution of a phenomenological linearized membrane circuit model for resonance, in

which the band-pass filter properties result from the addition of an inductive (L) branch

to  the  electric   circuit  that  models   the  passive  membrane  properties   (RC   circuit,

consisting   of  a  resistance   and   a  capacitor  in  parallel,   reproducing  the   low-pass

membrane filtering)  (Koch,  1984;  Hutcheon and Yarom, 2000).  The impedance of an

RLC circuit has band-pass (resonating) properties and a characteristic phase profile that

is different from the RC case (see examples and discussion below). The inductive branch

that  generates  the  high-pass  fitter  component  results  from  the  influence  of voltage-

dependent currents called inductive currents. Here we chose Q a  1.10 as a quantitative

criterion to differentiate resonant from non-resonant cells, thus the maximal impedance

should be at least 10% higher than |Z/0.5J|. We set this criterion to guarantee that even
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for noisy impedance profiles, the average of 10 points around the peak were statistically

different from the average of the same number of points at the lowest frequency.  For

simplicity, this was considered as a general cutoff criterion for resonance in this paper

and its accuracy is discussed in Results.

2.8 Firing probability measurements

Oscillatory voltage responses were quantized according to the period of each oscillation

and  the  number  of action potentials  fired  at  a  given  frequency  was  divided  by  the

number of periods.

2.9 Dynamic Clamp

For dynamic-clamp experiments, the cunent-clamp amplifier was driven by an analog

signal from a dual core desktop computer rurming the Real-Time Linux Dynamic Clamp

called Real-Time Experimental Interface, RTXI (Dorval et al., 2001 ; Bettencourt et al.,

2008) using an update frequency of 25 KHz.

2.10 Changes in A,.„

Increases  (+G)  or reduction (-G)  in conductance were  introduced via dynamic  clamp

using a leak current according to equation:

Izeak = GCV -Ezeal)

where V is the online recorded membrane potential, E/cab represent the reversal potential

for the leak conductance and was set to -65 mv (Femandez and White, 2010).
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2.11 Models for JNap and JM

Dynamic current used to decrease endogenous JNap or increase JM were introduced via

dynamic clamp using the following set of equations:

INap = gNapwcv -ENa)

IM = gMrcv -EK)

were gMp and g" are the maximal conductances of the corresponding current, V is de

online measured membrane potential, w and r are the state variables and Ejva and EK are

the  reversal  potential  for  Na+  and  K+,  respectively  (Richardson  et  al.,  2008).  The

dynamic of the state variables w and r were modeled according the equation (Hodgkin

and Huxley, 1952):

dx£       %ico(V)-x£

d£             Tx! (V)

were x,.co are the steady-state values of x,., and rx,., are the corresponding time constants.

The voltage dependence of the state variables at equilibrium was given by the equations:

1
Wco

rco

1 + e-(V+Vo.5)/5

1

1 + e(V+35)/io

were V  is  the  online  recorded  membrane  potential  and  yo.5  is  the  potential  for half

activation  of  JNap.   Here  we  set   yo.5   as   -52   mv   according  to   our  voltage-clamp

experiments.

The time constant for JNap, 7Nap was set at I ms according to Vervaeke et al. (Vervaeke et

al., 2006) and for J" was modeled according to:
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1000
TM=

3.3(e(V+35)/40 + e-(v+35)/2o )

were 7' is the online recorded membrane potential.

2.12 High Conductance State

The high conductance was implemented as a point-conductance model in order to

approximate synaptic background activity as described by Alaln Destexhe et al.

(Destexhe et al., 2001). The synaptic current, Jsyn, was modeled as the sum of two

independent conductances :

Isyn = ge(t)CV -Ee) + gict)CV -Et)                 ,

where ge/JJ and g,./zJ are time-dependent excitatory and inhibitory conductances,

respectively; EL, = 0 mv and E,. = -75 mv are their respective reversal potentials.

The  conductances gerf/  and g,./ZJ  were  described by  a  one-variable  stochastic  process

similar to the Omstein-Uhlenbeck process :

dge¢)Ifi
dgz(I)

Ibm

--:[ge(€,-geo,+J5;%1(£,

--iEgi(t,-gio\+JB[x2(t,

where gco and gin are average conductances, ?e and 7z. are time constants, De and D,. are

noise diffusion coefficients, %j/£j andx2/f/ are Gaussian white noise of zero mean and

unit standard deviation.

The numerical scheme for integration of these stochastic differential equations takes

advantage of the fact that these stochastic processes are Gaussian, which leads to an

exact update rule (Gillespie,1996):
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gee + fr) = 9eotoe(C) -9eo] exp (-fr/Te) + AeIvi(0,1)

gz(t + fr) = g{o[g£(t) -g{o] exp (-fr/Ti) + A!IV2(o,1)

where Ivj(0,1) and IV2(0,I) are normal random numbers (zero mean, unit standard
deviation) and 4, 4. are amplitude coefficients given by:

2±[1-exp(¥)I

¥[1-xp(¥)]

This update rule provides a stable integration procedure for Gaussian stochastic models,

which guarantees that the statistical properties of the variables gc/fJ and gj/Z/ are not

dependent on the integration step h.

2.13 Linearized RLC circuit

From  the  RLC  circuit  showed  in  Figure  25  and  according  to  Erchova  et  al.  2004

(Erchova et al., 2004) the impedance profile, ZrfJ), and the peak frequency, rfe, are given

by equations:

-:+-----.-± [±+#(¥+±)]£
RL2_In
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were C is the conductance, A the resistance of the capacitive branch, I the inductor and

Zzz, the resistance of the inductive branch.

2.14 Characterization of neuronal morphology

Recorded  neurons  were  labeled  with  0.1%  biocytin  in  the  pipette  solutions.  After

recording slices were fixed overnight at 4°C in 4% PFA in PBS, and stored in PBS at

4°C  up  to  2  weeks.  To  reveal  cell  morphology  slices  were  incubated  in  bleaching

solution (TBS,  10% MetoH, '6% H202,  10 mins) and then in permeabilization solution

(TBS, triton 1%,  1 hr). After permeabilization slices were incubated overnight at 4°C in

solution AB  of VECTASTAIN ABC  system

neuronal morphology adding one drop of diaminobenzoic acid (DAB).

to  further reveal

2.15 Neural tracing experiments

The rat was anesthetized with an initial dose of Ketamine (50 mg / kg IM) and Xylazine

(10  mg  /  Kg  IM).  During  operation  the  sedation  was  rna.intained  by  administering

isoflurane  gas  (1%).  Once  anesthetized  animal  was  mounted  in  a  stereotaxic  and  an

incision was made to expose the bregma and the region above the 08. We then followed

stereotaxic coordinates (Paxinos & Watson, 2009) and did a craniotomy to expose the

08 and cortex immediately dorsal to the 08. Once exposed the brain we did a neural

tracer injection  of Phaseolus  Vulgaris  Leucoagglutinin  ¢HA-L)  using  a protocol  for

iontophoresis. A glass pipette with an opening of 20 urn was loaded with the tracer, and

then was positioned using a hydraulic micromanipulator. The tracer was delivered using
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iontophoresis protocol that posed a positive current of 8 uA at 6-second intervals (6 s

On, 6 s ofD for 20 min.

After completion of the iontophoresis, the pipette was removed, the opening of the skull

was  sealed  with  bone  wax  and  the  skin  over  the  injection  site  was  sutured.  After

recovering from anesthesia there was a survival time of seven days at the animal. During

this  time  the  rat was  treated with  analgesics  and  antibiotics  to  prevent  infection  and

postoperative pain.

After the survival time the animal was deeply anesthetized with an overdose of ketamine

/ xylazine and perfused transcardially with saline, followed by 4% PFA solution. Then

the  brain  was  sectioned  on  a  freezing  microtome  and  the  sections  obtained  were

processed to rebel the result of migration of the tracer into the ACo.

2.16 Drugs

Drugs  were  bath  applied  at  the  following  fmal  concentrations:   10  HM  6-cyano-7-

nitoquinoxaline-2,3-dione (CNQX; AMPA-type glutamate receptor antagonist), 100 prM

d-2-amino-5- phosphonovaleric acid (APV; NMDA-type glutamate receptor antagonist),

100   prM  picrotoxin  (PTX;   GABA-A  receptor  blocker),   1   prM  tetrodotoxin  (TTX;

voltage-dependent Na+ channel blocker ),  10 HM XE991  (KCNQ channel blocker), 4.0

mM Cscl. 60 HM Phenytoin (JNap blocker). Drugs were obtained from Sigma, except for

XE991  and ZD7288, purchased to Tocris, and TTX, that was obtained from Alomone

Labs.
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Chapter 3

RESULTS

This section is organized according to main results obtained. Based on published or
redacted  manuscripts,  the  results  were  grouped  in  four  subsections,  each  of  them
covering in depth one or more specific aims of this thesis.

27



3.1 Cellular mechanism for subthreshold resonance and
selective firing in layer 11 neurons from the anterior nucleus of
the cortical amygdala

Most of the results presented in the following section are part of a manuscript written by

Dr. Magdalena Sanhueza and Jorge Vera published in the Public Library of Scientific

Information (Plos One) Joumal: Vera J, Pezzoli M, Pereira U, Bacigalupo J, Sanhueza

M (2014) Electrical Resonance in the 0 Frequency Range in Olfactory Amygdala

Neurons.   PLoS   ONE   9(1):   e85826.   doi:10.1371/joumal.pone.0085826.   All   figures

where made by Jorge Vera using his original, data, with the exceptions of Figures  1, 2

and 4 that where made with data collected by Dr. Maurizio Pezzoli during his PhD thesis

performed at the laboratory of Dr. Sanhueza.

In this subsection we present the first characterization of resonant neurons from

anterior cortical amygdala, we describe the cellular mechanism present in these neurons

that  allow  them  to  resonate  and  also  demonstrate  that  the  subthreshold  frequency

preference  of  these  neurous  translates  to  a  spiking  regine,  thus  suggesting  that

resonance  may play  a  functional  role  as  a  mechanism for  frequency  selection under

processing of oscillatory activity.

3.1.1 Abstract

The   cortical   amygdala  receives   direct   olfactory   inputs   and   is   thought  to

participate  in processing  and  leaning  of biologically  relevant  olfactory  cues.  As  for
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other brain structures implicated in leaning, the principal neurons of the anterior cortical

nucleus  (ACo)  exhibit  intrinsic  subthreshold  membrane  potential  oscillations  in  the

theta-frequency range.  Here  we  show  that nearly  50%  of ACo  layer 11  neurons  also

display  electrical  resonance,  consisting  of  selective  responsiveness  to  stimuli  of  a

preferential frequency (2-6 Hz).  Their impedance profile resembles an electrical band-

pass  filter with  a  peak  at  the  preferred  frequency,  in  contrast  1:o  the  low-pass  filter

properties of other neurons. Most ACo resonant neurons displayed frequency preference

along the whole subthreshold voltage range. We used pharmacological tools to identify

the  voltage-dependent  conductances  implicated  in  resonance.   A  hypexpolarization-

activated  cationic  current  depending on HCN  channels underlies resonance  at resting

and  hypeapolarized  potentials;  notably,  this  current  also  participates  in  resonance  at

depolarized subthreshold voltages. KV7/KCNQ K+ channels also contribute to resonant

behavior at depolarized potentials, but not in all resonant cells. Moreover, resonance was

strongly   attenuated   after  blockade   of  voltage-dependent  persistent  Na+   channels,

suggesting an amplifying role. Remarkably, resonant neurons presented a bigher firing

probability  for  stimuli  of the  preferred  frequency.  Our  results  provide  a  complete

characterization of the resonant behavior of olfactory amygdala neurons and shed light

on a putative mechanism for network activity coordination in the intact brain.
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3.1.2 Introduction

The  amygdala  complex  is  a  heterogeneous  group  of  subcortical  nuclei  and

cortical areas located in the temporal lobe of the brain (MCDonald,1998). This complex

is  involved  in  the  processing  of  biologically  relevant  sensory  stimuli  and  in  the

generation of the autonomic,  motor and endocrine responses induced by these stimuli

(Pitkanen  et  al.,   1997;   Swanson  and  Petrovich,   1998).  Moreover,  several  lines  of

evidence  indicate  that  the  lateral  and  basolateral  subcortical  amygdala  nuclei  (also

known as the basolateral complex) are implicated in forms of associative leaming and

emotional   memory,   particularly   in  the   case   of  fear   conditioning  paradigms   and

emotional stress (Ledoux, 2000; Sah et al., 2003).

The wide representation and the particular organization of olfactory cormections

to the amygdala distinguish the olfactory system from other sensory modalities, making

it a privileged model for the study of the encoding of biologically relevant stimuli and

memory processes involving emotions.  Surprisingly, this possibility has been scarcely

explored  so  far.  While  inputs  from  most  sensory  systems  enter the  amygdala  at the

basolateral complex via the thalamus and neocortical regions, afferent connections from

the main  olfactory bulb  (08)  directly target the  amygdala at its  cortical region.  08

mitral  and  tufted  cells  project  their  axons  through  the  lateral  olfactory  tract  to  the

pirifom cortex (PC) and the amygdaloid cortical nuclei (anterior cortical nucleus, ACo,

and posterolateral` cortical nucleus; (Paxinos et al.,  1999)). These nuclei have a laminar

configuration,  with  an  external  cell-.sparse  layer  (layer  I)  that  mainly  contains  axon

collaterals from the olfactory tract and apical dendrites from the principal cells located in

the  more  dense  layer  11  (MCDonald,   1998).  This  olfactory  region  has  been  poorly

30



investigated, but recent anatomical evidence suggests a role in innate  odor preference

(Sevelinges et al. 2004;  Sanhueza and Bacigalupo, 2005). Moreover, a behavioral and

electrophysiological study supports its participation in olfactory fear conditioning in rats,

as after training the synaptic potentials evoked by lateral olfactory tract stimulation are

persistently potentiated specifically in ACo (Sevelinges et al., 2004).

We previously showed that a significant fraction of principal neurons from ACo

(68%)  and  the  posterolateral  cortical  nucleus  (20%)  displays  intrinsic  subthreshold

membrane potential oscillations  (MPOs) upon depolarization by DC  current injection,

mainly in the 0-frequency range (3-12 Hz) '(Sanhueza and Bacigalupo, 2005). Similar 0

rhythmic properties have been described in neurons  from brain regions  implicated in

leaning, such as the basolateral amygdala (Pape et al.,1998b), the hippocampus (Leung

and Yim,1991) and the entorhinal cortex q3C) (Alonso and Llinas,1989).

In  addition  to  MPOs,  neurons  from  memory-related  brain  regions  like  the

hippocampus,   the  EC  and  the   lateral  amygdala  display   ©-frequency  subthreshold

resonance (Leung and Yu,  1998; Pape et al.,  1998b; Haas and White, 2002). Electrical

resonance is the property of certain neuronsfo respond with a maximal voltage signal to

the injection of a fluctuating current of a specific frequency (the resonance frequency,

rfe),  in contrast to most neurons that do not exhib,it a preferred stimulation frequency,

functioning mainly as low-pass filters. Intrinsic pacemaker properties and resonance rely

on   voltage-dependent   conductances   (Llinas,   1988;   Hutcheon   and   Yarom,   2000).

Resonance  is  generated  by  voltage-dependent  currents  that  dynamically  oppose  to

voltage changes, with long activation/deactivation times relative to the membrane time
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constant  (Hutcheon  and  Yarom,  2000).  For  fluctuating  stimuli  with  frequencies  low

enough to allow the activation of these currents, the voltage response will be attenuated.

The coexistence of this high-pass filter mechanism and the low-pass filter generated by

the  membrane  passive  properties  gives  rise  to  the  band-pass  filtering  that  defines

resonance.  Two  specific  active  currents  that  have been  shown  to  participate  in theta

resonance are the hyperpolarization-activated K+/Na+ current JA (Biel et al., 2009) and

the  slow  outward  rectifier K+  current  regulated  by  muscarinic  receptors, JM  (Brown,

1988; Wang et al.,  1998). Subthreshold resonance depending on either Jh or JM has been

reported in different regions of the rodent brain. Jhndependent resonance is observed in

rat subiculum and EC (Wang et al.; 2006; Nolan et al., 2007; Boehlen et al., 2013). On

the other hand, a resonance mechanism relying on JM exists in frontal cortex neurons of

guinea pig (Gutfreund et al.,  1995), but not of rat, where it is mediated by Jh Qlutcheon

et al.,  1996). Similarly, different reports claim for the involvement of either Jh or JM in

basolateral  amygdala theta-resonance  (Pape and Driesang,  1998;  Ehrlich et al.,  2012).

Finally,  a  dual  mechanism  exists  in  rat  CAl  pyramidal  neurons,  where resonance  at

hyperpolarized potentials relies on Jh and at depolarized voltages, on JM (Hu et al., 2002).

In resonant neurons, subthreshold frequency preference may selectively translate

to spiking patterns incoming oscillatory inputs at the resonance frequency. It could thus

constitute a band-pass filter mechanism for transmitting repetitive activity in a limited

frequency  range,  which  may  critically  contribute  to  orchestrate  neuronal  network

rhythms qlinas,  1988; Hutcheon and Yarom, 2000). Neuronal resonance in the theta-

frequency range may participate in the generation of the network theta waves arising

during  memory  formation,  suggesting  an  involvement  of this  intrinsic  property  in
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leaning. Accordingly, during network theta activity the induction of synaptic plasticity

is facilitated (Huerta and Lisman, 1995).

The  mammalian   olfactory   circuit  is   characterized  by   a  pronounced  theta-

frequency activity, which is behaviorally driven by sniffing  Ocepecs  et al.,  2006).  At

rest, breathing frequency is around 2-4 Hz, while sniffing frequency during exploration

and odor recognition tasks is around 6-12 Hz, thus rhythmic  activity 'spans the whole

theta range (Kepecs  et al.,  2007; Wesson et al.,  2008; Doucette et al.,  2011).  Sniffing

evokes  phase-locked  spiking  in  principal  cells  of  the  08  and  PC  (Macrides  and

Chorover,   1972;  Wilson,  2001;  Cang  and  Isaacson,  2003)  and  correlated  rhythmic

activity in the hippocampus, a correlation that increases when the animal is evaluating

the biological  significance  of the  stimulus  (Macrides  et al„  1982).  In this  context,  it

becomes  relevant  to  assess  the  existence  of  theta-resonance  in  neurons  from  the

olfactory amygdala, a possible locus of olfactory-related emotional 1eaming.

To assess neuronal resonance in ACo, we used the standard impedance amplitude

profile (ZAP) protocol (Puil et al.,1987; Hutcheon and Yarom, 2000), which consists in

the  injection  of  a  sinusoidal  current  of  constant  amplitude  and  linearly  changing

frequency.  By  impedance  analysis  we  were  able  to  identify  layer  11  ACo  resonant

neurons  and  detemine  their  resonance  frequencies.  We  identified  the  conductances

involved   in   resonance   generation   at   different   voltage   ranges   and   developed   a

comprehensive computational model that reproduces both subthreshold resonance  and

neuronal spiking behavior- during ZAP stimulation.
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3.1.3 Results

Resonant and non-resonant neurons in ACo

Inspection  of  neuronal  output  voltage  waves  to  ZAP  stimulation  and  their

impedance profiles  (see Methods)  suggested the existence of two populations  of ACo

layer 11 cells with different subthreshold behaviors: resonant and non-resonant. Figures

lA-D  and  lE-H  show  voltage  waves  and  impedance  analysis  for  two  ACo  neurons

exemplifying resonant and non-resonant types, respectively. Panels lA and lE illustrate

the  voltage responses  to ZAP  stimuli  applied supelposed to DC  current injections  of

different  amplitudes.  In  the  non-resonant  cell,  the  maximal  voltage  response  was

attained at the lowest stimulus frequency Q7ig.1E), as expected from general passive RC

membrane properties acting as a low-pass filter (see impedance profiles in Figure lF). In

contrast,  for  the  cell  in  lA  the  highest  voltage  amplitude  was  reached  at  a  narrow

frequency interval within the range scanned by the ZAP stimulus (Fig.  IA), giving rise

to  band-pass  filter  profiles  (Fig.   18)  that  are  indi`cative  of resonant  behavior.  This

suggests  the  existence  in this neuron  of voltage-dependent  currents  that  decrease  the

ZAP-induced voltage fluctuations at low frequencies.   Such resonant impedance profile

can be described by an RLC equivalent circuit ((Erchova  et al., 2004);  see Methods).

The  degree  of  resonance  (Q  factor  or  value;   see  definition  in  Methods)  and  the

resonance  frequency  „jz)  were  measured  by  fitting  to  the  experimental  impedance

profiles  a  theoretical  curve  obtained  from this  linearized  model.  The  model  has  the

advantage  of  being  applicable  even  if  the  specific  conductances  involved  in  the

generation of the resonant profile are not known, but it has other limitations that are
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Figure   I.   Resonant   and   non-resonant   layer   11   ACo   neurons.   4-D,   Voltage
wave forms  and  impedance analysis  from a representative resonant neuron. 4  Voltage
response  to  a   10  s  ZAP  stimulus  (lower  trace)  of  10  pA  amplitude  and  linearly
decreasing  frequency  (15  -  0  Hz),  at  different  membrane  potentials.  8,  Resonant
impedance profiles for data shown in A. Data were fitted by a theoretical curve obtained
from the phenomenological RLC circuit model (lines; Q =  1.22,1.12,1.15 and/A =3.6,
4.0, 4.2 Hz, for -65, -75 and -85 mv, respectively). C, Phase shift of the voltage waves
relative to the injected current waves, as a function of frequency. D, Impedance vectors
are  represented  as  points  in  the  complex  plane.   Here  the  distance  to  the  origin
corresponds to the impedance magnitude ®lotted in 8) and the angle with the real axis
represents the phase shift or impedance phase (shown in C). Frequency increases in the
clockwise direction. E-ff, Same as A-D, for a non-resonant cell.
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discussed  below.  Therefore,  it  was  used  here  mainly  as  a  tool  to  discriminate  and

quantify resonant behavior.

The  representative  resonant  neuron  in  Figure  lA-D  displays  band-pass  filter

properties in the whole subthreshold voltage range. Least-square fits of impedance data

to the theoretical curves are shown in Figure 18 @1ack lines). The Q values for -65, -75

and -85  mv were  1.22,1.12  and  1.15,  respectively,  and/ji  were  3.7,  4.1  and 4.2  Hz,

respectively.  On the  other hand,  the  non-resonant neuron presented  Q  =  1.00  for  all

potentials recorded (only two of them are shown).

The  impedance phase  (or phase  shift of the  voltage  wave with  respect to  the

injected current wave), also has different frequency profiles for neurons described by RC

(non-resonant) or RLC (resonant) electrical circuits (Koch,  1984; Hutcheon and Yarom,

2000). In the first case, the voltage always lags the current wave due to the membrane

capacitive  properties,   and  the  phase   increases   monotonically  with   the   oscillation

frequency until  reaching  a plateau  (Fig.  1G).  In the  second  case,  the  slow inductive

currents that oppose voltage changes at low frequencies reduce not only the amplitude of

voltage deflections but also the time to reach peak values are reached, compared to the

non-resonant profile.   This is manifested as a reduction in the phase lag of the voltage

wave relative to the injected current at low frequencies.  On the other hand,  at higher

frequencies  the  capacitive  component  dominates  Q7ig.   1C;  compare  to  Fig.   1G).  At

frequencies lower thanrfe, the inductive properties may dominate over passive low-pass

filter  effects,  thus  generating  positive  phase  values  (the  voltage  wave  precedes  the

current wave;  see Discussion). For the resonant cell in Figure  lc this phenomenon is

observed for frequencies lower than 2 Hz, while the reduction in voltage lag is already
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apparent   for   frequencies    around   rfe    (comp.are   with    Figure    lG). The    complex

representation of impedance, summarizing infomation of its magnitude and phase (see

Methods), is shown in Figures lD and H, for the different voltages. Here the impedance

magnitude corresponds to the length of the vectors connecting the origin to each point.

Positive ordinate values represent positive phase shifts of the output voltage with respect

to the input wave (Fig.  1D).

According  to  our  discrimination  criterion  (Q  i   1.10),  one  half of the  cells

recorded in regular ACSF (79 out of 156; 51%) displayed resonance in at least one sub-

range  of voltage  (see below)  and were  classified  as  resonant neurons.  We  found  no

statistically significant differences between the passive electrical properties of resonant

and   non-resonant   cells;   average   results   (from   10   neurons   of  each   type)   were,

respectively, R,.„ = 280 ± 62 MQ and 266 ± 81  MQ ® = 0.79), C = 60 ± 22 pF and 79 ±

27 pF ® = 0.09), i = 16 ± 5 ms and 20 ± 6 ms a = 0.12), and y,. = 67.8 ± 4.6 mv and

65.2  ±  5.6  mv  a  =  0.33).  To  confim  that  resonance  was  caused  by  frequency-

dependent  filter  membrane  properties  instead  of other  time-dependent  processes,  we

applied ZAP stimuli of increasing and decreasing frequencies in 30 cells. The impedance

profiles  obtained  were  indistinguishable  in both  cases  (not  shown).  We  showed  that

resonance  was  an  intrinsic  property  of neurons,  not  involving  network  effects  in  its

generation mechanism, as it was still observed in the presence of the inhibitors of fast

91utamatergic  and  GABAergic  synaptic  transmission mentioned  above  (39  out  of 86

cells). .We  did  not  find  qualitative  differences  in  the  resonant  profiles  for  the  two

conditions.
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We  observed that the majority of cells  displaying resonant behavior presented

this property over the whole subthreshold voltage range,  as  in the  example  shown in

Figurel. However, in several cases action potentials were triggered when exploring the

depolarized  voltage  range.   In  other  cases,  the  quantitative  threshold  criterion  for

resonance was not fulfilled both below and above the resting potential, even though a

trend to display band-pass filter properties was often observed, as indicated by both the

voltage  waveform  and  impedance  proflle  (Q  >   1.00).  Thus,  instead  of  classifying

neurons in terms of the voltages at which they did or did not display resonance we opted

for  a  graphic  representation  of the  voltage-dependent  filter  properties  of the  whole

population of recorded neurons, including those classified as resonant and non-resonant;

we  made  histograms  of the  Q  values  measured  at  different voltage  ranges.  The  left

panels of Figures 2A and 8 display the histograms for two voltage ranges (10 mv wide),

centered at -85 and -65 mv, respectively. Cells displaying Q a 1.10 are shown in red and

those with Q <  1.10, in black. The histograms show a large subpopulation of neurons

clearly  falling  in the  category  of non-resonant  cells  with  Q  identical  to  1.00,  which

means that the maximal impedance is observed exactly at the lowest frequency (0.5 Hz).

This highly populated class of neurons is followed by a group of cells with 1.00 < Q <

1.05, most probably belonging to the same non-resonant type as it is separated from a

second clearly differentiated subpopulation of cells with Q values close to or higher than

I.10. Note that the histograms suggest that a few cases (7% and 9% of total, for -85. mv
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Figure  2.  Q  value  and  peak  frequency  distributions  confirm  the  existence  of
resonant  and  non-resonant  subpopulations  of  neurons.  4  Histograms  of the  Q
factors  (left)  and  the  frequencies  at  which  Z  reaches  its  maximum  (peak  frequency;
right), for ZAP stimulation at an average voltage of -85 mv (i.e., in the range from -80
to -89 mv; n =  125 neurons). Data with Q <  1.10 are shown in black and that with Q
31.10, in red. 8, Same as in A, for -65 mv (-60 to -69 mv; n = 92 neurons). C, Average

Q factor for resonant and non-resonant ACo neurons at different membrane potentials.
D,  Average  frequency  at  Zmax ®eak  frequency)  as  a  function  of  voltage,  for  both
subpopulations. E, Percentage of neurons displaying resonant behavior at the indicated
voltage ranges  (30,  17,  26  and 22%  for -85,  -75,  -65  and -55  mv,  respectively).  The
analyses in C-F were obtained from the pooled data from  156 neurons. The number of
cells recorded at each potential range was  125,132, 92 and 41, for -85, -75, -65 and -55
mv, respectively (note that not all neurons were recorded at the four potential ranges).
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and  -'65  mv,  respectively)  in  the  range  1.05  <  Q  <  1.10  that were  classified  as  non

resonant by the criterion Q =  1.10, may actually belong to the resonant subpopulation.

However, as our criterion was set to avoid misclassification of noisy profiles, we prefer

to   consider  these   small  percentages   into  the   experimental  uncertainty  instead  of

overestimating the proportion of resonant cells. Probably the most important outcome of

the  histograms  shown  in  the  left  panels  of Figure  2A,B,  is  that  they  confirm  the

existence of two distinct populations of ACo layer 11 cells, resonant and non-resonant,

instead  of just   one  population  with   different  grades   of  resonant  behavior.   This

conclusion is further supported by a plot df the average Q values of resonant and non-

resonant cells as a function of voltage (Fig. 2C), where the two populations are clearly

distinguishable.  Remarkably,  Figure  2C  indicates  that  resonant  behavior  does  not

disappear at resting membrane potential, in contrast to what happens  in CAl  neui.ons

(Hu et al., 2002).

In the right panels of Figures 2A, 8 we plotted the frequency at which the peak

impedance was observed (corresponding to /ji in the case of resonant cells and shown

here  in  red).  Histograms  illustrate  the  range  of frequencies  observed  at  these  two

membrane potential ranges  and Figure 2D  shows the average values for the different

subthreshold voltage  ranges.  Finally,  the percentage  of resonant  cells  per  membrane

potential range is shown in Figure 2E. Note that these percentages (30% or less) are not

inconsistent  with  our  previous  statement  that  about  50%  of  ACo  neurons  present

resonance at least at one potential range.
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In the next sections we describe a series of experiments in which pharmacological tools

where   used  to   identify   the   membrane   conductances   implicated   in   resonance   at

hypelpolarized and depolarized potentials in ACo.

Role of the voltage-gated persistent Na+ current (JNap)

Subthreshold  membrane  potential   oscillations   and  neuronal  resonance  are  usually

thought  to   be   related  phenomena   involving   similar  voltage-dependent  membrane

conductances,  even  though  the  role  and  impact  of  these  conductances.  in  the  two

processes  may  not necessarily be  the  same  (Hutcheon  and Yarom,  2000).  As  a  first

attempt  to  identify  the  ion  charmels  implicated  in  ACo  resonance,  we  tested  if the

blockade  of persistent  voltage-gated Na+  currents,  that  we  had previously  shown  to

abolish oscillations (Sanhueza and Bacigalupo, 2005), could affect resonance. Figure 3

shows an example of a resonant neuron recorded before and during bath application of

tetrodotoxin (TTX,  1  prM). Comparison of output waves (Fig. 3A1, A2) and impedance

profiles (Fig. 38) indicates that the band-pass filter properties are strongly attenuated for

depolarized potentials under TTX. An overall reduction of voltage response is observed,

mainly for lower frequencies. The average effect of this drug on resonance in the group

of cells studi.ed was quantified in terms of the changes in Q. On average, Q value at -65

mv was reduced from 1.14 ± 0.04 in control conditions, to  1.03 ± 0.04 in the presence

of TTX (n = 6, p = 0.002; paired t-test). Figures 3C and D show the phase shift profile

and complex impedance plots for control and TTX conditions.  The plot in Figure 3C

shows that in the presence of TTX the phase profile preserves the inductive properties at
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Figure 3. JNap plays  a critical  amplifying role in  resonance but is  not involved in
band-  pass  filtering.  Representative  experiment  (n  =  6)  illustrating  the  effect  on
resonance of blocking voltage-dependent Na+ currents. 4 Voltage responses evoked by
ZAP  stimulation  in  a  resonant  neuron  before  (A1;  Control)  and  during  (A2)  the
extracellular  application  of TTX  (1   uM).  8,  Impedance  profiles  before  @lack)  and
during (red) TTX treatment./Rand Q value in control conditions were 3.0 Hz and 1.25,
and during TTX  superfusion,  2.4 Hz and  1.08, respectively.  C ¢#d D,  Comparison of
phase shift profiles and complex impedance representations, respectively, indicating that
while  impedance  amplitude  was  strongly  reduced  by  TTX  (see  also  8),  the  phase
resonant spectrum is still present The ZAP protocol was 20-0 IIz and 10 pA amplitude.
See text for average data from six experiments. ZAP stimulus:  15-0 Hz,10 pA.
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low  frequencies  that  distinguish  resonant  from  non-resonant  neurons.  Instead,  TTX

caused  an  increase  in  phase  at  high  frequencies  (see  Discussion).  Figure  3D  also

illustrates the phase shift conservation at low frequencies, including phase values close

or above zero, while the strong TTX-induced impedance decrease is apparent. The fact

that phase properties  at  low frequencies were preserved while resonance pattern was

clearly reduced in the impedance curve, suggests that the conductances responsible for

the inductive membrane properties were not targeted by the toxin. Therefore, it seems

probable that, as reported for other rat brain regions Qlutcheon and Yarom, 2000; Hu et

al.,  2002),  a  persistent  voltage-gated  Na+  current  amplifies  the  resonance  behavior,

instead of taking part in its induction mechanism. In agreement with this intelpretation,

TTX application to a non-resonant neuron also reduced the impedance (not shown); this

attenuation  was  higher  for  more  depolarized  baseline  potentials,  revealing  a  general

amplifying effect not,.specifically related to the resonance phenomenon.

Voltage-dependent currents involved in resonance: contribution of Jh and JM

As   mentioned   above,   two   specific   active   currents   presenting   biophysical

properties  consistent  with  a  participation  in  theta  resonance  at  the  analyzed  voltage

ranges  are  Jh  and JM.  We  first  evaluated  the  contribution  of these  currents  to  ACo

neurons resonance by using phamacological tools.  As Jh  is known to  be blocked by

extracellular Cs+ in the low millimolar range Qlalliwell and Adams,  1982; Spain et al.,

1987;  Klink and Alonso,  1993), we tested if bath applications of   4 mM Cs+ (n = 9)

affected  voltage  wave forms  and  impedance  or phase  profiles.  An  example  of these

experiments is shown in Figure 4. Note that here the impedance profiles before and after
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drug application were normalized (see Methods) for a more straightforward comparison

of profile shape and to cancel any global shifts due to input resistance modification. We

found that at hypelpolarized potentials resonant profiles were completely lost during Cs+

application (Fig. 4A1; similar results were obtained at -77 and -70 mv, not included). h

contrast to  TTX,  Cs+  increased  impedance  in the  lower  frequency  range  (Fig.  481),

consistent  with  the  removal  of  a  high-pass  filter  mechanism,  represented  by  the

theoretical inductive branch of the RLC phenomenological model circuit, but resulting

from  the  action  of  specific  voltage-dependent  conductances  in  resonant  cells.  The

average  Q  values  at hyperpolarized potentials  for all tested resonant cells before  and

after Cs+  application were Q =  1.17  ±  0.09  for Control and  1.01  ±  0.01,  for Cs+ a =

0.0009, n = 9; paired t-test). The phase curve was also deeply modified by the blocker

(Fig. 4C1), the phase shift reduction and the positive lags originally observed for low

frequencies disappeared and the curve was transformed from one resembling an RLC

circuit to a mono-phase function characteristic of an RC circuit. This result differs from

the effect of TTX, as in that case the resonant phase profile was preserved (Fig. 4C).

This result and the aforementioned increase in impedance indicate that,  in contrast to

TTX, Cs+ targets the resonance-generating mechanism.

In the range of the hypelpolarized potentials Considered here and at resting potential, the

only known current sensitive to extracellular Cs+ is Jh. Therefore, our results suggest that

this is the current responsible for resonance at these voltages. Moreover, Cs+ application
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Figure  4.  Resonance  blockade  by  external  Cs+. 4/,  ZAP-stimulus-induced  voltage
responses of a resonant neuron at a hypeapolarized potential (n = 7), before (Control)
and during extracellular application of Cs+ (4 mM). 8/, Normalized impedance profiles
for the traces shown in A1. Note that in the presence of Cs+ impedance increases at low
frequencies and resonance is completely lost (Q =  1.21  for Control and  I.00 for Cs+, as
calculated  from  the  least-squares  fitted  curve).  C/,  Phase  shift  for  both  conditions
plotted against frequency, indicating that the inductive profile is missing in the presence
of Cs+. j42-C2, same as A1-C1, for a depolarized potential (-65 mv; n = 4), Q = 1.19 in
control  conditions  and  1.00  in  Cs+.  See  text  for  average  data  from  nine  experiments.
ZAP stimulus:  15-0 Hz,10 pA.
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had no effect on non-resonant cells, suggesting that Jh is very small or absent in these

cells (Vera et al).

Interestingly, in the experiment shown in Figure 4 both voltage waveforms (Fig. 4A2)

and  resonant  impedance  profile  (Fig.  482)  were  also  deeply  affected  by  Cs+  at

depolarized potentials.  Moreover, the resonant phase profile was  also modified, being

now  closer to  the RC  behavior  (Fig.  4C2).  Considering  all  experiments  with  Cs+,  in

those  cells  in  which  a  resonant  profile  was  resolved  at  subthreshold  depolarized

potentials without action potential discharges  (~ -65  mv;  4  cells),  resonance  strength

showed  a  trend  to  decrease  in  Cs+,  though  the  difference  did  not  reach  statistical

significance (Q =  1.27 ± 0.15 for Control and  1.03  ± 0.03  for Cs+; p = 0.054; paired t-

test). These experiments suggest a contribution of Jh to resonance also at perithreshold

voltages,  in contrast to what has been reported for CAl  pyramidal cells,  for which at

depolarized potentials resonance relies  exclusively on JM Qlu et al., 2002).  To assess a

possible contribution of both JM and J], to perithreshold resonance in ACo neurons, we

used more specific pharmacological tools.

We  first  evaluated  the  effect  of the  specific  Jh  blocker  ZD7288  on  resonant

behavior (n = 5). As shown in Figure 5Al  and A3, application of this drug completely

abolished resonance at -75 mv. When considering all experiments, the average Q value

at this potential was  1.14 ± 0.06 in control conditions, decreasing to  1.01  ± 0.02 in the

presence  of ZD7288  to  =  0.008;  paired  t-test,  n  =  5).  This  result  reproduces  the

observations made at hyperpolarized potentials  during Cs+ application and confirms a

role of Jh in the generation of subthreshold resonance in ACo neurops. Remarkably, as
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Figure 5. Subthreshold resonance depends on Jz in the whole subthresho]d range;
JM also contributes in a subset of neurons at depolarized potentials. ,4/-44, Effect on
resonance of the  selective J¢ antagonist ZD7288  (10  HM; n = 5).  Control ZAP-induced
voltage traces are compared to those in the presence of zD7288, at -75 mv (A1) and at -
65 mv (A2).  The corresponding impedance profiles are shown in A3  (Q =  1.25 at/ji=
2.35 Hz, for control and Q =  1.00 for ZD7288; according to data fit by the theoretical
curve,  see  Methods)  and A4  (Q  =  1.07  at/R=1.8  Hz,  for  control  and  Q  =  I.00,  for
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ZD7288), respectively. ZAP amplitude was  10 pA for control recordings, and 7/10 pA
for ZD7288 at - 75/-65 mv. See text for average data from the 5 experiments, indicating
that resonance essentially disappears in both potential ranges. BJ-84, Application of the
selective KCNQ channel blocker XE991 (10 prM; n = 7) to a different neuron revealed a
contribution of Jm at. depolarized potentials. Voltage responses to ZAP stimuli applied at
-75 mv (81) and at -65 mv a32), before and during the application of XE991. 83 and
84  show the  impedance profiles  for the traces  in 81  and 82,  respectively.  It can be
appreciated an increase in the impedance at low frequencies and the loss of resonance by
drug application exclusively in the depolarized voltage range. Q and/A values in control
conditions were, respectively,1.10 and 2.6 Hz (at -75 mv), and 1.20 and 2.8 Hz (at -65
mv). During XE911  application Q and/Rwere  1.10 and. 2.6 Iiz (-75 mv) and 1.00 and
0.5  Hz (-65 mv). ZAP amplitude was  10 pA for control recordings,  and  10/7 pA for
ZD7288 at -75/-65 mv. See text for average data from seven experiments.
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shown  in Figures  5A2  and A4, ZD7288  also removed perithreshold resonance in this

neuron. From the 5 neurons studied, only 3 displayed appreciable resonance at -65 mv

(Q =  1.14,  on average) and in all these cases it was abolished by ZD7288  (Q =  1.00).

Therefore,   these   experiments   confirm   a   contribution   of  Jh   to   resonance   also   at

depolarized potentials.

On  the  other  hand,  a  possible  role  of JM in  resonance  was  assessed  by  bath

application of the  selective JM blocker XE991  in  7. resonant neurons.  In the  example

shown in Figures 581-84, XE991  abolished resonance at -65  mv, but not at -75  mv.

The  average  effect of this  drug  on resonance for the  different voltage ranges  was  as

follows: For ZAP stimulation at -75 mv, resonance did not change (Control: 1.14 ± 0.05

and XE991:  1.14 ± 0.08; p = 0.4, paired t-test, n = 7). In contrast, at -65 mv, average Q

value  decreased from  1.14  ±  0.04 in control  conditions, to  1.02  ±  0.03  during XE991

application a = 0.007, paired t-test, n = 4). However, it was not possible to evaluate

resonance at -65 mv in all neurons, since 3 out of 7 cells fired during ZAP stimulation at

this potential,  but in the  remaining 4  experinents,  resonance  was present in  control

conditions and it was abolished by XE991  in 3  cases and decreased in the remaining

cell.  Therefore,  on  average,  XE991   selectively  targeted  resonance  at  perithreshold

membrane potentials. This treatment had no evident effect on non-resonant cells (Vera et

al), confirming a contribution of JM tb the resonant profile ,at depolarized potentials.

Overall, these results suggest that t`ro different voltage-gated currents participate

in   subthreshold  resonance   in  ACo  neurons:   at  rest   and  at  membrane  potentials

hypeapolarized with respect to the resting values, resonant behavior relies on Jh, while at
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perithreshold potentials, both Jh and JM can contribute to resonance. The fact that most

ACo resonant neurons presented resonance at hyperpolarized potentials, together with

our observations with Cs+ and ZD7288, point to Jh as a major generator of subthreshold

resonance in this region. However, cases as that shown in Figure 58, where JM appears

also to be key at perithreshold conditions, raises the question of whether the contribution

of JM is also  a general property of resonant cells.  As the activation voltage  of JM lies

close to action potential threshold, it is often difficult to resolve the contribution of this

current to subthreshold resonance. Also, our pharmacological experiments indicate that

the presence  of perithreshold resonance  does  not necessarily  imply that JM  is  always

contributing, as it could also be generated by Jh. Therefore, we performed experiments in

which TTX was applied to the extemal solution to avoid action potential discharges and

in this way reach more depolarized potentials to optimize the conditions to observe JM-

dependent resonance  (Hu  et al.,  2002).  We  found that JM-resonance  was  actually not

present in all resonant cells; one example is presented in Figure S1. The application of

extemal Cs+ in addition to TTX eliminated JM-dependent resonance, leaving no signs of

resonant behavior from hypelpolarized voltages up to -43  mv (Fig.  S1),  showing the

absence of JM-mediated resonance.  For comparison, we reproduced results  from  CAI

pyramidal  cells  showing  that  in  the  presence  of TTX,  JM-mediated  resonance  was

observed in every cell (Hu et al., 2002).

Thus,  our  experimental  results  suggest the  existence  of a  variety  of resonant

neurons in ACo.  This  diversity may be due to  a differential expression of resonance-

generating conductances in the cells.
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Voltage-clamp  recordings  of c-urrents  involved  in  resonance:  Activation  voltage

range of Jh and JNap

In order to determine the voltage range of activation of ionic currents involved in

the  generation  of  resonance  we  performed  voltage-clamp  experiments.  With  these

experiments we aimed to characterize the voltage ranges for resonance and hypothesize

about  a  possible  superposition  of  them  with  the  voltage  range  of  action  potential

generation, which is necessary for translation of subthreshold frequency preference to a

spiking  regime.  We  used  the  same  highly  selective  ion  charmel  blockers  utilized  in

current-clamp experiments to isolate Jh, JM and JNap.  We performed several experiments

directed to record each of these cuITents and were able to systematically obtain blocker-

sensitive  currents  only  for Jh andJNap.  In the  case  of JM,  after eight  experiment using

XE991 we could not isolate any blocker-sensitive current (The procedure is explained at

supplementary Fig. S3). Nevertheless, this result is in agreement with the low abundance

of resonant neurons that present JM.

Voltage-clan|} recordings Of h

To isolate Jh, neurons were depolarized to -47 mv to deactivate HCN channels and then

several hypexpolarizing potential pulses where applied  (Fig.  6A).  This procedure was

performed in control  condition to record whole-cell currents,  and after addition of the

selective  Jb  blocker  ZD7288  (Fig.  6A  middle.),  thus  recording  all  currents  with  the

exception of JA. The subtraction of both family traces reveals Jh (Fig. 68). The isolated

current   displays   the   temporal   course   and   voltage   sensibility   described   for   Jh,

corresponding to a non-inactivating inward current that slowly activates by
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Figure 6. Voltage-clamp experiments confirmed the presence of Jh and JNap.
A  Representative  recording  showing  the  voltage  clamp  protocol` used  to  isolate  Jh.
Current activation was induced using hyperpolarized potential incursions (to -117 mv)
from a depolarized holding potential (-47 mv). The same protocol was then repeated in
the presence of specific blocker of this current, ZD7288. 8 Jh is obtained by subtracting
the traces in the presence of the blocker from control condition. C Average I-V curve for
Jh measured at the end of the pulse, cirele in 8. Jh recorded in CAl hippocampal neurons
is  also  plotted.  D  Protocol  used  to  measure  JNap  in  ACo  neurons.  We  used  a  slow
depolarizing  voltage  ramp  to  inactivate  transient  sodium  current  in  control  condition
(black) and after the addition of 1  HM TTX (red). JNal] is obtained from the subtraction of
these two recordings.  E JNap recorded in D and obtained by subtraction.  F  Single  GNap
curve  of an  ACo  neuron  obtained  dividing JNap  by  yin-EM.  G  Average  Givap  of ACo
neurons. H Normalized I-V curves of Jh and JNap showed in C and F. I Zoom of interest
region of graph shown in H.
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hyperpolarization.  The peak current (measured at the end of the 2, s pulse) reached an

average of 91.0 ± 42.8 pA (n=5) at -117 mv, the most hyperpolarized potential tested

(Fig.  6C). As a control we measured Jh in CAl  pyramidal neurons from hippocampus

using the same procedure as in ACo neurons. The obtained traces are similar to those

described for ACo neurons, as well as their amplitude and voltage sensitivity (Fig., 6C),

thus validating our description.

Voitage-clamp recordings Of lrigLp

Na+  persistent  current was  isolated  using  a voltage  ramp  protocol,  which  depolarize

neurons slowly enough to inactivate transient Na+ current (Fig. 6D). Thus, recording the

whole-cell current in control conditions and after the addition of I  prM TTX, allows the

isolation  of JNap  by  subtracting  both  voltage  traces  (Fig.  6E).  To  favor  an  efficient

voltage  control   during  the  ramp  depolarization  we  reduced  the   extracellular  Na+

concentration, decreasing Na+ reversal potential from 47 to 25 mv (see Methods). We

obtained the conductance vs voltage curve for JNap,  Givap, dividing the current curve by

the driving force for Na+ (Fig. 6F). Fitting a sigmoidal curve to the average Givap gives a

voltage for half activation of -56.5 mv, an activation rate of 5.0 and a peak conductance

of 0.95  ns  near -40 mv Gig.  6G).  These values  of amplitude and voltage sensitivity

agree with those reported for this JNap in other cell types.

The persistent Na+ current was recorded in a total  of 6 neurons,  with 4  of them also

displaying  Jh  (thus  being  resonant)  while  the `remaining  2  neurons  not  (being  non-

resonant), confirming the presence ofJNap in both groups of neurons (not shown).

53



Comparison Of activation voltage ranges fior h and INt[p

All  previous   experiments  show  that  the  maln  currents  related  to  resonant

behavior  in  ACo  neurons   are  Jh  and  JNap.   Therefore,   any  possible  translation  of

subthreshold frequency preference to spiking regime relies on the overlap of the voltage

ranges in which resonance and spike generation operates.. Since both currents activate at

opposite voltage ranges we compared their voltage dependences to see if their share a

common  voltage  region  for  activation.  For  a  more  straightforward  comparison,  and

thinking in a more qualitative analysis, we normalized both currents by its peak value

and  plotted  them  together  (Fig.  6H  and  I).  This  procedure  shows  that  only  a  small

fraction of these currents activated at the same voltage range, generating only a narrow

voltage window for simultaneous activation.

To  investigate  wbether  these  neurons  translate  their  subthreshold  frequency

preference to a spiking regime we conducted the following series of experiments.

Resonant  neurons  from  ACo  translate  subthreshold  frequency  preference  to  a

spiking regime.

The different subthreshold voltage responses to oscillatory inputs in resonant and

non-resonant  neurons  suggest that they  shall  display  a  completely  different behavior

during suprathreshold rhythmic stimulation, which may have an impact on processing of
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Figure  7.  Resonant  neurons  from  ACo  translate  their  subthreshold  frequency
preference to spiking regime. A representative current-clamp recording of the voltage
response (overlap of 8 traces, red) of an ACo resonant neuron under stimulation with the
ZAP protocol (blue). Neuron was held at -68 mv by manually DC injection. 8 Zoom of
voltage  response  (red)   and  current  stimulation  @lue)  traces  showed  in  A  at  low
frequencies  (left)  and  at preferred frequency range  (right).  C  Raster plot  showing the
spiking  activity vs  frequency  of stimulation for 8  consecutive  oscillatory  stimulations
(showed in A). D Average spiking probability as a function of frequency of stimulation
of resonant neurons, for details see Methods (n=6).
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incoming inputs. To test this prediction, we examined responses of resonant neurons to

ZAP current stimuli applied while cells were slightly depolarized from -65 mv. Figure

7A shows an example of these experiments (n = 4), in which 8 consecutive recordings

are displayed. Low-frequency voltage oscillations are attenuated by the activation of Jh

during  the  hyperpolarized  period  and  its  deactivation  during  depolarizing  incursions

(Fig. 78 left). At higher frequencies, Jh does not have time for significant activation thus

it does not further attenuate voltage responses and the cell depolarizes towards the spike

threshold  (Fig.  78  right).  This  selective  firing  at  theta  frequencies  is  reliable,  being

observed in all trials  (Fig.  7C).  An average histogram of the  spiking probability as  a

function  of frequency  is  presented  in Figure  7D.  It  can be  clearly  observed  that  the

resonant cell fires preferentially within a limited interval of frequencies of the oscillatory

input and no discharges are elicited at the lowest or highest explored frequencies.
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3.1.4 Discussion

Here  we  report  the  existence  of two  neuronal  populations  in  layer  11  of the

cortical  amygdala,   resonant  and  non-resonant,   with  clearly  different  subthreshold

membrane potential dynamics. Resonant neurons display an enhanced response to theta-

range rhythmic stimuli of a preferred frequency between 2-6 Hz, where.as non-resonant

neurons behave as low-pass filters with no frequency preference. Our data indicate that

subthreshold frequency preference, or resonance, results from the existence of two active

low-.frequency filter mechanisms that reduce the response to  slow  oscillatory  stimuli.

These mechanisms are independent, one acting in the whole subthreshold voltage range

and relying  on Jh (that  flows through HCN  channels)  and the  other effective  only  at

perithreshold potentials, generated by the muscarine-sensitive K+ current JM (depending

upon KV7KCNQ channels). The resonance is boosted by a persistent Na+ current, JNap.

The mechanisms of subthreshold resonance in ACo

In  general,  resonance  requires  the  coexistence  of both  high-pass  and  low-pass  filter

mechanisms  in  the  cells  (Hutcheon  and Yarom,  2000).  The  high-pass  filter  involves

slow  voltage-dependent   currents  that  are   substantially   activated   only  in  the   low

frequency  range  and  that  when  activated  reduce  the  amplitude  of voltage  changes,

decreasing the membrane impedance. In ACo neurons, the voltage dependence of Jh and

JM and their activation/deactivation time constants determine the frequency preference

range. HCN channels slowly activate by membrane hyperpolarization giving rise to a net

inward cationic current that promotes cell depolarization towards its reversal potential (-

40 mv). In turn, KV7/KCNQ channels are closed at resting potential and are activated
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by depolarization, originating an outward K+ current that hyperpolarizes the cell back to

its resting level. Oscillatory stimulation with a shorter period than the activation times of

Jh  or  JM  will  activate  these  currents,  with  the  consequent  shunting  of the  voltage

deflections,  hence  acting  as  high-pass  filters.  For  faster  oscillatory  stimuli  the  time

needed to charge the membrane acts as a low-pass filter. The combination of these two

filter mechanisms produces a voltage response with a maximal value determined by the

tuning effect resulting from the time constant of the resonant currents and their passive

membrane properties (resistance and capacitance).

The voltage dependence and kinetics of resonance-generating conductances also

have  an  impact  on  the  phase  proflle.  The  RLC  phenomenological  model  offers  a

simplified  alternative  to  simulate  this  effect,  but  it  does  not  allow  a  straightforward

understanding of what are the biophysical properties responsible for the phase change.

As  for the  reduction  in  the  amplitude  of voltage  oscillations  at  low  frequencies,  the

effect  on  the  phase  results  from  the  complex  and  dynamical  interplay  between  the

different iohic currents present in resonant cells and the membrane voltage, during the

application  of  an  external  oscillatory  current.  In  this  context,  the  delayed  voltage-

dependent activation/deactivation ofJh (~100 ms at 30 °C) is critical, as what determines

the  activation  level  of Jh  at  a specific  time  is  the voltage  value ~100  ms  earlier.  To

illustrate  how this property affects  the phase,  we  can  compare the time  at which the

ZAP-induced voltage wave crosses the middle line (baseline voltage set by the injected

DC current), in the presence or absence ofJh. In the first case, the activation of Jh will be

high when approaching the middle line during depolarizing incursions (for frequencies

around   or  below  /A),   because   the   membrane   underwent   the   maximal   level   of
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hypelpolarization about a quarter of cycle earlier. Thus, when comparing the middle-line

crossing times  in  the presence  or absence  of HCN channels,  it is  expected that these

channels  will  fasten  the  depolarization process  and  the  voltage  will  cross  this  level

earlier.  In  turn,  during  repolarization  Jh  will  exert  a  damping  effect,  but  it  will  be

comparatively weak due to, deactivation of this current after reaching the voltage peck.

Therefore, the presence of Jh leads to a reduction in the voltage wave lag relative to the

current wave (impedance phase). Remarkably, depending on the relative contributions of

inductive and passive membrane properties, and on the input frequency, the impedance

phase may become positive, meaning that the voltage wave precedes the current wave

(Fig.1C).

Interestingly, an effect of the short activation delay of JNap (~5 ms) on phase can

also  be  resolved  in  our  experiments.  This  effect  goes  in  the  opposite  direction  and

mainly  affects  oscillations  in  the  higher  frequency  range:  as  demonstrated  by  the

increase in the phase caused by TTX at higher frequencies (Fig. 3C).

To  our  knowledge,  this  is  the  flrst  time  that  a  dual  subthreshold  resonant

mechanism  is  described  in  neurons  from  the  amygdaloid  complex  (even though  this

duality  is  not  observed  in  all  ACo  cells).  Previous  work  characterizing  subthreshold

behavior of basolateral amygdala neurons in guinea pig found resonance at depolarized

membrane potentials, with a peak frequency of 2.4 Hz, that was attributed to an M-type

culTent (Pape  et 'ai.,  1998a).  In that work resonance was  only explored at membrane

potentials more positive than -70 mv, for which it is likely that the HCN conductance

may have not been sufficiently activated. However, no rectification was detected in the

hypelpolarizing direction, suggesting that these channels are not significantly expressed
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in the cells studied.  Conversely, recent work in the rat supports a contribution of Jh to

subthreshold  resonance  in  the  basolateral  amygdala  (Ehrlich  et  al.,  2012).  Although

species differences may explain these discrepancies, further work is needed to elucidate

whether  the  dual  resonant  behavior  at  theta  frequency  described  here  for  rat  ACo

neurons is shared by other regions of the amygdaloid complex.

Subthreshold resonance relying on either Jh or JM has been reported in different

regions of the rodent brain. In the rat subiculum Jh-dependent resonance is observed at

resting  and  hyperpolarized  potentials,  while  no  resonant  behavior  is   observed  at

depolarized voltages  (Wang et al., 2006). `In the EC  frequency preference requires Jh,

witll JM playing  a modulatory role  (Nolan  et  al.,  2007;  Boehlen et al.,  2013).  On the

other hand, an JMndependent resonance mechanism exists in frontal neurons from guinea

pig (Gutfreund et al.,  1995), but not from the rat, where it relies on Jh (Hutcheon et al.,

1996). A dual subthreshold resonance mechanism similar to that reported here for ACo

has  only  been  found  in  rat  hippocampal  CAl  pyramidal  neurons  (Hu  et  al.,  2002),

suggesting a common strategy for neural activity orchestration or signal filtering in these

two leaning-related brain regions (Llinas,  1988; Hutcheon and Yarom, 2000), although

they have some differences  that are  discussed below.  In both CAl  and ACo neurons

theta resonance implicates HCN  and KV7/KCNQ  channels,  responsible for Jh and JM,

respectively (Wang et al.,1998; Biel et al., 2009).

We also report a contribution of JNap to resonance amplification in ACo neurons.

JNap plays a similar role in the rat basolateral amygdala, the EC, the frontal cortex and

the hippocampus (Gutfreund et al.,  1995; Hutcheon et al.,  1996; Pape et al.,  1998b; Hu

et al., 2002; Wang et al., 2006; Burton et al., 2008). We show that non-resonant neurons
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also possess the JNap current, therefore this regenerative voltage-dependent mechanism

would contribute to further differentiate the responsiveness of the two populations : while

in  resonant  cells  JNap  would  preferentially  amplify  the  largest  voltage  deflections

generated forrfe, in non-resonant cells it would mainly enhance the voltage changes at

the lowest frequencies, those that are filtered in the first neuronal subpopulation.

We previously reported that a high  fraction  of layer 11 ACo  neurons  displays

intrinsic TTX-sensitive MPOs (Sanhueza and Bacigalupo, 2005). While the mechanisms

underlying MPOs and resonance are thought to be related, several observations suggest

they  are  not  identical  (Hutcheon  and  Yarom,  2000).  In  contrast  to  the  effect  on

resonance, TTX completely abolished oscillations in ACo but only attenuated resonant

behavior; similar observations have been made in neocortical neurons (Gutfreund et al.,

1995).  This  suggests  that JNap plays  a  critical role  in the  generation  of MPOs,  while

playing  mainly  an  amplifying  role  in  resonance.  Accordingly,  MPOs  are  absent  at

resting and hypexpolarized membrane potentials, but this is not the case for resonance.

Finally, while in ACo  the  frequency of hffos  strongly increases with  depolarization

(Sanhueza and Bacigalupo, 2005), resonance frequency is comparatively poorly voltage-

dependent (see Fig. 2 for average values). Here we did not systematically compared the

incidence of REOs and resonance in the same neurons, however, the differences in the

percentage of ACo resonant neurons (54%) and those displaying oscillations (68%) is

not  suprising,  as  both  phenomena  are  not  necessarily  expressed  in, the  same  cells

(Hutcheon and Yarom, 2000).

The  frequency preference range  of ACo  neurous  (Fig.  2)  and CAl  pyramidal

neurons   (Hu  et  al.,   2002)   is   comparable  in  experiments   conducted  at  a  similar
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temperature.  Nevertheless,  differences  arise  when  comparing  resonance  in  ACo  and

CA1.  Firstly,  while  in  CAl  virtually  all  pyramidal  neurons  display  theta  frequency

selectivity, we distinguish two main ACo cell populations, resonant and non-resonant.

As  our criterion to discriminate among these cell types was more stringent (Q a  1.10

compared to Q > 1.00 used in (Hu et al., 2002)), it is possible that the number of ACo

resonant  neurons   was   underestimated.      However,   the   existence   of  an   important

population  of  cells  lacking  low-frequency  filtering  properties  results  apparent  after

examining their impedance profiles (Q = 1.00; Fig. 28) and their insensitivity to Cs+ and

XE991. A second relevant difference is that while resonance in CAl  neurons virtually

disappears at resting membrane potential, ACo neurons exhibit resonance in the whole

subthreshold voltage range.  This  is  probably due to  the  fact that,  in  contrast to  CAI

cells,  the  contribution  of Jh  to  resonance  in ACo  neurons  is  significant in the  whole

subthreshold range. Since our voltage clamp. experiment showed a similar voltage range

for activation of Ih at both cell types, we explain a strong impact of Jh in ACo neurons

given  their high  input  resistance.  This  produces  that  a  small  amount  of culTent  will

produce  a  higher  voltage  response,  thus  producing  more  filtering.  However,  this

hypothesis needs to be corroborated by computer simulations.

Finally, the dual mechanism was  found in  all CAl  pyramidal  cells  (Hu et al.,

2002), but our evidence indicates that a subpopulation of resonant ACo cells lack the

JMndep endent mechanism.

Overall, our results suggest that, in conti.ast to other brain regions in which theta

resonance  has  been  studied,  ACo  neurons  exhibit  different  contributions  of the  two
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resonance-generating mechanisms,  including cells  expressing either both,  only  one  or

none of them.

Functional implications of theta-frequency resonance

Whether the intrinsic fi.equency preference of mammalian resonant neurons plays a role

in the generation or spreading of orchestrated rhythmic activity in the brain is still an

open question. A condition that has made the resolution of this subject elusive is that

resonant  neurons  are  mainly  present  in  high-order  processing  regions,  such  as  the

hippocampus, the neocortex and the basolateral amygdala, where they receive extremely

complex  signal  patterns  influenced  by  different  sensory  modalities.  Therefore,  it  is

difficult to recreate in experimental conditions the activity patterns that these neurons

receive z.# vz.1;o and to evaluate the transfer function and filter properties that they display

in the brain. This context makes the cortical amygdala a promising model to evaluate a

possible  functional  role  for theta  frequency resonance,  because  as  the  ACo  receives

direct projections  from the  08,  it  is  expected that the  afferent  activity preserves the

characteristic sniffing-driven rhythmicity of the olfactory circuit (Kepecs et al., 2006).

The  impact  of the  intrinsic  frequency preference  on neuronal  and network  dynamics

upon such oscillatory drive remains to be  determined.  Resonant neurous may impose

their individual frequency preference to the processed signals, excluding (filtering) other

rhythmic   inputs   and   selectively  transmitting   activity   at  their  individual   resonant

frequency,  thus  working  as  frequency  discriminators  (resonators)  (Izhikevich,  2003).

This  may  constitute  a  mechanism  for  selective  communication  between  neurons.

Intrinsic resonance in the EC has been related to the existence of a cognitive spatial map
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represented in a sequence of grid-like patterns, in which grid spacing correlates with the

/R of stellate neurons which is scaled along the dorso-ventral axis (Moser et al., 2008).

Finally,  resonance may  contribute to  generate  o.r propagate network rhythms  (Llinas,

1988; Hutcheon and Yarom, 2000).

Our  observation  that  cortical  amygdala  neurons  translate  their  subthreshold

frequency preference to a spiking regime indicates that the spike-triggering machinery is

coupled to the subthreshold resonance mechanism (the voltage for spike-generating Na+

channel  activation  partially  overlaps  with  the  voltages  at  which  JM/Jh  filter  slow

oscillations).    Therefore,    resonant    ACo    neurons    are    endowed    with    intrinsic

electrophysiological   properties   that   make   them   able   to   selectively   generate   and

propagate rhythmic activity at their resonance frequency.

In contrast to CAl  pyramidal neurons, the dual mechanism of resonance is not

general  in  ACo  resonant  neurons.   Indeed,   our  study  shows  the  existence   of  an

inhomogeneous population of resonant cells, suggesting a complex signal processing in

this olfactory region. Previous anatomical studies proposed that this region constitutes

an  intermediate  formation  among  cortical  and  nuclear  structures  (Kalimullina  et  al.,

2004). It can be speculated that different populations of resonant neurons in ACo may be

activated  depending  on their specific  afferent  connectivity  or on the  sniffing  pattern.

Further studies are needed to explore these possibilities. Moreover, it should be noted

that layer 11 cells recorded here may include both projection neurons and intemeurons,

thus additional work is required to evaluate if different mechanisms of resonance (or the

absence of this property) are associated to specific neuronal types in ACo.
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While neuronal resonance is usually studied upon somatic injection of oscillatory

currents, the real effect of rhythmic synaptic drive on cellular activity also depends on

synaptic and dendritic filter features.  Synaptic filtering depends on the  specific  short-

term plasticity properties  (mainly presynaptic)  of the  studied connections  (Izhikevich,

2003; Wang, 2010). On the other hand, distal dendritic resonance during local injection

of oscillatory currents has been demonstrated in neocortical and hippocampal pyramidal

cells;  the  dendro-somatic  transfer  impedance  curve  preserves  the  resonant  profile,

indicating that dendritic filtering does not eliminate frequency selectivity (Ulrich, 2002;

Narayanan   and   Johnston,   2007).   The   cellular   distribution   of   resonance-related

conductances also shapes the effect of resonance on neuronal activity. h CAl pyramidal

neurons, the differences in localization and voltage activation range of these channels

endow  the  cells  with  two   segregated  and  independent  cellular  compartments   for

frequency   preference   and   processing   of  incoming   signals:   dendrites   resonate   at

hyperpolarized potentials (through HCN channels), whereas somatic filtering occurs at

depolarized potentials (KV7/KCNQ charmels) (Hu et al., 2007, 2009).

Finally, some authors have found that recreation of the I.# vz.1/o conditions in brain

slices by mimicking synaptic bombardment through a reduction in membrane resistance,

dampens the intrinsic frequency preference of resonant neurous Q7emandez and White,

2008).   Wliile   this   possibility   shall   be   examined   in   the   cortical   amygdala,   the

comparatively  high  basal  input  resistance  of ACo  resonant  cells  suggests  that  these

neurons  may preserve  their filter properties  and translate  the  subthreshold  fi.equency

preference into spikes when resistance drops I.# vz.vo due to synaptic activity ®y ~50%

(Destexhe et al., 2003)).
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Olfactory coding, motivation and learning

Anatomical  data  suggest  that  the  olfactory  representations  in  the  PC  and  olfactory

amygdala are differentially organized. The spatial map characterizing the 08 is lost in

this  cortex  because  the  projections  from  one  glomerulus  to  the  PC  are  diffiise.  In

contrast,  the  projections  from  the  different  glomeruli  to  the  cortical  amygdala  are

organized  into  spatially  stereotyped  overlapping  patches  (Sosulski  et  al.,  2011).  The

cortical amygdala receives inputs from the entire 08, but in contrast to PC, there is a

bias to dorsal glomeruli Q4iyamichi et al., 2011), shown to convey inputs required for

innate responses to aversive odorants (Kobayakawa et al., 2007). These observations and

the fact that olfactory tract stimulation induces a wave of activity in PC and EC that

converges in the olfactory amygdala (Kajiwara et al., 2007), suggest that this structure

plays a distinct, mostly unexplored role in olfactory integration.

Behavioral and electrophysiological studies in the olfactory system indicate that

a  single  sniff is  sufficient  for  fine  odor  discrimination  (Uchida  and  Mainen,  2003).

However,   there   are  differences   in  the   encoding  strategies   for  odor  identification

depending on whether or not it has a behavioral value (for example, is it rewarded or

not?). In the rodent 08 and PC, odor identity is respectively encoded by the latency and

the rate of the evoked activity phase-locked to the first sniff (Kepecs et al., 2006; Miura

et al.,  2012).  In contrast,  if the odor has  a behavioral value,  in both olfactory regions

odor information is conveyed by the non-phase-locked firing rate during several sniffing

cycles @oucette et al., 2011; Gire et al., 2013). It should be noted that it is the increased

synchronized  activity  of groups  of neurons  what  is  critical  for  encoding  odor  value

during  an  active  detection  task,  however,  during  passive  detection  odor  identity  is
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strongly conveyed by spiking activity phase-looked to sniffing (Gire et al., 2013). In a

similar way, the formation and expression of. auditory emotional memories involve an

increase in synchronized firing and rhythmic activity at the theta-resonance frequency of

neurons in the lateral amygdala (Pare and Collins, 2000; Popa et al., 2010). Therefore,

when  the  identification  of  an  odor  has  biological  relevance,  additional  high-order

structures  involved  in  emotional  memory  formation/retrieval  may  be  recruited;  our

results  point  to  the  cortical  amygdala  as  an  attractive  candidate  endowed with  theta

rhythmic  properties.  In  this  context,  the  role  of the  cortical  amygdala  in  olfactory

integration may be related to innate or learned odor preference or aversion, based on a

selective filtering of oscillatory activity.
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3.2  Electrophysiological  and  morphological  characterization
of resonant  and  non-resonant  neurons  from  layer  11  of the
anterior nucleus of the cortical amygdala

This section is a draft manuscript written by Jorge Vera in preparation for submission to

apeer-reviewedjounal:

Vera J., Drechler A., Astudillo D., Mpodosis, J., Bacigalupo J. and Sanhueza M. (2014)

Characterization of layer 11 neurons from the anterior nucleus of the cortical amygdala.

After  the  description  of subthreshold  resonance  in  neurons  from  the  anterior

nucleous of the cortical amygdala, in this section we continue with the characterization

of ACo neurons with the aim to identify resonant cells as a defined cell type. Here we

study the firing properties, morphology, synaptic response and connectivity of resonant

and non-resonant neurons.

3.2.1 Abstract

The  anterior nucleus  of the  cortical  amygdala (ACo)  is  an integral part of the

olfactory circuit and has been related to the processing of biologically relevant olfactory

stimuli.  ACo  has  been  scarcely  studied  and  is  believed  to  share  many  neuronal

properties  with  the  piriform  cortex  (PC),  the  main  olfactory  cortex.  We  previously

described that ~50-°/o of ACo neurous display subthreshold oscillations and a stuttering

firing pattern.  In a separate  investigation we  found that near ~30°/o  of ACo neurons

present  neuronal  resonance  in  the  theta  range  (3-8  Hz).  By  conducting  whole-cell

current-clamp experiments in rat brain slices we characterized the intrinsic and synaptic
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properties as well as the morphology of resonant and non-resonant neurons from ACo

layer 11.  We  found that layer 11 neurons  are  moxphologically heterogeneous,  with no

evident differences among resonant and non-resonant cells. Moreover, except the ability

to resonate, both groups of neurons displayed similar electrophysiological properties, as

spike  threshold,  current-frequency curves,  as well  as  spontaneous  or evoked synaptic

activity.   Interestingly,   most   resonant   neurons   display   a   stuttering   firing   pattern

intermingled    with    subthreshold    oscillations.    The    cytoarchitecture    of   ACo    is

characterized by cells  of multiple morphologies lacking the ordered organization with

stereotyped cell types observed in PC. However, the synaptic activity of layer 11 neurons

evoked with electric stimulation at different cortical layers showed similarities with PC,

suggesting  comparable  co.nnectivity  properties  in  these  two  olfactory  cortices.  We

corroborated the direct projection from the olfactory bulb (08) to ACo, and found that

all layer 11 neurons have the synaptic machinery to process rhythmic 08 input at theta-

frequency.

Taking together, resonant neurons from ACo do not share similarities allowing to define

them as a particular cellular type like CAl pyramidal neurons. Furthermore, these results

change the previous conception of ACo as a paleocortex similar to PC and highlight the

properties of ACo neurons that favor processing of rhythmic activity at theta frequency.
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3.2.2 Introduction

The complex of the  amygdala is  a braln region that processes  sensory stimuli  of

biological  relevance  and  commands  appropriate  emotional  and  behavioral  responses

(Ledoux, 2000;  Swanson & Petrovich,  1998). The main nuclei of this complex are the

basolateral  (BLA)  and  centromedial  (CMA),  which  receive  inputs  from  all  sensory

modalities  and  generate  their  influence  on  behavior  through  connections  with  the

hypothalamus   and  basal  brain   (MCDonald,   1998).   During   evolution   of  mammals

olfaction  (smell)   it  has  been  the  primary   sensory  modality  that  has   driven  the

development of highly specialized emotions and behaviors (social, sexual, anxiety, fear,

etc.),  in  agreement  with  the  high  number  of projections  from  the  olfactory  system

towards  the   amygdala  (MCDonald,   1998).   Olfactory   stimuli   are  processed  in  the

olfactory  bulb  (08)  which projects  to  cortical  regions  via  the  lateral  olfactory  tract

(LOT) (Sosulski, Bloom, Cutforth, Axel, & Datta, 2011). The activity generated in the

08 reaches the amygdala (BLA and CMA) by two separated pathways, one through the

piriform cortex (PC) which is  considered the main olfactory cortex and is  thought to

have an important role in the representation of olfactory information OrcDonald,1998),

reason by which it has been widely studied.  The  other pathway is  conformed by the

projections from the 08 directly to the cortical amygdala, which is divided into anterior

(ACo) and posterolateral nuclei (PLCO) Q4cDonald,  1998). This cortical region in turn

projects  to  BLA  and  CMA  and  also  to  the  hypothalamus,  constituting  the  shortest

pathway for olfactory stimuli to arrive to that region (MCDonald,  1998). Despite its role

as the first amygdaloid station for processing and transmitting olfactory information, the

cortical amygdala has been scarcely studied.
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It has  bee]i  reported that  rodents  exposed  to  odors  from  natural predators  (even

without  having  previous  experience  of  contact  with  the  predator)  show  a  general

increase in the activity of BLA neurons, without activation of neurons at ACo (measured

as  c-fos positive neurons)  (Dielenberg, Hunt,  &  MCGregor,  200.1).  This  data suggests

that ACo is not involved in experienceindependent (unconditioned) aversive olfactory

responses.  In  addition  to  the  signals  coming  directly  from  the  08  to  ACo,  z.#  vz.fro

electrophysiological  studies  showed  that  after  LOT  stimulation  the  evoked  activity

converges  into  ACo  after  passing  through  the  PC  and  entorhinal  cortex  (Kajiwara,

Tominaga, & Takashima, 2007). This suggests that in the intact brain cortical amygdala

receives  and processes  two  subsequent  olfactory-related  activity waves,  the  first  one

directly from the 08 and the second after processing by the other olfactory cortices. On

the  other hand,  a study in which animals were trained to associate odors to  electrical

shocks (fear conditioning) showed that the association of the olfactory and the aversive

stimulus was accompanied.with an increase in synaptic strength in the connections from

08  to  ACo,  while  the  synapses  between  the  08  and  the  PC  remained  unchanged

(Sevelinges,  Gervais,  Messaoudi,  Granjon,  &  Mouly,  2004).  Overall,  this  evidence

suggests  that ACo is  involved in the processing and leaning of biologically relevant

olfactory stinuli.

The  cortical  amygdala  is   in  a  ventromedial  position  in  the  telencephalon  of

mammals,  as a ventral continuation of the posteroventral PC (MCDonald,  1998). ACo

cytoarchitecture  has  not  been  characterized  in  detail  and  it  is  usually  assumed  to

resemble PC as  a three-layered paleocortex (MCDonald,  1998).  At PC,  layer la is the

most  extemal  and  contains  fibers  from  LOT,  layer  Ib  has  associational  projections.

76



Layer 11 has the largest number of neurons packed in a well-defined layer and layer Ill

has a lower density of cells  (L. a.  Haberly,  1983).  It was recently described that PC

layer 11 neurons have  a functional  stratification, with superficial neurons representing

well defined cell types ®yramidal and semilunar neurons) with different synaptic and

intrinsic  properties  that  produce  a  differential  processing  of  08  input  (Suzuki  &

Bekkers, 2011). It is unknown whether ACo layer 11 neurons present the same types of

neurons and therefore a. similar processing strategy.

Previous  work  from  our  laboratory  described  that  a  subset  of neurons  from  the

cortical amygdala display subthreshold osci.1lations of the membrane potential (1-5 mv

peak-to-peak  amplitude)  at theta  frequency range  (4-8  Hz)  (Sanhueza  & Bacigalupo,

2005). This group of neurons presents a stuttering firing pattern, which mix periods of

firing   with  periods   of  subthreshold   oscillations   (Sanhueza   &   Bacigalupo,   2005).

Recently, we found that 30% of ACo neurons display neuronal resonance, which means

that their voltage response is higher when stimulated at a specific frequency range,  in

this  case  between  2-6  Hz  (Vera,  Pezzoli,  Pereira,  Bacigalupo,  &  Sanhueza,  2014).

Therefore,   under  oscillatory  stimulation,  resonant  neurons  present  a  peak  voltage

response at the resonance frequency,/A Qlutcheon & Yarom, 2000). It is speculated that

resonant neurons stabilize oscillatory activity in neuronal networks (Wang, 2010), and

given the strong oscillatory activity of the olfactory circuit (Kay et al., 2009; Kepecs,

Uchida,  &  Mainen,  2006)  and that ACo processes  and  transmits  olfactory  signals  to

other regions, it is possible that resonant neurons from ACo have a pivotal role in the

coordination of oscillatory activity during olfaction.
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Here we present a characterization of resonant and non-resonant neurons from ACo

performed with current-clamp experiments. We measured intrinsic electrophysiological

properties and studied neuron morphology. We also studied the synaptic inputs to these

neurons recording evoked synaptic activity.

3.2.3 Results

The first step of this investigation was to characterize ACo neurons from layer 11

in order to investigate whether resonant neurons correspond to a well-defined cell type

as occurs in other mammal brain areas like the hippocampus and entorhinal cortex. To

this aim, we investigated three aspects of cell type identity: intrinsic electrophysiological

properties, synaptic electrophysiological properties and cell morphology.

Characterization of resonance in ACo neurons

To  investigate  the  intrinsic  properties  of neurons  from  layer  11  of ACo  we

conducted  experiments  on  54  neurons.  Their  properties  were  explored  performing

current-clamp  experiments  under  both  constant  and  oscillatory  current  injections  at

several  membrane  potentials.  With  those  recordings  it  was  possible  to  classify  and

correlate  the  subthreshold  behavior  of neurons  (i.e.  resonance)  with  suprathreshold

properties (firing pattern, spike threshold and the like).

To determine if neurons display subthreshold resonance we used the sinusoidal current

protocol  (Zap,  see  Methods)  to  produce  5-10  mv  peak-to-peak  oscillations  while

injecting DC current to maintain the membrane potential near -80 mv. In agreement
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Figure 8. Characterization of subthreshold frequency preference in a subset of ACo
neurons. A Voltage response (red) under ZAP stimulation @lue) and impedance profile
(bottom, red trace) for a resonant neuron from ACo. 8 Voltage response (black) under
ZAP stimulation (blue) and impedance proflle @ottom, black trace) for a non-resonant
neuron from ACo. C Relative abundance for resonant (R), non-resonant (N) and mixed
(M) group of neurons. D Average impedance profile of R (red, n=10) and N+M (black,
n=15) ACo neurons. Individual impedance profiles where normalized by the value at 15
Hz  in  order to  compare  frequency preference.  E-G  Histograms  of Q-value  (E),  Peak
frequency (F)  and Peak impedance  (G)  for 54 recorded neurons.  The  insets  show the
average value for N, R and M groups.
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with a previous report of our laboratory, we found neurons that responded with larger

voltage  oscillations  at  theta  frequency  range  (~  4  Hz),  thus  displaying  subthreshold

frequency  preference   (Fig.   8A)   and  also   neurons  that  do  not  display   frequency

preference,  responding with higher voltage  deflections  at oscillations near 0  Hz  (Fig.

88).

According to our previous work it is possible to use the criterion of Q 21.I  to define a

neuron as resonant. However, we previously showed that this criterion is very restrictive

and underestimates the proportion of resonant neurons, since many neurons which does

filter slow oscillations have a Q lower thari 1.1 and clearly display an impedance profile

different from non-resonant neurons (Q = 1). Moreover, by studying the distribution of

Q values in a large number of ACo neurons, we previously showed that there effectively`

exist two  different populations  of neurons,  resonant and non-resonant.  Therefore,  the

group with  1 < Q < I.1  most probably contains both non-resonant and weakly resonant

cells, that -cannot be distinguished solely by their Q value.

While  restrictive,  the  criterion  of  Q  2   1.1   for  resonance  prevents  the  erroneous

classification of non-resonant (N) cells as resonant a). However, to explore a possible

correlation of Q with other properties (intrinsic  and/or synaptic), we grouped neurons

with Q between  1  and  1.1  as a separate subset named "mixed" (M) as it may content

both types of neurons. Figure 8C shows the distribution of subthreshold behavior for a

total  of 54 neurons,  with a 24  %  of non-resonant neurons  (Q =  I,  n =  13),  30  %  of

resonant neurons (Q 21.1, n = 16) and 46 % of cells in the mixed group (1 < Q < 1.1, n

= 25). These proportions agree perfectly with and corroborate our first characterization

of theta-frequency  resonance  in ACo  with  70%  of layer 11  neurons  considered non-
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resonant  and  30%  of them  being  resonant,  when  using  Q  2  1.1  as  a  criterion  for

resonance (Vera et al., 2014).

We  investigated  how  different  is  the  impedance  profile  between  the  populations  of

resonant cells  (R)  and the  group  formed by both non-resonant neurons  (N)  and  cells

falling  in  the  mixed  group  (M),  thus  following  the.  most  restrictive  criterion  for

resonance in this case. We constructed an average impedance profile for each group (R

and N+M).  To  allow  a  comparison  of the  frequency  dependence  of each  curve,  we

standardized the amplitude of each single impedance profile to the value of impedance at

15 Hz (Figure 8D).  This figure shows that at frequencies above  10 Hz both groups of

neurons behave identically. However, at frequencies below  10 Hz the average curve of

resonant  neurons  reaches  a  maximum  at  ~4.4  Hz,  while  the  curve  of N+M  neurons

reaches its peak near 0 Hz with a relative impedance three times higher than resonant

neurons. Note that the higher dispersion of the last curve is consistent with the existence

of an undefined number of low resonant cells in the M group. This evident difference in

the average impedance profile corroborates that our criterion of classification allows a

clear separation in two cell groups to  further correlate them with their suprathreshold

behavior.

To   fully   characterize   the   subthreshold   impedance   profile   of  ACo   neurons   we

investigated  the  histograms  of Q  values,  peak  frequencies  and  peak  impedance  and

obtained average values for each previously defined group: non-resonant (N), mixed (M)

and resonant (R, Figs. 8E-G). According to its definition, the average Q for non-resonant

neurons  is  1,  and  these neurons  contribute  with  a  single peak  in the  histogram.  The

average Q values for M and R groups are clearly different with 1.04 ± 0.00 and 1.16 ±
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0.02, respectively ®<0.001, Fig. 8E). The peak frequency histogram shows a peak at 0.5

Hz corresponding to N cells, with an average of 0.51  ± 0.01  Hz. The other points are

distributed along the range from 1 to 5 Hz with an average of 2.1 ± 0.2 liz and 4.0 ± 0.4

Hz for M  and R,  respectively  (all three average values  are  statistically different,  p  <

0.01 ). This result shows a relationship between the Q value and the peak frequency.

The histogram  of the peak  impedance  shows  that neurons  from ACo  have this  value

distributed between 150 and 710 MQ. Sorting neurons according to its Q value gives an

average peak impedance of 401 ± 48 MQ for N, 305 ± 18 MQ for M and 282 ± 26 MQ

for R. For this measure there is no statistically significant difference between M and R,

while both groups differ from N neurons a < 0.01). This shows that peak impedance is a

parameter that separates resonant and mixed group from non-resonant neurons.

As  a  summary,  this  data  set  corroborates  the  existence  and  relative  abundance  of

neurons with two kinds of subthreshold behavior in layer 11 of ACo, resonant and non-

resonant.  For methodological  constrains  we  classified  neurons  in three  groups,  those

with  Q  2=  1.1  as  resonant  (R),  those  with  Q=1  as  non-resonant  (N)  and those  with  a

1<Q<1.1  as  a  mixed  group  (M)  since  contains  both  type  of neurons.  This  allows  a

further investigation of their suprathreshold behavior.

Relating subthreshold frequency preference to suprathreshold properties

One  feature  that  defines  a  neuronal  type  is  the  way  cells  fire  action  potentials

spontaneously   or  under  a   sustained   depolarization,   what   is   called   firing  pattern

(Contreras,  2004).  This  suprathreshold  behavior  is  the  consequence  of  a  complex

interplay  between  several  voltage-  and  ligand-gated  ion  charmels  that  set  the  spike
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threshold, shape the firing rhythmicity and determine the responsiveness of each cell to a

current injection (Bean, 2007).. We hypothesize that resonant and non-resonant neurons

might have  distinctive  sets  of ion  channels  and thus  have  a  different  suprathreshold

behavior. To test this hypothesis we investigated the suprathreshold voltage response of

the previously characterized resonant (R) and non-resonant neurons (N).

Firing frequency curve and spike threshold

A  rough  but  robust  parameter  used  to  characterize  neuron  excitability  is  the  firing

frequency curve, which is obtained stimulating the neurons with squared current steps of

increasing amplitude, and then relating the average finng frequency to each current step

(Contreras, 2004). Figures 9A y 8 shows three recordings from an R and an N neuron,

respectively, that where depolarized to different levels to measure their firing response.

Despite the difference in the number of spikes fired by these two particular cells under

the  same current injection, when R and N are grouped and averaged, no difference is

observed in their firing frequency curve, contrary to our prediction Q7ig. 9C, n=15 and

12  for resonant and non-resonant neurons, respectively).  Since the firing frequency is

proportional to the level of depolarization and hence to the input resistance (A,.„) of the

cell, we think that the high variability of A,.„ in ACo neurons might produce a variability

in the firing frequency curve that hide a possible difference between resonant and non-

resonant neurons. while this may or not be true, what is clear is that tqis parameter does

not differ among both groups as it occurs in other neuronal types like semilunar and

pyramidal neurons from piriform cortex (Suzuki & Bekkers, 2006), an observation that

we corroborated when investigated neuronal resonance in that brain region (Fig. S4).
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Figure  9.  Characterization  of  firing  frequency  curve  and  spike  threshold  for
resonant and non-resonant neurons. A-B Voltage response of resonant (A) and non-
resonant (8) ACo neurons to a family of depolarizing squared current pulses of loo,  175
and 250 pA given at -80 mv. C Average firing frequency curves of resonant (red) and
non-resonant (black) ACo neurons, constructed with average firing frequencies.  D  Six
superimposed  voltage  response  (red)  under  a ramp  current  stimulation  @lue)  for the
measurement of spike threshold. The inset shows spikes in detail. Neurons where held at
-80 mv and then, an hyperpolarizing current pulse of -loo pA and 200 ms followed by a
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The  spike  threshold  is  another  parameter  that  reflects  the  interplay  of different  ion

channels, mostly Na+ chamels types and density in addition to passive properties a3ean,

2007), thus it may reflect differences between these two cells groups.

By definition the spike threshold is the voltage at which the pro.bability to flre an action

potential is 0.5, and because of their statistical nature is difficult to measure. Instead we

used another, more practical way to measure and compare threshold using a depolarizing

current ramp as illustrated in Figure 9D. Starting from a membrane potential of -80 mv

neurons were briefly hyperpolarized to ~ -100 mv to reset voltage sensitive charmels

and then were constantly depolarized with La current ramp at a rate of 0.67 pA/ms during

600 ms. This procedure depolarized neurons above spike threshold and evoked a train of

3 to 6 spikes. As accepted, we measured the spike threshold as the voltage at which its

derivative exceeds 5 mv/ms (Shu, Duque, Yu, Haider, & Mccomick, 2007). Using this

procedure we found that both, R and N neurons present similar spike threshold for the

first spike of the train with -51.9 ± 1.9 mv and -51.7 ± 2.2 mv, respectively. The spike

threshold for the second and third spikes of the train showed a more depolarized value,

again with no differences between both cell groups (Fig. 9E, for details see legend). This

result  shows  again  that  there  is  no  big  difference  in  an  intrinsic  variable  between

resonant and non-resonant neurons from ACo, challenging the hypothesis that resonant

neurons are a defined cell type regarding their general  electrophysiological properties

(Contreras, 2004).

Nevertheless,   each  time   an  intrinsic  property  is  evaluated  using   a  fixed  current

stimulation,   the  high   variability   of  ACo  neurons  passive  properties   difficult  the

interpretation  of results.  Since  the  voltage  response  that  follows  current  stimulation
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drives the gating for voltage-dependent channels, when a fixed current protocol is used

the variability of passive properties (A,.„ and capacitance) is translated into variability in

the activation of the channels whose effect we want to measure.

One   way  to   get  rid   of  this   variability  is   to   evaluate   a  parameter  or  behavior

independently of the level of culTent stimulation, like the firing pattern.

Rela[timg subtlureshold resonance with firing pattern

One remarkable property  of a  subpopulation  of ACo  neurons  is  the  ability to

spontaneously generate subthreshold thetaroscillations of the membrane potential when

are depolarized with constant culTent injection (Sanhueza & Bacigalupo, 2005).  These

oscillations  drive rhythmic  firing  and have been related to  subthreshold resonance  in

hippocampus and entorhinal cortex (Burton, Economo, IL.ee, & White, 2008; Chapman &

Lacaille,  1999; Erchova, Kreck, Heinemarm, & Herz, 2004; Pastoll, Ramsden, & Nolan,

2012),  thus  suggesting  a possible  relationship  with  resonant neurons  in  the  ACo.  In

addition,  previous  work  of the  laboratory described  three  cell  types  in  layer 11  ACo

according to their firin.g pattern:  1) tonic firing, neurons that fire spikes with constant

frequency  during  the  pulse,  corresponding to  38%  of cells,  2)  Cluster firing,  with  a

response    of   spikes   .aITanged   in   clusters   with   intermingled   periods    displaying

subthreshold   oscillations,   corresponding   to   48%   of  cells   and  3)   adapting   firing,

characterized by a response of highly decreasing firing frequeney, corresponding to  13

% of the cells (Sanhueza & Bacigalupo, 2005).

To  investigate  the relationship  between  subthreshold  frequency preference  and  these

three types of firing patterns, we examined the firing pattern of 43 neurons previously
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classified  in  the  N,  M  or  R  groups.  Neurons  where  depolarized by  constant  current

injections in order to reach a 5-8 Hz firing rate. By observing the recorded firing patterns

we were able to classify cells in one of two groups, tonic or cluster-firing. Cluster-firing

(Figs  10A-E) was defined as a firing pattern in groups of actions potentials with brief

periods without spikes (but with oscillations), which were clearly distinguishable in the

recorded trace,  the raster plot and the bimodal  distribution  of the  inter-spike  interval

(ISI, Fig.  10E). The other firing pattern found was the tonic firing, corresponding to a

constant  and  regular  discharge  without  periods  of  silence  or  frequency  adaptation

(Figure 10F-J). The adapting firing pattern \was not observed.

The  distribution  of the  different  firing  patterns  in  the  three  groups  of subthreshold

frequency  preference  is  shown  in  Table  I.  Note  that  both  described  firing  patterns

occurred at the same voltage range (Figs 10D and I).

Table 1. Distribution of the different firing patterns in N (Q = 1), M (1 < Q < 1.1) and R

(Q 2 1.1) groups.

`,             .             *                .

;`.I:,jHzffu`slTj¥kRE£ri¥ongii:i#{ fag RE%tr+%
N 6 6 28
M 5 13 •       :..        ` 42
R 1 12 ¥ffi:.¥RE; 30

`.

-&Siifei¥2rfeillix
:I:-+i:T3¥gjri`*Li*fliing+ffi-`5#S"*

I          %        T__28      J          72         I

From a total of 43 neurons in which the firing pattern was recorded, 28 % was tonic-

firing, while the remaining 72 % was cluster-firing, without observation of adapting-

firing neurons. From all N neurons (n=12) a half of them were tonic-firing and the other
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Figure 10. Relating subthreshold frequency preference to f]ring pattern. A current-
clamp recording of a cluster-firing resonant neuron under sustained depolarization to -50
mv using constant current injection. 8 Zoom of the box-selected region showed in A. C
Raster plot  showing  loo  see  of activity  from  the  cell  shown  in  A.  D  Histogram  of
membrane  potential  from  the  recording  shown  in  A.  E  Histogram  of the  inter  spike
interval  (ISI)  extracted  from  C,  the  inset  show  a  zoom  of Y-axis.  F  current-clamp
recording  of a tonic-firing  non-resonant neuron under  sustained depolarization  to  -50
mv using constant current injection as in A. G Zoom of the selected region from F. H
Raster plot  showing  100  sec  of activity  from  the  cell  showed  in  F.  I  Histogram  of
membrane  potential  from  the  recording  shown  in  F.  J  Histogram  of the  inter  spike
interval (ISI) extracted from C, the inset show a zoom of Y-axis.
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half cluster-firing. The M group (n=18) had 28% tonic and 72% cluster neurons, while

from 13 R neurons all but one were cluster-firing (results summarized in Table 1).

The  restrictive  criterion  of  Q  2  1.1   ensures  the  absence  of  false-positive  resonant

neurons, however, it is expected that some neurons that have the intrinsic machinery to

resonate only produce a mild filter effect and thus have a Q value below 1.1. Having this

in  mind  it  is  easier  to  understand  the  absence  of an  exclusive  relationship  between

subthreshold frequency preference and firing pattern. However, taking into account that

(R) neurons display almost only cluster firing (12/13 neurons) it is possible to associate

this firing pattern with neurons that strongly filter low frequency oscillations.

Medium  duration  after-hyperpolarization  (AHpm)  and  resonance  in .ACo  layer  11

neurons.

The possible  functional  role  of neuronal resonance  is  related to  their ability to  filter

away slow oscillatory synaptic inputs and propagate activity at their preferred frequency

(Hutcheon  &  Yarom,  2000;  Izhikevich,  2002).  This  makes  possible  that  resonant

neurons might have a mechanism for action potential generation that is coupled to the

subthreshold frequency preference, thus integrating sub and suprathreshold mechanisms

toward  the  generation  of  a  strong  and  robust  frequency-dependent  processing  of

neuronal activity. One component of intrinsic excitability that sets the ffing of neurons

at  determined  frequency  ranges  is  the  after-hyperpolarization  potential  (AHP)  that

follows each fired spike and determines the length of the inter-spike interval (Femandez

& White, 2008; Storm,  1989). Depending on the different voltage and ligand-gated ion

channels present in a specific neuronal type, the mechanism of the Am varies, but it is
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normally produced by the activation of several K+-currents that hyperpolarized neurous

(Zhang   &   MCBain,   1995).   Depending   on   the   different   rates   of  activation   and

deactivation of these channels the AHP may contain a fast (AHpf), medium (AHpm)

and/or  slow  (AHPs)  components  that  last  in  the  range  of  10,   100  and   1000  ms,

respectively (Stem,1989; Storm,1987). Since firing frequency at 4-10 Hz (theta range)

implies  inter-spike  intervals  (ISI)  between  250  and  100  ms,  respectively,  the  AHP

related  to  this  timing  is  the  AHpm.  In  line  with  this,  it  has  been  shown  that  theta

resonant neurons from hippocampus and entorhinal cortex display a robust AIIfm, and

that  its  amplitude  shapes  theta  firing  Q}emandez  &  White,  2008;  J  F  Storm,  1989).

Therefore, we investigated whether the presence and magnitude of the AHpm might be

related to the presence of resonance in ACo neurons and thus being a possible property

of resonant cells.

To analyze the AHpm we decided to measure its underlying current under voltage clamp

to have a voltage control while evoking tlle AHpm current (AHPc).  The procedure to

measure the AHPc is shown in Figure  llA.  From a holding potential of -70 mv the

AHPc was evoked with a 50 ms depolarization step to 0 mv. The AHPc is observed as a

post-stimulus  transient outward  current that peaks  near  10-15  ms  after stimulus  ends

with ~10-20 pA  amplitude  and  decays  exponentially with a time  constant of ~30  ms

(Fig.llA,  control  trace)  (Sah,1996).  We  quantified  the  magnitude  of AHPc  as  the

integral of the trace (the charge) from the time when the trace pass the baseline level

after the depolarization pulse, to 200 ms after the pulse. After measuring the AHPc in 7

R and 9 N neurons we found an average value of 1.5 ± 0.7 pQ vs 1.7 ± 0.8 pQ for the
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Figure  11.  Medium  duration  after-hypexpo]arization  (AIIpm)  and  resonance  in
ACo  layer  11  neurons.  A  Voltage-clamp  protocol  to  evoke  After  hypelpolarization
potential currents  (AHPc).  Neurons  are held at -70 mv and are  depolarized to  0  mv
during 40 ms with a squared voltage step. The AHPc is observed as a transient outward
current  following  stimulus  depolarization.  In  the  presence  of 200  nM  of Apamin  the
outward   current   is   reduced,   revealing   the   contribution   of   Ca2+-sensitive   small
conductance  SK  channels.  8  Whole  AHPc  contribution  measured  as  the  transported
charge (integral of current trace) in resonant and non-resonant neurons. C Measurement
of SK channel contribution to AHPc in resonant neurons (For more details see the text).
D Membrane potential of a cluster-firing neurons in control condition (black) and after
the addition of Apamin (red). E raster plot of recordings in D. F Average action potential
wave form  extracted from  recordings  in  D.  G  Distribution  of the  inter  spike  intervals
extracted from recordings in G.
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mobilized charge (Fig.  118)  and 40.4 ± 7.9 ms vs 49.6 ± 8.2 ms for the time constant

(not shown), respectively, with no statistically significant differences between neither of

them ®=0.39 and 0.46, respectively). Besides this average result, the quantification of

the AHpm showed a high variability within each cell group. Discarding the cells that

have an AHPc near cero (mostly non-resonant, Fig.  118), the high variability might be

related to the amount of channels in each neuron that obviously will vary according to

cell size. This variability thus hinders a possible differentiation between the compared

resonant and non-resonant neurons based on their AHpm.

Continuing with  the  investigation  of suprathreshold  features  of resonant neurons  we

went one step forward to investigate the contribution of SK channels to the ARTm in

these neurons  (Villalobos,  Shakkottai,  Chandy,  Michelhaugh,  & Andrade,  2004).  The

depolarization triggered by  action potentials  produces  bouts  of calcium  entrance  that

transiently increments  the  intracellular concentration and  serves  as  second messenger

(Bading, Ginty, & Greenberg,1993; West et al., 2001), contromng metabolic processes

and  gene  expression  in  a  process  described  as  the  excitation-transcription  coupling

(Dolmetsch, 2003). The restoration of intracellular calcium concentrations depends on

the repolarization of the membrane potential that closes voltage-sensitive channels and

stops  calciuln  entrance.  A  key  step  in  this  repolarization  is  the  activation  of Ca2+-

sensitive K+-currents that act as a feedback loop (Bond, Maylie, & Adelman, 2005). SK

channels are small-conductance, highly Ca2+-sensitive and voltage-insensitive channels

whose opening and underlying current follows the rise and decay of intracellular Ca2+

and  thus  serves  as  an  indirect  way  to  evaluate  Ca2+  changes  during  firing  process
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(Martin Stocker., 2004). Furthermore, since Ca2+ clearance lasts in the range of tens of

ms, the SK-culTent may contribute to AHpm and with that, to firing. in theta frequency.

We evaluated the contribution of SK-cunent to the AHPc in resonant neurons using the

selective   SK   channel   blocker   apamin   (M   Stocker,   Krause,   &   Pedarzani,   1999).

Following the same  experimental procedure described above, we measured the AHPc

charge after and before the addition of 200 nM of apamin (Fig  llA), observing that it

produced an average reduction of 60% in the charge, from 1.9 ± 0.8 pQ to 0.7 ± 0.2 pQ

(n = 6, p < 0.05, Fig.  llC). This result shows that resonant neurons from ACo layer 11

have a SK-current that contributes to 600/o of the AHPc, and indirectly shows that these

neurons have a calcium entrance coupled to the firing of action potentials and hence may

present excitation-transcription coupled.processes.

Finally, since the AHpm drives the rhythmicity of intrinsic firing pattern we investigated

the contribution of SK-current and their underlying Ca2+ entrance,  on the cluster-type

firing of resonant neurons. We characterized the cluster firing pattern before and after

the  bath  addition  of  200  nM  apamin.  h  control  conditions  neurons  showed  the

previously described stuttering behavior (Fig  llD) with a skewed distribution of inter-

spike intervals with at maximum near 120 ms (ISI, Fig  llE). After the blocking of SK

channels, the general appearance of the firing pattern is not altered, displaying similar

pattern of activity observed in both the row recordings and raster plots (Fig.  1 lD-E).

However, the observation of the action potential waveform confirm the reduction of the

AHpm and a variation in the ISI histogram, as was expected (Fig.  llF-G), but without a

dramatic effect on the firing pattern.
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The  overall' conclusion  fi.om these  experiments  is  that resonant neurons  from  layer 11

ACo have a strong AHpm, which is in agl.eement with their theta-range f]ring pattern.

Moreover, an important fraction of the AHPc is carried by SK-channels, confirming the

Ca2+ entrance after excitation and their possible implication in excitation/transcription

coupling.

Relating  subthreshold  frequency  preference  to  cell  morphology:  Characterizing

ACo cytoarchitecture

By  far  the  most  striking  and  notorious  feature  of  a  given  cell  type  is  their  cell

morphology.  Since the times of Ramon y Cajal neuroscientists have described tens of

different neuronal moxphologies, that faithfully identify specific groups of neurons that

share in common other physiological properties, by reporting the shape of the soma, the

disposition and size of dendrites and, in some cases, axon arborization (Fiala, Spacek, &

Harris,  2008).  Regardless  of an  expected  variability  in  morphology  inside  a  given

neuronal  type,   some   common  patterns   emerge  as   a  fingexprint,   like  the  laminar

disposition  of the  soma,  dendrites  and  axon,  the  shape  of the  soma,  the presence  of

predominant dendrites,  the  direction  and extension  of dendrites,  the times  each main

dendrite  branches,  and  like  these,  one  can mention  many  other  visually  descriptive

criteria that allow morphology description (Fiala et al., 2008).

In  this  way,  resonant  neurons  from  hippocampus  and  entorhinal  cortex  have  been

described in detail. Pyramidal neurons from CAl  are very similar, all of them with the

soma in the layer called szrczz#ffl pz.jio7#z.dcz/e, with a pyramidal shaped soma (15-20  prm

major diameter) that ends in a principal dendrite (main dendrite) that extends near 700
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pen,  reducing its  diameter with its  distance from the  soma.  Arborizing secondary and

tertiary  dendrites  are  located  on  sf7'czZ2{772  rtzdz.czZc£"  and  s'trczf#7#  /czcz{73aszfz„  7"oJec#Jcz7.e

layers. At the opposite extreme of the soma, 3-6 basal dendrites arise and extend near

200 Lim into the s'f7.czfune orz.e#S. All resonant neurons from CAl hippocampus meet this

description (Spruston & MCBaln, 2007). Resonant neurons from entorhinal cortex, the

stellate  cells,  are  located  in  layer 11,  have  a  large pyramidal  soma with two  or three

principal  neurons  that  are  heavily  branched.  Again,  all  stellate  neurons  meet  this

description (Klink & Alonso, 1997). Of course, both of these resonant neuronal types are

intermingled with several different neuronal types in their respective brain regions, CAI

pyramidal  neurons  share  their  layer  with  multiple  types  of intemeurons  and  stellate

neurons are in between intemeurons (Spmston & MCBain, 2007), and pyramidal neurons

of layer 11 entorhinal cortex (Canto, Wouterlood, & Witter, 2008).

With the aim of characterizing the morphology of resonant and non-resonant neurons,

and with this, probably find different neuronal types, we used 0.1% of biocytin in the

intracellular solution to label  each recorded neuron.  inmediately after recording each

brain  slice was  fixed and neuronal morphology was  obtained with a standard method

based   on   diaminobenzoic   acid   @AB)   reaction   (see   Methods).   Throughout   the

development of this thesis we were able to characterize the morphology of a total of 45

neurons,  21  resonant  and 24 non-resonant.  Figure  ]2  shows  a reconstruction of ACo

cytoarchitecture using a selection of the best-resolved moaphologies (14 resonant and 17

non-resonant, tagged with an R and an N, respectively). This reconstruction was made

faithfully describing the position of the soma and dendrites distribution in the different

layers. By observing Figure 12, the first.impression is the impossibility of finding any
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clear  difference  between  resonant  and  non-resonant  neurons,  which  resulted  quite

astonishing. There is no a characteristic soma shape or location, nor a typical dendritic

branching. Within both groups we found neurons with small-rounded somas (R5, 6, 9,

11  and N3,  9,  10,  13), and also cells with pyramidal somas with a sort of main apical

dendrite oriented to different directions  (R2,  3,  8,12 and N1, 2, 4,11,12,14,16). In

general ACo cytoarchitecture is characterized by isodendritic neurons with no dendrites

biased  towards  any  particular  layer,  this  is  true  for both  resonant  and  non-resonant

neurons (R1, R2, R3, R10, N2, N5, N6, Nl 1, to name some). Particularly striking is the

presence of a couple of neurons with dendrites polarized toward layer Ia resembling PC

semilunar neurons  (R4,  Rll,  also  called  extraverted),  typical  cellular type present in

layer 11  of the  main  olfactory cortex that we  described  as  non-resonant  (unpublished

data, Fig. S4).

The major conclusions that can be  obtained with this  characterization are as  follows.

ACo does not have a main principal cell type (or morphology), as is observed in other

three layered cortical regions like the hippocampus or piriform cortex (L. Haberly,1998;

Spruston   &   MCBain,   2007).   The   moxphological   heterogeneity   observed   in   ACo

highlights  its  structure  of cortical  nucleus  rather  than  an  ordered  laminar  cortex  as

described in the literature for the.piriform cortex (L. Haberly,1998). Furthermore, most

of the neurons from layer 11, both resonant and non-resonant, extend dendrites to all the

three  layers  of ACo,  suggesting  an  anatomical  cormectivity  of each neuron with  the

different  ACo  afferences  (olfactory  bulb,  cortical  association  axons  and  other  brain

regions). Finally, there is n. o clear morphology than can be related neither to resonant,

nor to non-resonant neurons from ACo.
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Characterization of synaptic properties of layer 11 ACo neurons

After characterizing basic intrinsic properties and morphology of neurons from layer 11

of ACo we went to describe the synaptic properties of these neurons, always with the

idea of finding any property that could distinguish resonant neurons fi.om non-resonant

neurons and that may help us to understand or propose a functional role for subthreshold

frequency preference in this region.
I

ACo has two interesting a,spects that place it as a possible privileged model for studying

neuronal resonance. First,: the simplicity of the main synaptic inputs that it receives. It

has been described that the main input of ACo is the 08, which sends its projections to

the different olfactory cor¢ical regions (which include PC, entorhinal cortex, and cortical

amygdala) through the olfactory trac-t and then through the layer Ia a. Haberly,  1998).

In the intact brain this pathway conducts strong oscillatory activity in theta range, which

has  been  described  in  detail  as  synaptic  inputs  to  the  PC  (Gang  &  Isaacson,  2003;

Desmaisous,  Vincent,  &'  Lledo,   1999;  Kajiwara  et  al.,  2007;   Smear,   Shusterman,
I

0'Connor, Bozza, & Rinberg, 2011). From the 08 the signals reach directly the ACo,
I

which serves as a gate fort olfactory signals to enter into the BLA for further processing
\

and   elaboration   of  emotional   response   (MCDonald,   1998).   Contrasting   with   that

simplicity,  other  models  (of neuronal  resonance,  like  the  hippocampus  or  entorhinal

cortex,  have  the  additional  difficulty  that  in  the  intact  brain  these  areas  process
I

multimodalsensorysigna|s(frommostsensorymodalities)(Ahmed&Meha,2009;

Canto  et  al.,  2008),  thus!receiving  complex  oscillatory  inputs  which  have  not  been
I

described in detail so far, )and hence make it difficult to test whether resonant neurons
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express their frequency pxpference while process them. Nonetheless, since the ACo is a

scarcely  studied  brain  region,  we  first  attempted  to  confirm  the  neuroanatomical

projections from the 08 td the olfactory cortex, with emphasis on the ACo.

The second aspect that places the ACo as a privileged model for our purposes is related

to the functionality of the; preserved collaterals in the layer Ia of acute coronal  slices.

This means that those axohs collaterals are sensitive to electrical stimulation and allows
I

an easy rhythmic drive of ipostsynaptic potentials in ACo ne.urons while are recorded in

whole-cell  configuration  (Sanhueza  &  Bacigalupo,  2005).  However,  it  is  not  known

whether resonant neurons| receive or not inputs  from the  08  and if the  dynamics  of
I

synaptic activity integration will support the transmission of theta-frequency rhythmic

inputswithoutadisruptive)effectofsynapticfacilitationordepression.Ifthisisthecase,

the ACo will serve as the first experimental model allowing the direct evaluation of the

processing  of realistic  rhythmic  synaptic  inputs  in resonant neurons.  These  questions

were addressed in this thesis and are described below.

Coif irndng neuroanatondcal projeedons f irom the olf actory bulb

To  confirm that the  08  projects  collaterals  to  the ACo  we  injected the  anterograde

neuronal  tracer  PHAL  q'haseolus  vulgaris  leuco-agglutinin)  unilaterally  in  the  left

hemisphere of the 08 of rats and evaluated the presence of the tracer in ACo after five

days of migration. Figure  13  shows a coronal brain section where PHAL was detected

by  immunoreaction  and  then  counterstained  with Nissl  to  locate  the  position  of the
\

somas. This procedure allpwed the observation of the tracer as a diffuse gray shadow

mark that can be distinguished from the blue background. Figure 13A shows a section of
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Figure 13. Confirming anatomical projections from the olfactory bulb. Axons from
the olfactory bulb project to the anterior cortical amygdala. Experiment to study the
projections of the olfactory bulb to the amygdala and other cortical olfactory cortices.
Was  injected in tracer PHAL  anterograde (Phaseolus vulgaris  leuco-agglutinin)  in the
left hemisphere of the olfactory bubo of an adult rat. Five days post injection the animal
process. The presence of PHAL was obtained by immunodetection / DAB then a Nissl
staining was  performed.  Cross  section  (50  microns)  to  anteroposterior  level  including
cortical amygdala appears (is corroborated by the level of penetration and shape of the
optic  tract)  A  lower  Region  of the  left  hemisphere  (ipsilateral  to  the  injection  site)
showing brand PHAL along entire Ia (light gray, outermost layer) layer, via the piriform
cortex (PC) and amygdala cortical (CA), but not the in the layer Ib. It can be compared
with the layer of non-injected hemisphere (right) showing no presence of the tracer (8).
C Increased image A corresponding to the cortical amygdala, which lets you see more
detail  PHAL  brand  presence  in  the  layer  and  the  presence  of axons  in  layer  Ib.  D
Enlargement of C, axons present in the layer Ia and Ib are shown with white arrows. E
Expansion image corresponding to the piriform cortex (PC) where you can see the mark
of PIIAL in the layer A, but the absence of axons that innervate deeper layers (Ib and /
Or Il).
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the injected hemisphere, which has a dark shadow mark along the whole layer Ia (the

outermost  layer,  compare  with  Figure  138  that  shows  the  non-injected  hemisphere

without tracer mark). Arrows show both olfactory cortices, ACo and PC.  This diffuse

mark shows that layer Ia presents passing collaterals from the 08 all along ACo and PC.

Higher magnification of the ricrophotography shows putative 08 axons invading layers

Ib and 11 only in the ACo, and thus possibly making synaptic contacts QTigure  13C and

D). By striking contrast, the PC presents a complete absence of collaterals invading layer

Ib or 11 Q]igure 13E).

These results confirm that axons from 08 effectively pass through the entire layer Ia of

olfactory  cortex   and  invade  interior  layers   specifically  at  ACo.   This   allows  the

stimulation  of synaptic terminals  onto  ACo neurons  in the  coronal  slice by means  of

electric stimulation of layer Ia, in order to recreate rhythmic 08 activity. In addition, it

is, interesting that the  distribution of axonal projections  show differences between PC

and ACo that, to our knowledge, have not been previously described.

Spontaneous syi.aptic activity onto ACo neurons

The s`ynaptic activity in a neuronal network is determined by the temporal summation of

the  individual  synaptic  events.  Unitary  synaptic  events  will  vary  in  amplitude  and

frequency depending on brain region, being characteristic  of it.  For example,  in CAI

pyramidal neurons an typical miniature event (recorded in the presence of TTX to block

spike-evoked synaptic events) will have an average amplitude of 20 pA (when recorded

in voltage clamp, and near 0.5 mv under current clamp) and a frequency close to 1 Hz.

In turn, in the PC, superficial pyramidal neurons have .an amplitude near  10 pA and a
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frequency near 5 Hz, thus showing functional and structural differences with the neurons

from the hippocampus. In this way, the amplitude and frequency of the events provide

information on the synaptic physiology of the circuit.

To   characterize  the  spontaneous   synaptic  activity  from  layer  11  ACo  neurons  we

recorded postsynaptic currents under voltage-clamp configuration at a holding potential

of -80 mv. Since that membrane potential is hypelpolarized respect to reversal potential

for  C1-  ions,  GABA-ergic  (inhibitory postsynaptic  currents,  IPSC)  and  glutamatergic

(excitatory postsynaptic currents,  EPSC) postsynaptic currents are observed as  inward

currents (downward deflections, Fig.  14A-'C). The analysis of these experinents showed

that ACo neurons have spontaneous synaptic events with an average frequency of 3. I ±

1.4  Hz  and  amplitude  of 22.2  ±  2.3  pA  (n=10).  We  compared  the  values  between

resonant (n=3) and non-resonant (n=7) neurons and found no difference for frequency or

amplitude of spontaneous synaptic events, reason by which all data was pooled together.

It is important to note that for these experiments we did not use TTX, thus the recorded

events  correspond  to  a  sum  of miniature  events  and  spike-evoked  synaptic  events.

However, given the low amplitude of the recorded events they most probably represent

mainly miniature synaptic events. In addition, these neurons do not display spontaneous

firing when recorded, and in this preparation (acute slice) most of the afferences are not

present, thus it is expected that the spontaneous level of spiking-driven synaptic events

in the slice preparation 1-emains low, almost negligible. Therefore, the values obtained

for the amplitude and frequency serves as a first prelininary characterization of synaptic

events in layer 11 ACo neurons.
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Figure  14.  Characterization  of  spontaneous  synaptic  activity  of  layer  11  ACo
neurons.  The  spontaneous  synaptic  activity  was  recorded  in  voltage-clamp  mode  by
holding  the  membrane  potential  at  -80  mv.  A  Representative  recording  in  standard
condition  of whole-cell  membrane  currents  in  an  ACo  neuron  showing  spontaneous
synaptic  activity  as  downward  deflections  of different  amplitudes.  8  Zoom  from  a
selected  region  from  recording  shown  in  A  with  a  black  bar.  C  Overlay  of events
detected on 30 seconds of recording (including that shown in A), the average wave form
is showed in red. D Frequency and amplitude of spontaneous events recorded in 1 1 ACo
neurons. Circles and squares represent individual experiments and the filled symbols the
average values.
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Evoked synaptic activtry through stimulcdion Of af :fiereut projeedons

Since PC is a well-described olfactory cortex, we used it as a reference to conduct and

compare our exploration of evoked synaptic activity on layer 11 ACo neurons. Evoked

synaptic activity on PC layer 11 neurons through electric stimulation shows differences

depending on whether layer Ia or Ib are stimulated: a faster synaptic response is evoked

by   stimulation   in  layer  Ib   (Franks   &   Isaacson,   2005).   It  has   been   shown  that

associational (intracortical) projections localized to layer Ib reach layer 11 neurons near

the soma, thus reaching the soma faster and with little attenuation caused by dendritic

filtering. Projections from layer Ia contact layer 11 neurons at a dendrite site distal from

the  soma,  thus  synaptic potentials  have  larger  delay and  increase time  to peak when

measured at the soma due to dendritic filtering (Franks & Isaacson, 2005).

Considering this information and with the idea of characterizing the functionality of the

inputs from 08 to layer 11 ACo neurons, we evaluated three putative synaptic pathways.

Figure  15A-C  show photomicrographs  of the configuration used in these experiments

indicating  the  position  of  stimulation  and  recording  electrodes.   Three  stimulation

electrodes  where  settled  in  layers  Ia,  Ib  and  IIAII  at  a  neighboring  region  to  ACo

G'C/ACo transition region, PAx),  in order to avoid direct stimulation of layer 11 ACo

neurons.  The  stimulating  electrode  identified  as  No.   1  was  placed  in  tlie  outermost

region,layer la (Fig.15A), to stimulate 08 collaterals (Fig.158). Layer lb is the layer

right above layer Ia (see Fig.  15A)  and electrode No.  2 was placed here to stimulate

associational  connections  (Fig.  158).  A  third  electrode  was  placed  in  layer  IMII  to

stimulate  projecting  fibers  from  PC  into  ACo  Q7ig.   ]58).  Figure   15C  shows  the

recording pipette distant at least 400 prm from the stimulation electrode array.
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The  characterization  of  evoked  synaptic  responses  triggered  by  the  stimulation  of

different electrodes was  made  in voltage-clamp  configuration,  holding the membrane

potential at -80 mv and increasing the amplitude of the stimulation current in order to

produce an  observable  synaptic  event.  Figure  15D  shows  recordings  obtained from  a

representative neuron. Most recorded neurons (10/11 ) showed evoked synaptic activity

when stimulated trough any of the electrodes located in layer Ia, Ib or layer Ill. Only one

neuron  displayed  a  sort  of  layer  selectivity  without  showing  evoked  response  to

stimulations  in  layer  in  (not  shown).  We  aimed  to  evoke  events  with  comparable

amplitude  at each layer,  but this  was \difficult to  achieve  due  to  a  steep  relationship

between stimulation intensity and evoked response amplitude. Despite the difference in

amplitude, which is controlled by the intensity and position of the stimulation electrode,

the  comparison  of the normalized responses  shows  clear  differences  in the  temporal

course of the evoked events at each sti.mutation site (Fig.  15D right). To quantify these

differences .we measured the time .to peak, decay time, delay, and peak amplitude for all

neurons Q7ig. 15E). The time to peak, whicb is related to the degree of dendritic filtering,

was 3.1  ± 0.5 ms, 2.6 ± 0.5 ms and 3.5 ± 1.0 ms for electrodes at layer Ia, Ib and IMII,

respectively. The decay time, also related to dendritic filtering, was 5.1 ± 1.0 ms, 4.7 ±

0.6  ms  and  6.8  ±  2.0  ms  for stimulations  at  layer  Ia,  Ib  and  11/Ill.  The  delay  time

measured from the stimulation artifact to the onset of the synaptic response was 2.9 ±

0.5  ms,  3.6 ±  0.3  ms  and  3.6  ±  0.2  ms  for layers  Ia,  Ib  and  11/Ill,  respectively. The

amplitude of the synaptic response was 53.8 ±  13.6 pA, 33.5 ± 5.7 pA and 98.1 ± 40.9

pA for layers Ia, Ib and 11/Ill, respectively.  Even though average values show a trend

suggesting that the electrodes evoked different synaptic events, and thus that they were
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Figure 15. Characterization of evoked synaptic activity of layer 11 ACo neurons. A
Photomicrograph  showing  the  layer  distribution  of ACo  in  the  slice  preparation.  8
position of stimulation electrodes in the same slice showed in A. C Position and relative
distance (2400 prM) between stimulation and recording (arrow) electrodes, note that this
is  a different slice.  D  Whole-cell  evoked currents  according to stimulation at layer Ia
(electrode  1),  Ib  (electrode  2)  and  layer  H  /  Ill  (electrode  3),  and  their  nomalized
overlay (right). E Quantification of synaptic evoked responses according to stimulation
layer.
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stimulating different afferent pathways, the high variability of obtained values hinder a

statistically  significant differences between any of them.  We  think that the  source  of

variability that occludes the significance of our results lies on the high heterogeneity of

cell morphologies that characterize ACo layer 11 cytoarchitecture (described previously).

The uneven dendritic branching of each neuron through the  different layers  (Fig.  12)

should   produce   variability   in   the   synaptic   response   under   stimulation   with   an

extracellular electrode,  even when the  same  afferent pathway  is  compared (i.e.  same

layer).

Notably, the relationship of average values of time to peak and decay time agrees with

the trend described in the in PC for specific layer stimulation (Franks & Isaacson, 2005).

The activity evoked in pyramidal neurons of PC by stimulation of layer Ia has a higher

time to peak and a higher decay time relative to layer Ib, which is the same relationship

we found.  This data support the idea that the synaptic afferences to ACo maintain the

organization described to the PC, with the 08 projections going through layer Ia and

associational projections through layer Ib.

Despite the fact we did not identified differences in the synaptic response to stimulations

at each cortical layer, we found very interesting results allowing us to achieve the goal

of characterizing the  synaptic  connectivity  of ACo  neurons  preserved  in the  coronal

slice. Now we know that ACo has a high degree of connectivity with axonal projections

coming  through  layers  la,  Ib  and  IMII,  making  synaptic  contact with  practically  all

neurons  from layer 11.  Importantly,  the  fact that this  connectivity  is preserved in the

coronal slice allows an easy and selective activation through a stimulation electrode.
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Characterization Of rkytlunic synaptic transmission in layer 11 ACo neurons

Once was confirmed the anatomical and electrophysiological connectivity of ACo layer

11 neurons, we characterized the response of these neurons to a rhythmic. stimulation of

layer Ia fibers in order to assess the frequency-dependent performance of these synapses.

We studied the response to two distinct types of stimulation. First, we used a stimulus

composed  of  six  single  pulses  with  an  inter-stimulus  interval  corresponding  to  a

frequency in the range of 0.5  to  12  Hz, that we called "theta stimulation".  The other

mode of stimulation consisted of a nested theta-gamma stimulus, comprising triplets (a

burst of three pulses at 60 Hz) applied 4 times at an inter-triplet interval varying in order

to   span  the  range   of  0.5   to   12  Hz.   That  stimulation  was   called   "theta-gamma

stimulation".  This nested stimulation was chosen because it reproduces z.77 1;I.1;a activity

patterns observed in 08 and PC (Cang & Isaacson, 2003; Wilson, 2001).

Frequeney-dependent resporese under synaptic stimulation

The  result  obtained  with  the  theta  stimulation  is  summarized  in  Figure   16.  Each

frequency was studied by applying a train of six stimuli with the exception of 0.5 Hz,

which consisted of only 4 stimuli to reduce the time of the recording (Fig.  16A). Note

that in Figure 16A the trace between each pulse was removed for 0.5 - 2 Hz to allow the

same temporal scaling. Each train of stimuli was applied six times, with a resting time of

2  s  between  each  application  to  allow  the  restoration  of basal  synaptic  levels.  We

quantified  the  synaptic  response  by  measuring  the  peak  voltage  amplitude  of each

synaptic response.
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Figure  16.  Characterization  of evoked synaptic  responses of ACo  neurons under
theta rhythmic stimulation of layer Ia. A Representative voltage response of an ACo
neuron under theta rhythmic  stimulation protocol.  The neuron was held at -80 mv by
injecting a constant current. Stimulation was performed at the intensity needed to evoke
5  mv  peak  responses  at  frequency  of 0.5,  1,  2,  4,  6,  8,  10  and  12  Hz.  Stimulation
protocol consisted in applying a train of six pulses at intervals determined by the desired
frequency, except the frequency of 0.5 Hz, in which only four pulses were applied. For
each frequency the train was repeated 6 times  and the  average trace was analyzed.  8
Amplitude  of the peak voltage response  for the  lst (black),  4th (red)  and 6th  (green)
stimulation pulse of the train given at each studied frequency (mean ± standard error, n =
11). C Amplitude of the peak voltage response for the 4th (red) and 6th (green) pulses
normalized by the amplitude of the 1 st pulse of the train.

109



The  idea  behind  this  experiment  is  that  the  first  pulse  of the  train  always  will  be

independent of the train frequency, since it is preceded by 2 s of resting. Therefore, any

change in the amplitude of the 1 st pulse will indicate frequency-independent processes.

By  contrast,  the  following pulses  in the  stimulus  train  are  evoked within the  studied

frequency regime, and thus will express frequency-dependent processes, including short

term synaptic facilitation or depression. Figure 168 shows the amplitude of the response

evoked by the 1 st, 4th and 6th pulse of each train as a function of stimulation frequency.

For  this  quantification,  resonant  (n  =  4)  and  non-resonant  neurons  (n  =  7)  where

averaged together because of their lack of differences.  Figure  168  shows a sustained

increase  in the  amplitude  responses  as  frequency  rises  from  0.5  to  4  Hz.  Since  this

increase  of evoked  amplitude  occurs  in  the  lst  pulse,  which  we  said  is  frequency-

independent, and taking into account that the 4th and 6th pulses also display the increase

of amplitude,  we  think  that  such  increase  is  due  to  the  stabilization  of intracellular

condition   after   obtaining   the   whole-cell   configuration.   To   investigate   frequency-

dependent changes we normalized the 4th and 6th pulses by the amplitude of the first

pulse, thus getting rid of baseline changes.  This procedure revealed an increase of the

evoked amplitude proportionally to stimulation frequency, rising up to 20% at  12 Hz.

Since this increase of amplitude is observed for stimuli above 2 Hz (implying inter-pulse

times lower than 500 ms), it might be related to presynaptic facilitation processes.

Interestingly, this result demonstrates that layer 11 ACo neurons have a synaptic response

able to process theta frequency stimulation without a strong depression that could filter

out theta rhythmic input at synaptic site before intrinsic properties were allowed to be

expressed.  Therefore,  resonant  neurons  from  ACo  have  the  synaptic  machinery  to
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receive   theta-rhythmic   layer   Ia   activity   allowing   a   possible   intrinsic   frequency-

dependent processing.

Frequeney-dependent response under nested theta-gamma stimuledon

As a final step of this synaptic characterization we assessed the ability of ACo neurons

to receive synaptic stimulation under a mixed theta and gamma frequencies regime, as

described  in  z.#  vz.vo  preparations.  We  stimulated  layer  Ia  using  nested  theta-gamma

protocol composed by 4 pulses at varying theta frequency, with each pulse consisting of

a fixed 60 Hz triplet. The quantification of each response was performed measuring the

peak amplitude of the third triplet at each evoked response. Note that in Figure 17A the

trace between each pulse was removed for 0.5 - 2 Hz to allow the same temporal scaling.

The 60 Hz triplets produce a summation of unitary responses in a nonlinear way, with a

depression  of the  second  and third responses relative to  the  first  in  each triplet.  The

complex  synaptic  responses  generated  by  each  triplet  last  ~200  ms  and  there  is  no

observable change between them in trains from 0.5 - 4 Hz. At frequencies above 4 Hz

responses to triplets begin to overlap, changing the baseline to the next triplet. While the

amplitude  of the  lst triplet  (measured  after the  third pulse)  is  stable  across  all  theta-

frequencies, the peak amplitude of the 4th triplet decreases at frequencies  above 4 Hz

(Figure  178).  To  isolate  frequency-independent  effects  we  normalized  the  4th  triplet

amplitude by the  lst triplet amplitude  (Figure  17C).  This procedure reveals an almost

sustained reduction in the evoked response down to 20% and 60 % for 6 and  12 Hz,

respectively.
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Figure  17.  Characterization  of evoked synaptic  responses of ACo  neurons  under
theta-gamma rhythmic stimulation of layer Ia. A Representative voltage response of
an ACo neuron under theta-gairmia rhythmic stimulation protocol. The neuron was held
at -80 mv by injecting a constant current.  Stimulation was perfomed at the intensity
needed to evoke 5 mv peak responses at frequency of 0.5,1, 2, 4, 6,  8,10 and  12 Hz.
Stimulation protocol was a train of four fixed 60 Hz triplets at intervals detemined by
the desired theta frequency. For each theta frequency the train was repeated 4 times and
then   was   averaged   for   analyses.   8   Amplitude   of   the   peak   voltage   response
corresponding  to  the  last  stimulus  in  each  triplet  for  the   lst  @lack)  and  4th  (red)
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amplitude of the 1 St triplet of the train.
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This   frequency-dependent  processing  shows  that  ACo  neurons  have  the   synaptic

dynamics needed to receive synaptic stimulus in a nested theta-gamma frequency.

Comparison between tl.eta and theta-gamma synaptic response

Figure  18  summarizes the  differential  effect observed in ACo neurons by stimulating

afferent olfactory pathway with two types  of stimuli that resulted in a very different

evoked  response.   On  one  hand,  the  application  of  a  simple  stimulus  produces  a

frequency-dependent increase  of amplitude  (Fig.  18A-B,  top).  However, by replacing

the single pulse with a 60 Hz triplet and thus generating nested theta-gamma stimulation,

there was an entirely opposite effect, producing a frequency-dependent decrease of peak

amplitude.  This differential effect is clearly seen when the two normalized curves  are

superimposed (Fig. 18C).

Although   this   result   lets   many   unanswered   questions   related   to   the   underlying

mechanism,  its  robustness  shows  something  very  interesting.  First,  the  possibility  to

differentially   activate   ACo   neurons   when   stimulated   at   theta   and   theta-gamma

frequencies.   Second,   because  we  were   able   to   get  measurable   and  reproducible

responses  at  the  soma,  even  after  synaptic  and  dendritic  filtering,  allows  to  design

suitable  experiments  to  investigate  the  impact  of intrinsic  frequency  preference  and

evaluate a differential processing of realistic synaptic inputs.  The protocols should more

reliably  reproduce  the  massive  and  coherent  excitatory  and  inhibitory  inputs  that  a

neuron receives during theta network activity.
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Figure   18.   Differential   response   of  ACo   neurons   to   theta   or   theta-gamma
stimulation. Comparison of evoked voltage responses under 6 Hz rhythmic stimulation
using single (top) or 60 Hz triplet (below) stimuli. 8 Overlay of the first and last evoked
voltage responses of the stimulation train applied at 6 and  10 Hz for theta (above) and
theta-gamma  (below)  stimuli.  C  Comparison  of  normalized  voltage  response  as  a
function of stimulation frequency for theta and theta-gamma stimuli, as shown in Figure
16 and 17.Scale bar 1 mv and 50 ms.
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3.2.4 Discussion

In this work we present a characterization of neurons from layer 11 of ACo with the aim

to  investigate  whether  resonant  neurons  are  part  of a  defined  cell  type,  in  terms  of

morphology, as well as passive and active electrophysiological properties. Interestingly,

despite   the    characteristic    subthreshold   impedance   profile   that   allows    a   clear

differentiation between neurons that display resonance and neurons that do not (Vera et

al., 2014), it was not possible to correlate this either intrinsic, synaptic or morphological

parameters. Despite the lack of other specific similarities within each group of neurons,

during  the  process  of  characterization  we  obtained  valuable  information  that  helps

understanding  ACo  as  an  amygdaloid region that processes  olfactory  stimuli,  with  a

cellular organization and functional properties different from PC.

To  our knowledge, this  is  the first description  of resonant neurons not constituting a

clearly defined cell type. According to our results, near 30 % of ACo neurons display

subthreshold resonance (Q 21.1), and considering all neurons belonging to the mixed

group (1<Q<1.1) the amount of resonant neurons reaches a possible maximum of near

70%.  It is  interesting that choosing  any  other parameter,  it results  difficult to  clearly

identify  resonant  from  non-resonant  neurons,  which  is  very  straightforward  in  other

brain regions  like  hippocampus  or entorhinal  cortex  (Canto  et  al.,  2008;  Spruston  &

MCBain, 2007). However, we found a correlation between resonance and firing pattern,

with practically all R neurous displaying stuttering firing pattern (Fig.  10 and Table  I).

Since stuttering ring is related to subthreshold oscillations and firing at theta rhythm,

the  fact  that  most  R  neurons  are  stuttering-firing  implies  that  these  neurons  have
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subthreshold  and  suprathreshold  building  mechanisms  to  favor  oscillatory  activity  at

theta frequencies.

We  also  showed that resonant neurons  have  an  SK current  contributing to  the  after-

hypelpolarization potential of medi`um duration, and despite the fact this current does not

influence firing at theta frequency, their contribution confirms the calciuni entry after

firing  action  potentials.  This  is  important,  since  calcium  signaling  is  used  for  the

coupling of excitation and genes transcription, crucial phenomenon in the regulation of

activity levels and neuronal performance (Bading et al.,1993; Dolmetsch, 2003).

The other question addressed in this investigation is whether neurons from ACo layer 11

are able to process rhythmic inputs from 08 projections. This is a very relevant topic

because  resonance  always  has  been  studied  using  somatic  or  dendritic  stimulation

through the recording electrode  (Erchova et al.,  2004; Hu, Vervaeke,  &  Storm, 2002;

Hutcheon, Miura, & Puil,  1996; Pape, Paid, & Driesang,  1998; Puil, Meiri, & Yarom,

1994),  ignoring the possible  time-dependent  changes  that  may  occur during  synaptic

transmission  like  facilitation  or  depression  (Creager,  Dunwiddiet,  &  Lynch,   1980;

Debanne, Guerineau, Giihwiler, & Thompson,  1996). Supposing that rhythmic synaptic

inputs are arriving to a resonant neuron, if synaptic transmission is subject to facilitation

it is possible that neurons depolarize fast enough with only a couple of synaptic events

without  engaging  resonant  machinery.  Conversely,  if synaptic  trausmission  displays

strong depression rhythmic input will never reach subsequent stages of processing. The

exploratory  experiments  shown  here  indicate  that  ACo  neurons  have  the  synaptic

machinery  to  receive  and convey theta-frequency  oscillatory  synaptic  signals  coming

from the 08, a basic requirement to study a possible differential processing by resonant
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neurons.  An  obvious  question that  arises  from  our results  is  why resonant  and  non-

resonant  neurons  displayed  the  same  voltage  response  under  rhythmic  stimulation,

without signs of different frequency processing. One possibility is that rather than a lack

of differential processing between resonant and non-resonant neurons, the problem was

that the content of theta frequencies present in our stimulation protocol was not enough

to  reveal  differences  between  both  groups.  Under  a  close  inspection  of the  voltage

responses of neurons when are stimulated at theta rhythm (Fig.16A) it is possible to see

that voltage response to stimulation at frequencies between 0.5 and 6 Hz have identical

temporal course, taking around tens of ms for the rise and falling components. Despite

the  fact that  selected  inter-stimulus  intervals  match  low  frequeney  stimulation  (0.5-6

Hz), the frequency component of the synaptic event is above 60 Hz, thus explaining why

resonant  neurons  can  not  express  their  selective  filtering  of  slow  oscillations.  To

evaluate  the  ability  of resonant neurons  to  selectively  filter  low  frequency  synaptic-

driven  oscillations  is  necessary  to  generate  a  stimulation  protocol  containing  low

frequency components.  One possibility is to use a protocol with trains of stimulations

that would incorporate low frequency components through the train envelope, similar to

the case of theta-gamma nested stimulation (Fig. 17A).
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3.3 Mechanism for perithreshold resonance in pyramidal
neurons from CAl hippocampus.

The data presented in this section is unpublished, and is a draft manuscript written by

Jorge Vera in preparation for submission to a peer-reviewed journal:

Vera J., Reynaert 8., Alcayaga J., Bacigalupo J. and Sanhueza M. (2014) Contribution

of persistent Na+ current and muscarine-sensitive K+ current to perithreshold behavior of

CA 1 pyramidal neurons.

Whether   CAl   pyramidal   neurons   display  resonance   at  perithreshold  potential   is

controversial, with some researchers reporting strong resonant behavior whereas others

claim that pyramidal neurons behave  as non-resonant.  Here we  describe in detail the

perithreshold  behavior  of  CAl   pyramidal  neurons  and  propose  a  mechanism  that

reconcile both contradictory propositions.

3.3.1 Abstract

Most neurons fi.om hippocampus and other leaning and  memory-related areas have the

ability  to   intrinsically  generate  rhythmic   activity  at  theta   frequency,  which  may

contribute to the strong theta waves observed during hippocampal-related behaviors like

navigation or episodic memory  formation.  Pyramidal neurons  from CAl  area receive

theta rhythmic inputs from other regions generating place fields. The way these neurons

respond to perithreshold oscillatory  stimulation has been  controversial, with evidence

favoring  a  non-resonant  or  integrator-like  behavior  and  other  studies  claiming  for  a
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resonant behavior. The currents that contribute to perithreshold behavior of pyramidal

neurons are the persistent sodium current JNal], a depolarizing fast-activating current that

develops   above   -70   mv   and   the   muscarine-sensitive   K+   current   JM,   with   a

hypexpolarizing effect, slower activation and that is gated by voltages more depolarized

than -60 mv. By using culTent and voltage clamp we conducted a detailed description .of

perithreshold excitability of CAl  pyramidal neurons under oscillatory stimulation. We

found that these neurons have two different perithreshold behaviors, a 20% of neurons

expresses resonant behavior and translates theta frequency selectivity to spiking, while

the other 80% acts as low-pass filters, without expressing theta frequency preference in

the  discharge.  While  JM  is  present  in  CAl  neurons,  in  the  latter  group  spike  firing

prevents the expression of perithreshold resonance in our slices. Paired measurement of

JNap and JM showed that at perithreshold membrane potentials the activation level of JM is

in general low, while JNap is high enough to depolarize neurons toward spike threshold

overcoming the subtle hypelpolarizing effect of JM, thus explaining the most abundant

non-resonant perithreshold behavior. After a partial block of JNap with pharmacological

tools or dynamic clamp,  it was possible to change non-resonant behavior to resonant,

demonstrating that the  difference between both groups  is  the  activation level  of JNap.

Furthermore, changing the activation range for JM towards hyperpolarized potentials by

using dynamic clamp also transformed non-resonant neurons onto resonant. We propose

that  the  relative  levels  of JNap  and  JM  control  perithreshold  behavior  of pyramidal

neurons. The fact that these two currents are highly modulated by intracellular sigDaling

and  neuromodulators  provides   a  fast  mechanism  to   tune  perithreshold   frequency

preference and selective firing at CAl according to cell and network activity.
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3.3.2 Introduction

In mammals,  cognitive  and behavioral  processes  dependent  on hippocampal  function

like memory and navigation rely on network oscillatory activity in theta range (O'Keefe

and Recce,  1993; Buzsaki, 2002;  Csicsvari et al.,  2003;  Buzsalci, 2005, 2006; Lisman,

2005).   Principal  neurons   from  CAl   hippocampus   are  endowed  with  an  intrinsic

tendency to favor activity at theta frequency by displaying an increased voltage response

under rhythmic stimulation in the theta range, thus acting as resonators Qlu et al., 2002).

The  increased  voltage  response  at  the preferred  frequency  is  the  result  of an  active

attenuation  of  low-frequency  voltage  responses  by  specific  membrane  currents  in

addition to the passive filtering of high frequency oscillations due to the charge of the

cellular membrane (Hutcheon and Yarom,  2000).  This generates  a band-pass filtering

property that tunes the voltage response of resonant neurons at a specific frequency of

inputs  (Izhikevich,  2002).  Resonant  neurons  have  a  bell-shaped  impedance  profile

characterized  by  the  resonant  frequency,  /ji,   defined  as  the  frequency  where  the

impedance  reaches  its  peak,  ZMax.  The  resonance  strength  is  measured. as  the  ratio

between ZMax and the impedance at 0.5 Hz, known as the Q value (Hutcheon and Yarom,

2000).

The mechanism described for subthreshold resonance is based on three voltage-sensitive

ionic  currents widely present in the mammalian brain:  the hypelpolarization-activated

cationic cunent Jh (Biel et al., 2009), the muscarine- and voltage-sensitive current, JM

(Shah et al., 2002), and the voltage-sensitive persistent sodium current, JNap (Crill, 1996).

The activation voltage range for the first two currents is opposed, with Jh activating at

voltages more hyperpolarized than -70 mv, and JM above -60 mv thus covering most of
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the subthreshold range. Jh and JM are both slow-activating and non-inactivating currents

that generate the attenuation of low-frequency responses by driving membrane potential

away from their activation voltage range, thus generating a feedback loop that decreases

oscillation  amplitude  (Hutcheon  and  Yarom,  2000).  Since  the  activation/deactivation

time constant (I) for these currents is in the range of tens of ms, oscillatory activity with

a period slower than  1/27[T (< ~5-10 Hz) will result in current activation or deactivation

and  consequent attenuation  of the  voltage response  (Hutcheon  and Yarom,  2000).  In

addition, these two currents have a differential subcellular distribution, with the channels

responsible for Jh (HCN)  expressed in dendrites in a gradient that increases in density

with the distance from the soma (Notomi and Shigemoto, 2004), and the JM-generating

charmels (KCNQ2/3) mostly restricted to the somatic region (Hu et al., 2007).

In  turn,  JNap  is  a  fast-activating  (~1  ms  time  constant)  non-inactivating  and voltage-

sensitive current that activates at potentials above -70 mv (French et al.,  1990). Given

these  properties  and  its  depolarizing  effect,  this  current  serves  as  an  amplifier  of

subthreshold voltage oscillations in both resonant and non-resonant neurons (IIutcheon

and Yarom, 2000).

Considering   the   voltage-sensitivity   and   cellular   distribution   of  the   conductances

involved in resonance, it has been proposed that CAl pyramidal neurons possess a dual

and  complementary resonant  mechanism.  One  component  is  the Jh-driven  resonance,

which is present in dendrites and filters voltage oscillation at hypexpolarized potentials,

while the second component is JM-driven resonance that operates at somatic location and

at perithreshold potentials  (Hu  et  al.,  2009).  While the  former mechanism  is  widely

accepted,  the  latter  is  controversial  because  perithreshold  resonance  is  not  always
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observed  (discussed  in Hu  et al,  2002)  and  it  is  often  considered that  only  in  slices

pyramidal  neurons  behave  as  integrators  (Prescott  et  al.,  2008).  To  understand  the

contribution of intrinsic neuronal properties to the well-known oscillatory activity of the

hippocampus (Harris et al., 2002; Goutagny et al., 2009; Lubenov and Siapas, 2009), it

is necessary to address this discrepancy.

The  perithreshold  behavior  of  CAl  pyranidal  neurous  results  from  the  interplay

between JNap and JM. Aside the well-documented individual contribution of each current

to  neuronal  excitability,  at both,  perithreshold and  suprathreshold voltage ranges,  the

relative  influence  exerted  by  these  currents  on  the  setting  of perithreshold  behavior

remains unexplored.  Their opposed effects on membrane potential and similar voltage

range of activation, together with a high degree of modulation by second messengers

and  neuromodulators   (Crill,   1996;  Marrion,   1997),  place  the  combination  of  two

currents   as   a  possible   and   sophisticated  mechanism   for   control   of  perithreshold

excitability.  In this  scenario,  if a pyramidal  neuron  is  subjected to  rhythmic  afferent

stimulation, as is observed in I.7£ vz.vo recordings Qcamondi et al.,1998), the outcome will

depend on their behavior just below action potential threshold. If the neuron behaves as

a non-resonator (i.e. as integrator), it will be insensitive to the specific frequency of the

rhythmic .stimulation  and  will  respond  with  preference  for  the  slowest  (near  0  Hz)

oscillatory  activity.  However,  if  the  neuron  resonates  it  is  expected  to  display  an

increased voltage response when stimulated at their preferred frequency, favoring spike

generation  at  that  specific  frequency  range  and  thus  contributing  with  their  own

preference to the network oscillatory activity.
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In order to compare the contribution of each current to perithreshold behavior of CAI

pyramidal neurons, in this paper we investigate the voltage range of action of both, JM

and  JNap,  using  whole-cell  patch-clapip  technique  under  current-  and  voltage-clamp

configuration.

We  found  that  CAl  pyramidal  neurons  present  two  different  types  of subthreshold

behaviors when stimulated with an oscillatory current of constant amplitude and linearly

increasing frequency (ZAP stimulation). A 20% of them express perithreshold resonance

and fire selectively at the preferred theta frequency, while the other 80°/o of them acts as

integrators  at the perithreshold region,  i.e.,  without theta frequency preference.  These

non-resonant  neurons  preserve  their  behavior  when  depolarized  until  reaching  spike

threshold, firing spikes with higher probability at the lowest frequencies of stimulation

tested.  However,  all  non-resonant  cells  actually  display  JM-driven  resonance  when

depolarized in presence of the sodium channel blocker tetrodotoxin (TTX), suggesting

that  spike  firing  precludes  the  expression  of perithreshold  resonance  in  these  cells.

Paired  measurement  of JNap  and  JM  in  the  same  cells  showed  that  at  perithreshold

membrane  potentials  the  activation  level  of  JM  is  near  0,  with  the  current  being

practically absent in most neurons, while JNap is activated enough to depolarize neurons

toward spike threshold, thus explaining the most abundant non-resonant behavior. After

a partial block of JNap with a selective pharmacological agent or by dynamic clamping, it

was  possible  to   change  the  behavior  of  non-resonant  neurons   to   resonant,   thus

demonstrating that the difference between both groups is the level of activation of JNap,

compared   to   JM.   Furthermore,   changing   the   activation   range   for   JM   towards

hypexpolarized  potentials   by  using   dynamic   clamp,   also   transforms   non-resonant
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neurons  into  resonant.  We  propose  that  the  relative  levels  of JNap  and  JM  control

perithreshold behavior of these neurons. The fact that both currents are highly modulated

by intracellular signaling and neuromodulators (Li et al.,  1992; Moore and Schweitzer,

1994;  Ma  et  al.,   1997;  Schweitzer,  2000;  Mantegazza  et  al.,  2005),  produces  a  fast

mechanism  to  tune  perithreshold  frequency  preference  and  selective  firing  at  CAl

hippocampus.

3.3.3 Results

Most CAl pyramidal neurons do not show perithreshold resonance under somatic

sinusoidal stimulation

Our  first  approximation  for  investigating  the  perithreshold  behavior  of  pyramidal

neurons was to measure the voltage response of these neurons to ZAP stimulation under

whole  cell  current  clamp.  We  stimulated  neurons  with  a  ZAP  protocol  in  order  to

produce  a  voltage  oscillation  of ~5-8  mv peak-to-peak,  while  neurons  were  held  at

hypelpolarized (-85 mv), near resting (-70 mv) or depolarized (-63 mv) subthreshold

potentials.   When exploring the most depolarized potentials, just before reaching spike

threshold  (i.e.  the perithreshold potential),  two  types  of behaviors  arise regarding the

processing  of oscillatory  stimuli.  Most  neurons  (21  out  of 26)  allow  a  subthreshold

stimulation  up  to  an  average  potential  of -63.6  ±  2.8  mv  displaying  an  impedance

profile with low-pass filter properties (Q = 1, which means that the maximal impedance

is  observed at the  lowest measured  frequency  (0.5  IIz)),  with  a complete absence  of

subthreshold resonance (Figure  19A-B, red traces).  In contrast, when depolarized to a

similar voltage (-62.3 ± 0.6 mv), the remaining neurons (5 out of 26), displayed a strong
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resonant behavior with Q= 1.24 ± 0.09 and/jt, 3.5 ± 1.6 Hz to < 0.0005), while showing

a lower Z„]ax (119.5 ± 8.2 MQ vs 175 ± 8.8 MQ, for resonant and non-resonant cells, p <

0.005) (Figure 19A-C, black traces). Note, however, that at -85 mv these two groups of

cells have on average a similar impedance profile, without signiflcant differences in Q

(1.22 ± 0.02 vs 1.17 ± 0.06, p = 0.21), in/R (6.1 ± 0.3 Hz vS 6.9 ±1.2 Hz, p = 1.5) or Z„,a*

(60.7 ± 6.8 MQ vs 52.9 ±  11.8 MQ, p = 0.3). At -70 mv the impedance profile (Q,/R

and  ZmaL[)  is  also  similar  for neurons  that resonate  and those  that  do  not resonate  at

perithreshold potential,  showing  that  despite  the  difference  at perithreshold potential,

both groups  of neurons  share the  same  subthreshold response to  oscillatory  stinulus.

These results are summarized in Fig.19C.

These  observations  indicate  that  while  CAl  pyramidal  neurons  have  a  robust  and

general resonant behavior at hypexpQlarized potential, when depolarized to perithreshold

levels only a 20% of them display resonance, with the remaining 80°/o behaving as low-

pass filters.

To  evaluate  if pyramidal  neurons  display  frequency-preference  in the  spiking regime

under oscillatory stimulation ®eak-to-peak oscillation of ~5-8 mv), we applied the ZAP

protocol at a slightly more depolarized potential in order to reach the spike threshold and

quantified the firing probability as  a function of frequency  (see Methods).  Using this

protocol, we observed that those neurons that do not show resonance at perithreshold
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Figure   19.   CAl   pyramidal   neurons   display   two   different   behaviors   under
perithreshold  oscillatory  stimulation.  A  Subthreshold voltage  response  of two  CAI
pyramidal   neurons   under  ZAP   stimulation  at   four  different  membrane  potential,
representing  two   different  perithreshold  behaviors,   non-resonant  (red)   or  resonant
(black). a Impedance profile obtained from recordings in A, for non-resonant (red) and
resonant   @lack)   neurons.   C   Quantification   of  resonant   parameters   for   neurons
displaying non-resonant (n=21 ) and resonant (n=5) behavior at perithreshold potential.
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maintained  under  firing  regime.  A  Voltage  response  of a  non-resonant  pyramidal
neuron  when  the  ZAP  stimulation  is  applied  at  near-threshold  membrane  potential
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for each trace (top) and the firing probability as a function of frequency of stimulation is
shown  at  the  bottom.  8  Same  as  A,  but  for  a resonant  neurons.  C  and  D  show  the
average firing probability curve for non-resonant (n=21) and resonant neurons (n=5).
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potential  start  to  fire  action potentials  during  the  first  depolarizing  incursion  at  low

frequency (1.2 Hz, Figure 20A, red trace at right). On the other hand, when neurons that

displayed  subthreshold  resoflance  near  -60   mv  were   depolarized  to  reach   spike
I,

threshold,  they  translated  their perithreshold  frequency preference  to  spiking  regime,

firing action potentials with a higher probability near 3-4 Hz with a clear attenuation of

voltage responses and firing probability at lower frequencies (Figure 20 8, D). The low-

pass  filter  behavior  at  perithreshold  potential  present  in  most  pyramidal  neurons  is

highly uniform between all neurons that belong to this  group  as opposed to the  other

group of neurons that display perithreshold resonance, which present more variability at

their individual firing preference.  This variability can be seen in the average curve of

firing  probability  vs  frequency  of  each  group  (Fig.  20C-D),  and  may  reflect  that

perithreshold behavior of pyramidal neurons varies as a continuum from non-resonant to

highly resonant, as the example shown in Figure 208.

Spike flring prevents expression of M-resonance

The described difference in perithreshold behavior of pyramidal neurons suggests that

the conductances that control perithreshold resonance, JNap and JM, may have different

levels of activation in these two cell populations. For example, one possibility is that in

non-resonant neurons the amount of JM may be too low to engage neurons in resonant

behavior.

To   evaluate   this   possibility   we   explored   the   ZAP-induced   voltage   response   at

suprathreshold   potentials   in   presence   of  the   selective   sodium   channel   blocker

tetrodotoxin (TTX) to avoid spike generation while exploring membrane potentials up to
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-45 mv with 5 mv steps. In these conditions it is possible to see that all studied neurons,

despite  of being non-resonant near -60  mv,  they  display  strong resonant behavior at

membrane voltages above -55 mv (Q=1.34 ± 0.09 and 1.65 ± 0.14 and/j3= 4.2 ± 0.7 Hz

and 5.5 ± 0.5 Hz for -50 mv and -45 mv, respectively, n=9. Fig. 21A-E). To corroborate

that the observed resonant .behavior was consequence of JM activation we bath-applied

the   selective  M-channel   blocker  XE991,   observing  that  resonance   at  depolarized

potentials was eliminated (Q=1.03 ± 0.03 and 1.07 ± 0.04 and/ji= 1.5 ± 0.4 Hz and 1.8 ±

0.3 Hz for -50 mv and -45 mv, respectively. p < 0.01, paired t-test, n=6. Fig. 21A-E).

These  experiments   show  that  M-resonance  appears  in  all  neurons  consistently  at

voltages above -55 mv, which is  above the transition from resting to  spiking regime.

This  suggests  that  in  non-resonant  neurons  the  impact  of M-resonance  on  somatic

filtering is hidden by action potential firing.

In order to  compare the  spike threshold value  with the  voltage range  at which JM  is

expressed, we measured the action potential threshold of spikes fired under oscillatory

stimulation (here the threshold is defined as the voltage at which dvm/dt > 0.5 mv/ms

and values were obtalned from experiments shown in Figure 20). We obtained a value of

-52.0 ± 0.9 mv and -50.9 ±1.3 mv for non-resonant (n=18) and resonant (n=6) neurons,

respectively, without `statistical differences among groups to = 0.27, t-test). This lack of

difference in spike threshold indicates that the latter is not causing the dissimilar firing

patterns  observed,  and suggests that the difference in spiking behavior between these

two groups results from a distinct perithreshold dynamics at membrane voltages below

spike threshold, at perithreshold potentials. Is at that voltage range where the divergence
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groups have different level of depolarization at perithreshold potential we measured the

average membrane potential during the whole stimulation protocol shown in Figure 20,

without taking into  account spikes.  We  obtained a value  of -61.7 ±  0.8  mv  for non-

resonant neurons  and slightly more  depolarized perithreshold potential of -59.0 ±  1.4

mv for resonant neurons a < 0.05).  Since the perithreshold potential results from the

interplay of JNap  and JM, this difference in the depolarization level of each cell group

suggests that the differential behavior resides  on variations  on the relative amount of

perithreshold currents. Therefore, we decided to investigate the relative magnitudes and

voltage activation ranges of these cells.

Measurement of somatic JNap

A ramp protocol was used to measure the voltage sensitivity of JNap, taking advantage on

the  TTX  sensitivity  of this  current  and  on  its  different  inactivation  time  constant

compared with the fast transient sodium current Q4agistretti and Alonso,1999). Whole

cell currents where elicited by a slow voltage ramp (30 mv/s) in order to inactivate fast

current, both in control condition and after the application of 1  prM TTX (Fig. 22A). JNap

was obtained digitally by subtracting the recording in TTX from the control condition

(Fig. 228). After this procedure we obtained a TTX-sensitive current that showed non-

1inear voltage dependence, activating at command potentials above -70 mv and reached

peak amplitude near -40 mv (Fig. 228). Since we modified the driving force for Na+,

we  recorded  a reduced JNap  with  respect  to  current  clamp  condition.  We  obtained  a

135



variable  independent  of  the  modified  sodium  reversal  potential  by  calculating  the

sodium persistent conductance (Chap) dividing the measured current by its driving force

(yin-EIva).  The  voltage-dependent  activation  of  GNap  was  characterized  by  fitting  a

sigmoidal curve to each trace (see Methods), obtaining a voltage for half activation of -

52.2 ± 1.0 mv, a slope voltage of 4.9 ± 0.4 mv and a maximal plateau conductance of

5.3 ± 0.5 ns for voltages above -40 mv (avg ± sem, n=13; Fig. 22C). These values are in

agreement with previous investigations on CAl neurons performed in dissociated cells

(4.4 ns, -50.0 mv and 9 mv for Gmax, Vo.5 and slope, respectively, French et al.,  1990)

and acute slices (Vervaeke et 'al., 2006). This result shows that at perithreshold potential

(near -58  mv)  a substantial  amount  of GNap  is  active,  thus  driving  cell toward  spike

threshold.

Measurement Of somedc IM

Since JM  is  closed  at hypexpolarized potentials  and  activates  with  depolarizations,  we

evoked whole-cell currents by 2 s depolarizing steps to voltages between -77.5 and -32.5

mv from a holding potential of -87.5 mv to characterize the voltage dependence of their

activation around perithreshold potentials. To measure JM in the same cells in which we

previously measured JNap, we applied this voltage protocol in the presence of TTX as

control condition. The described voltage protocol elicited a sustained whole-cell outward

current that contained a mix of several ionic  currents  (Figure 22D).  To  isolate JM we

bath-applied 10 prM of the selective blocker XE991  and repeated the protocol after 5-8

mins Q7ig. 22E), obtaining the XE991-sensitive current by digital subtraction (Fig. 22F).
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Figure 22. Voltage-clamp measurement of JNap and JM. A Protocol used to measure
JNap. We used a slow depolarizing voltage ramp to inactivate transient sodium current in
control  condition  @1ack)  and  after  the  addition  of  1   [lM  TTX  (red).  Clean  JNap  is
obtained from the  subtraction of these two  recordings  (green trace).  8  Single JNap vs
command  potential  curve.  C  Average  fuap  vs  command  potential  curve.  Individual
conductances  curves  were  obtained  dividing  JNap, by   yin-Ejva.  D-E  Protocol  used  to
measure JM. Neurons were held at -87.5 mv and a family of depolarizing 2 s squared
voltage pulses were used to explore command potentials between -77.5 and -32.5 with 5
mv steps at control conditions a) and after bath addition of 10 [iM of XE991. E JM is
isolated by subtracting recordings  in XE991  from those in control  condition.  G JM vs
command potential from traces showed in F (current was measured as the average of the
last   50   ms   of  the   pulse).   Average   GM   vs   command  potential   curve.   Individual
conductances  curves  were  obtained  dividing JM  by  y"-EK.  I Overlay  of GNap  and  GM
curves shown in C and H, respectively.  Continue  flap curve was quantized extracting
values at same potentials explored for GM. J Paired comparison of Givap and GM obtained
at three perithreshold potentials (n=8). K Paired comparison of JNap and JM calculated
using reversal potential from current clamp condition (n=8).

138



The   isolated   currents   showed   a   slow   activation   constant   (60-200   ms)   with   no

inactivation, in agreement with the described JM kinetics (Shah et al., 2002) (Fig. 22F).

On the other hand, the I-V curve shows that this current is closed at resting potential and

begins to activate with potentials above -55 mv, increasing monotonically with voltage

and reaching  near 400  pA  at  -32.5  mv,  the  maximal  voltage  tested  (Fig.  22G).  We

obtained the G-V curve dividing the I-V trace by the driving force for K+, obtaining the

voltage dependence of its  conductance,  GM, that reaches near 6 ns  at -32.5  mv  (Fig.

22H).

Comparing perithreshold behavior of JNap and JM

Once we had measured the voltage dependence of JNap and JM under the same conditions

and at the same  cells, we were  able to  estimate and compare their relative  activation

levels at voltages explored when neurons are oscillating near perithreshold potential. To

make  the  comparison  between  both  conductance  curves  easier,  we  constructed  a

quantized  curve  for  Givap  using  the  values  from  the  continuous  curve  at  the  same

voltages at which JM was measured, thus allowing a direct evaluation at each voltage

step.  When  comparing  the  levels  of activation  of both  currents  resulted  that  at  all

voltages between -67.5 and -42.5 mv the amount of Givap is higher that Gin (Figure 221).

A  closer inspection at perithreshold potentials  shows that in all recorded neurons the

amount of GNap aiwdys exceeds GM, with Givap ranging from 0.6 to 2.5 ns whereas  GM

only reaches a modest average activation of o.6 ns at -52.5 mv (Givap vs fr: 0.64 ± 0.08

ns vs 0.00 ± 0.04 ns at -62.5 mv,1.44 ± 0.15 ns vs 0.21 ± 0.06 ns at -57.5 mv and

2.52 ± 0.24 ns vs 0.62 ± 0.15 ns at -52.5 mv; p < 0.0076, n = 8, Fig. 22J).
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Since  at perithreshold  potentials  the  driving  force  for Na+  is  higher  than  for K+,  is

expected  that  the  difference  between  JNap  and  JM  will  be  even  higher  than  for  the

conductances. Using the driving force given by ionic concentrations in our current clamp

experiments (see Methods) we obtained that JNap is around -150 pA at spike threshold

levels, while JM only 9 pA, maintaining this paired relative difference for each recorded

neuron (JNap vs JM: -70.5 ± 8.9 pA vs 0.1  ± 1.5 pA at -62.5 mv, -150.7 ± 15.8 pA vs 8.8

± 2.6 pA at -57.5 mv and -250.6 ± 24.0 pA vs 29.1 ± 7.0 pA at -52.5 mv; p < 0.00011

paired t-test, n = 8. Fig. 22K).

Summarizing  these voltage-clamp  results,  'in  all  recorded neurons  JNap  contributes  to

subthreshold excitability from voltages above -70 mv reaching more than -100 pA just

below threshold potential, with a clear contribution to perithreshold depolarization.  In

contrast, JM has a scarce contribution below spike threshold relegating its mayor impact

on excitability to suprathreshold potentials (i.e. firing frequency accommodation).

Changing perithreshold behavior with JNap blockers

Since all recorded pyramidal neurons have the intrinsic machinery to display resonant

behavior  we  explored  the  effect  of blocking  a  fraction  of JNap,  with  the  purpose  of

reducing the driving for depolarization and with this increasing the firing threshold, thus

allowing  the  activation  of JM  at  perithreshold  region  before  spiking.  Therefore,  we

characterized  peritheshold  behavior   and   firing   preference   within   the   oscillatory

stimulation regime in control condition, after the addition of 60 uM of the JNap blocker,

phenytoin  (see  Methods),  and  after  washing  out  the  blocker.  Figure  23A  shows  a

representative  example  of  what  we  found  in  this  experiment.  In  control  condition
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neurons behave as non-resonant, with a high voltage response and firing probability at

the slowest oscillations. Interestingly, and in agreement to our prediction, when the JNal]

blocker is added to extracellular solution, the previous non-resonant neuron changed its

behavior, reached a more depolarized perithreshold range, attenuated voltage response at

low`  frequencies  and  displayed  maxinal  firing  probability  at  theta  frequency,  thus

behaving as a resonant neuron. Notably, when the JNap blocker is washed out the neuron

returned  to   its   original   non-resonant  perithreshold  behavior,   recovering   all   their

characteristics (Fig. 23A-B).  This experiment was performed on 6 pyramidal neurons,

obtaining always the same result. Figure 23C shows the average firing probability curves

for all three conditions, going from a clear low-pass filter property at control condition

to  a band-pass  filter pattern when  a  fraction  of JNap  is  blocked,  effect that  is  almost

completely  reversed  upon  blocker  removal.  To  measure  the  impact  of this  partial

blockade of JNap on impedance we built the impedance profile using those recordings

where neurons were firing action potentials under the oscillatory current injection. The

average  impedance profile  obtained in  control  conditions  has  a low-pass  filter shape

with a peck impedance of 270 M£2 near 0 Hz with an impedance hump near 4 Iiz that

breaks the monotonic drop of impedance as frequency increases (Fig. 23D). That hump

might be caused by a small activation of JM while neurons oscillate around perithreshold

potentials. In preseiice of phenytoin the impedance near 0 Hz falls to  150 M£2 and the

shape  of the  impedance  profile  changed  to  a  band-pass  filter  type  with  the  peak

impedance  at  the  same  frequency  of the  hump  observed  in  control  conditions  (see

overlapped curves in Fig. 23D). This change in impedance profile is partially reversed

after washing the drug out, and a decrease in the filtering of low-frequency oscillations
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Figure 23. Pharmacologic reduction of JNap produces a switch from non-resonant to
resonant beliavior in CAl pyramidal neurons.
ARepresentativevoltageresponseofanon-resonantCAlpyramidalneuronsunderZAP
stimulation   (grey)   at  perithreshold  potential   at  consecutive   control   (red),   60   prM
phenytoin (green) and wash-out Glue)  conditions. Each voltage response is composed
by the overlay of 8 consecutive recordings. The raster plot of the spiking activity at each
condition is shown at the top of each family traces. a Firing probability vs stimulation
frequency curves for recordings shown in A. C Average firing probability curves from
recordings obtained in 6 neurons under the same experiment shown in A (avg ± sem). D
Average impedance profile for non-resonant neurons stimulated with the ZAP protocol
at near-threshold in control condition as in A (left), in phenytoin (middle, green trace)
and after wash out of the drug (right, blue trace). The red trace is the average curve in
control condition. E-J Average parameter measured in neurons stimulated with the ZAP
protocol at perithreshold potential in the three consecutive studied conditions,  average
membrane  potential  under  ZAP  stimulation  a),  spike  threshold  measured  with  a
depolarizing cuITent ramp (F) and spike threshold of spikes fired during ZAP stimulation
(G).  From  impedance  profile  analysis,  Q'  value  (H),  peck  frequency  (I)  and  peak
impedance (T). n=6, * means p<0.05 using paired T Test.
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is manifested by the recovery of the impedance value near 0 Hz to more than 200 MQ.

Given that the analyzed voltage traces contain action potentials, and hence contain sub

and suprathreshold frequency and amplitude components, we calculated an apparent Q

value   (Q')   considering  frequencies  between  2   and   10  Hz  in  order  to  focus  the

comparison on JM resonance. Average impedance profile revealed a Q' of 1.05 ± 0.02 at

1.8  ±  0.6 Hz that after partial block of JNap  increased to  1.25 ± 0.08  at 3.2 ± 0.6 Hz,

values that are in agreement with a resonant behavior generated by JM (Fig. 23E, F). This

effect   is   almost   completely  reverted   after   drug   washout.   In   agreement  with   an

amplifying effect of JNap, phenytoin addition produced a 20% drop of peak impedance

(Fig. 23G).

As we predicted, the partial block of JNap also reproduced the depolarized perithreshold

potential   observed   in  resonant   neurons,   shifting  the   average   voltage   during   the

oscillatory stimulation from -63.6 ±  1.5 mv to -60.2 ±  1.7 mv ®<0.05), effect that is

reverted after phenytoin removal (Fig. 23H).

The  spike  threshold  measured  with  a  voltage  ramp  yielded  no  differences  when  a

fraction of JNap is removed, however, the spike threshold measured when spikes are fired

from oscillations at perithreshold potential suffered a shift from -54.1 ± 1.4 mv to 49.5

± 2.3 mv, reproducing another feature of resonant neurons (Fig. 231, I).

This  experiment  confirms  that  hippocampal  neurons  that  behave  as  non-resonant  at

perithreshold potential  are  able to  cbange their perithreshold  frequency preference  to

resonant behavior by a moderate reduction on JNap.
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Modulation of perithreshold behavior through a sliding balance between JNap and

JM

The previous experiments showed that by decreasing the amount of JNap it is possible to

change  non-resonant  behavior  to  resonant,  at  perithreshold  voltages.  Our  following

strategy to confirm this observation was to change the perithreshold balance of JNap and

JM in non-resonant neurons using the dynamic clamp technique, which allows generating

virtual knock-in or knock-out of ionic currents (see Methods). In this case, we produced

a virtual knock-down of JNap by injecting a negative JNap (-JNap) in order to  decrease a

fraction of total endogenous JNap. To simulate the voltage sensitivity of - JNap we used

our own measured parameters obtained in voltage-clamp experiments and an activation

time constant of 1 ms reported for this curent on CAl pyramidal neurons (Vervaeke et

al., 2006). Thus, this experiment is analogous to the previ.ous experiment where JNap was

partially blocked with phenytoin.

On the other hand, to investigate whether non-resonant neurons are able to resonate with

their natural intrinsic levels of JNap (without altering endogenous JNap) we used dynamic

clamp  to  incorporate  a  virfual  JM  (+JM)  based  on  the  activation  curve  previously

described  with  voltage-clamp  experiments,  but  with  the  voltage  sensitivity  shifted

towards hyperpolarized potentials (see Methods).

As  in  previous  experiments,  the  protocol  to  assess  frequency  preference  was  the

injection of oscillatory current at perithreshold potentials in order to induce spiking. In

first place we characterized the frequency preference of a neuron in control condition,

corroborating the lack of theta-frequency preference on their voltage response and firing

probability (Fig. 24A, left). After verifying their non-resonant behavior we proceeded to
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Figure 24. Dynamic-clamp  reduction  of JNap  or increase of JM produces  a  switch
from non-resonant to resonant behavior in CAl pyramidal neurons.
A Representative voltage response of a non-resonant CAl pyramidal neurons under ZAP
stimulation  (grey)  at  perithreshold  pc)tential  at  control  condition  (red)  and  after  the
consecutive  reduction  of JNap  (green)  or increase  of JM  (blue)  by  means  of dynamic
clamping.   Each   voltage   response   is   composed  by  the   overlay   of  8   consecutive
recordings. The raster plot of the spiking activity at each condition is shown at the top of
each family traces. 8 Average trace from dynamic culTent injected at each condition. At
control  condition  the  dynamic  current  is  zero,  at -JNap  condition  dynamic  current  is
equivalent to the amount of reduced endogenous JNap and in the case of +JM condition
dynamic current is the added JM. C Firing probability vs stimulation frequency curves for
recordings  shown  in  A.  D  Overlay  of average  impedance  profile  for  non-resonant
neurons stimulated with the ZAP protocol at perithreshold potentials in control (red), in
-JNap (green trace) and after +JM (blue trace) conditions. The inset shows a zoom out of
the overlay. E Average firing probability curves from recordings at control (red) and -
JNap (green) conditions. F Average firing probability curves from recordings at control
(red) and -JM (blue) conditions (n=6). G-L Average quantification for this experimental
set perfomed in six neurons: dynamic current injected at each condition (G), resonance
strength at perithreshold potential (H, for details see main text), peak frequeney in the
impedance  profile  (I).,  peak  impedance  of the  impedance  profile,  average  membrane
potential during ZAP stimulation at perithreshold potential (K) and the spike threshold
of the spike fired under ZAP stimulation. n=6, * means p<0.05 using paired T Test.
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inject -JNap, beginning with 2 ns of maximal conductance (GNapMax). In three out of six

recorded  neurons  that  amount  of -JNal>  was  enough  to  observe  the  expression  of

perithreshold  resonance  as  a  filtered  voltage  response  at  low  frequencies  with  the

concomitant low firing probability at the slower tested oscillation (Fig. 24A-C). In the

other three neurons, it was needed to increase the amount of - JNap to 4.5 ns in one of

them and 9 ns in the other two cells. Despite the differences in the amount of injected -

JNap (average of -147.6 ± 61.9 pA, Fig. 24G), in all 6 neurons it was possible to induce

an equivalent perithreshold resonant behavior in terms  of the impedance profile  (Fig.

24D)  and  translation  of  frequency  preference  to  firing  regime  (at  1  Hz  the  finng

probability dropped from 1.0 to 0.15 ± 0.09, and at 3 liz raised from 0.13 ± 0.04 to 0.44

± 0.13, p < 0.01, Fig. 24E). Sine? impedance profiles contain low frequency components

derived from  firing  activity,  we  calculated impedance parameters  as  described in the

previous section (taking into account only the 2-10 Hz interval). After this procedure we

obtalned that the reduction of JNap increased Q'  from  1.0 to  1.18 ± 0.06 a < 0.01, Fig.

24H) and shifted peak frequency from 0.7 ± 0.2 Iiz to 5.2 ± 0.5 Hz to < 0.0001, Fig.

241).  As  expected,  the  neutralization  of native  JNap  eliminates  its  amplifier  role  on

impedance producing a considerable reduction on impedance profile which is reflected

in a drop.of peak impedance from 282 ± 84.1  MQ to  88.8 ±  15.5 MQ ® < 0.04, Fig.

24D and J).

The injection of jNie shifted perithreshold potentials towards depolarization from -61.1

± 1.4 mv to -55.9 mv a < 0.02) in the same way we found with phenytoin experiments.

Importantly,  the  modification  of JNap  that  allows  a  change  in perithreshold behavior

without modifying the transient sodium current (JNaT) does not alter the action potential
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threshold of spikes fired under oscillatory stimulation (-50.1  ±  1.8 mv and -48.2 ±  1.7

mv for control and -JNap condition, respectively, p = 0.16, Fig. 24L).

Right after the injection of -JNap we proceeded to explore the effect of injecting +JM. It

was needed to shift the Vo.5 of the activation curve from -39 mv to -49 mv (n=3), -54

mv (n=1) or -59 mv (n=2), in order to achieve a critical amount of virtual JM enough to

change  the  perithreshold  behavior  from  non-resonant  to  resonant  (average  activated

current during voltage oscillations was -20.1 ± 7.3 pA, Fig. 23G). As expected, intrinsic

JNap interacts with +JM to induce resonant behavior which is able to translate frequency

preference  to  spiking  regime,  modifying firing  probability  with  an  almost  complete

reduction at 1 Iiz oscillations from 1.0 to 0.15 ± 0.07 a < 1E-5) and with an increase in

the range of 3-4 Hz oscillations ® < 0.04, Fig. 24F). Analysis of the impedance profile

shows that the injection of +JM only modifies its  shape by attenuating the response to

frequencies below 4 liz without altering higher frequencies, thus changing only the low-

pass filter profile to a selective band-pass filter shape and without differences on average

peck impedance (282.2 ± 84.1 MQ vs 214. 2 ± 34.2 MQ, for control and +JM condition,

respectively, p = 0.11, Fig. 24D and J). The combination of high levels of endogenous

JNap together with the critic amount of + JM produces a strong resonance expressed as an

increment in Q' from 1 to 1.47 ± 0.19 (p < 0.02, Fig. 24H) and a shift of peak frequency

of resonance from 0.7 ± 0.2 Hz to 3.7 ± 0.4 Hz a < 2E-4, Fig. 241). As expected from

the   unaltered  JNap,   under   the   +JM   condition   resonant   behavior   develops   without

depolarizing the perithreshold membrane potential,  nor the  spike threshold (Fig.  24K

and L).
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Taken together,  these results  show that the perithreshold behavior of CAl  pyramidal

neurons can be transformed from non-resonant to resonant by changing the levels of JNap

and JM.
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3.3.4 Discussion

The  contribution to  single cell excitability  of both membrane  currents  investigated in

this paper, JNap  and JM, has been widely  described in the nervous  system, but always

separately. JNap contributes to repetitive firing and to generate rhythmicity, it also plays a

general role  as  amplifier current  increasing voltage responses  of synaptic  stimulation

(EPSP  and  IPSP)  and  promoting  resonance  (Schwindt  and  Crill,   1995;  Stuart  and

Sakmann,   1995;  Pape  and  Driesang,   1998;  Pari  and  Crunelli,   1998;   Stuart,   1999;

Brumberg et al., 2000; Hu et al., 2002). For its part, JM is the main current involved in

frequency accommodation, in control of cell excitability and it also has been described

as a current generating subthreshold resonance (Marrion,  1997; Hu et al., 2002, 2007;

Peters et al., 2005; Lawrence et al., 2006;  Shah et al.,  2008; Leao et al., 2009).  These

two   currents   have   opposed   effects   on  membrane   potential,   with  JNap   producing

depolarization towards  spike threshold and promoting the behavior as  integrator,  and

with  JM  hyperpolarizing  the  neuron  and  promoting  resonant  behavior.  The  precise

perithreshold behavior of pyramidal neurons will depend on the relative levels of each

current.  It  is  remarkable  that  both  currents  are  highly  regulated,  with  JNap  being

modulated  in  amplitude  and  voltage  sensitivity  by  PKA  (Li  et  al.,  1992)  and  GTP

pathway  (Ma  et  al.,   1994),  respectively  and  JM  being  suppressed  by  activation  of

muscarine  receptor  (Delmas  and  Brown,  2005a)  and  endocanabinoids  (Schweitzer,

2000)  or increased by somatostatine (Moore  et al.,  2014).  This  degree  of modulation

may  be  the  reason,  at  least  in part,  of why  some  authors  have  described pyramidal

neurons as integrators and others as resonators. Prescott and coworkers (Prescott et al.,

2008) showed that pyramidal neurons behave like in.tegrators under I.# vz.fro conditions
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(characterized  by  low  synaptic  input)  and  that  under  I.jc  vz.1/o-like  conditions  (under

recreated   high   synaptic   stimulation)   they   switch   to   resonant   behavior   given   a

depolarization of spike threshold and a subsequent increase on JM activation. This switch

is a mixed mechanism between intrinsic and synaptic properties and do not explain the

observation of resonant behavior under z.73 vz.fro conditions (Hu et al., 2002). In this paper

we found that pyramidal neurons from CAl  hippocampus in the same conditions, and

even in the same slice, can behave as non-resonant (integrator) or resonant only relying

on intrinsic properties.

Perithreshold behavior of pyramidal neurons depends on the balance between JNap

and JM

Based on the results shown in this paper, we propose that the expression of perithreshold

resonance in hippocampal neurons depends on the relative magnitude of JNap and JM at

perithreshold  voltages.  We  show  that  at  perithreshold  potentials  JNap  displays  some

degree of variability in activation among the recorded neurons, whereas JM  is mostly

closed (Figure 21J-K). For this reason, we think that it is JNap (by its level of activation

and   maximal   conductance),   who   governs   peritkyeshold   dynamics.   In   this   line,

perithreshold behavior of pyramidal neurons lies between two extremes. At one extreme

are those neurons in which the amount of JNap is high enough to drive the membrane

potential directly towards spike generation, acting as non-resonant neurons, whereas in

the  other  extreme  are  those  neurons  in which  low  levels  of JNap  shifts  perithreshold

region towards depolarized potentials with the consequent activation of /M above some

critical  amount that  allows  the  expression  of strong perithreshold resonance.  In non-
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resonant neurons  the  high  amount  of JNal>  relative  to  JM  generates  a  strong  attractor

towards   action   potential   threshold,   thus   setting   the   perithreshold   region   more

hyperpolarized,  making  even more  difficult JM  activation.  According to  this,  all  CAI

pyramidal   neurons   have   the   intrinsic   ability   to   display   perithreshold   frequency

preference, however, the expression of this property would depend on whether the level

of JNap allows significant JM activation before spiking is triggered. Despite the fact that

technical  limitations  precluded  the  recording  of JNap and  JM  on  identified  r;sonant

neurons in order to corroborate their relative amounts of each current (see Methods), our

experiments  with pharmacology  or  dynamic  clamping  demonstrate  that  reducing  the

amount of JNap is enough to change a neuron from non-resonant to resonant. The same

occurs  when  JM  is  increased.  Given  the  level  of  change  needed  to  transform  the

perithreshold behavior, it is very plausible that in the intact brain neurons jump from one

behavior to  the  other according to  modulation by  intracellular second messengers  or

neuromodulators. The amplitude of JNap can be reduced by 40-80% through the cAMP-

dependent pathway (Li et al.,  1992) and its voltage activation curve can be shifted 8-10

mv towards hyperpolarized potentials through G protein-coupled receptor pathway (Ma

et al.,  1997; Mantegazza et al., 2005). For its part, JM amplitude has been shown to be

increased  by  the  neuropeptide  somatostatine  (Moore  et  al.,  2014)  or  suppressed  by

endocanabinoids  (Schweitzer,  2000)  and multiple muscarinic  agonist  (Marrion,  1997;

Delmas and Brown, 2005b).

The fact that we found a differential perithreshold behavior in the same experimental

conditions,  despite the control of intracellular metabolites  concentration,  suggests that

the cause of the differential behavior relies in the particular quantities of Nav and KCNQ
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channels expressed at each neuron. This is in agreement with the current view of control

of cell  excitability,  in  which the  level  of expression  of each  conductance  in  a  given

neuron is variable and its relative amount compared to the other conductances present in

the membrane would determine the specific neuronal behavior (Destexhe and Marder,

2004;  Marder  and  Goaillard,  2006).  Since  the  behavior  of neurons  at  perithreshold

potentials has a tremendous influence in the way neurons achieve the task of translating

subthreshold activity to action potentials, we speculate that the ability to switch between

non-resonant to resonant behavior is used to dynamically tune neuronal responsiveness

according to network requirements in the intact brain.
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3.4 Neuronal resonance in  a network context:  Impact of the
high conductance state.

The data presented in this section is unpublished and is  a draft manuscript written by

Jorge Vera in preparation for submission to a peer-reviewed jounal:

Vera J., Pereira U., Reynaert 8., Bacigalupo J. and Sanhueza M. (2014) Modulation of

neuronal resonance by changes in the membrane input resistance.

Recent investigations have reported that the  context that a neuron faces  in the

intact  brain  is  remarkably  different  to  what  has  been  characterized  under  I.#  vz.Z7io

conditions. In order to understand if resonant neurons are able to express their frequency

preference under a naturalistic context we investigated the response of resoiiant behavior

under I.# 1;z.vo-like  conditions.  Far from impair resonance,  when studied under in vivo

conditions, we found that resonance becomes a mechanism that allows a dynamic tuning

of frequency preference according to the level of network activity.

3.4.1 Abstract

Neurons  from different mammalian brain regions  (including neocchex,  hippocampus

and amygdala) display subthreshold frequency preference in the theta range (4-12 Hz)

when  stimulated  with  oscillatory  current  injection,  a  phenomenon  called  neuronal

resonance.  It  is  speculated that this  property  may  contribute  to  tune  and to  stabilize

oscillatory  activity  in  neuronal  networks.  Subthreshold  frequency  preference  results

from the high-pass filter effect produced by the slow activation of a hypelpolarization-
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activated depolarizing current in addition to the low-pass filtering of voltage fluctuations

due to  the passive membrane properties  (resistance  and capacitance).  Together,  these

properties  determine  the  impedance  profile  of neurons,  characterized  by  resonance

frequency 0:A, frequency at impedance peak), resonance strength (Q-value, ratio between

peak impedance and impedance at frequencies approaching 0) and phase shift (®, the lag

of the  oscillatory  voltage  response  relative  to  the  input  current).  In  active  neuronal

networks membrane input resistance (R].„) varies in a wide range depending on synaptic

bombardment   (showing   a   0-80%   decrease   from   its   value   in   a   silent  network).

Interestingly, theoretical study of RLC circuits, which have equivalent electric properties

to  resonant  neurons,  predicts  a  co-variation  of A,.„  and  frequency  preference  in  real

neurons.  We  investigated  this  relationship  on  CAl  pyramidal  and  cortical  amygdala

(ACo) neurons, two populations of resonant neurons with marked differences in J3,.„. We

used rat brain slices, dynamic clamp and the ZAP protocol (injection of an oscillatory

current of constant amplitude and linearly increasing frequency; 0-20 Hz).  Our results

show that in CAl neurons, a 50% reduction in A,.„ generated by the addition of a virtual

leak conductance, increased/jz by 16%, and decreased Q-value by 9% and the phase shift

atrfe, ©R, by 38%. On the other hand, a 50% increase in jz,.„ by the addition of a virtual

negative  leak  conductance  produced  the  opposite  effect,  decreasing /A  by  20%  and

increasing Q-value by 9°;`o and ®R by 28%.  Comparable results were observed in ACo.

neurons using  a  simil.ar  stimulation protocol.  We  tested the modulation  of frequency

preference during spiking in ACo neurons. We showed that selective spiking at 24 Hz

recorded in control conditions was shifted to 4-10 Hz after a 300/o reduction in A,fro  in

agreement with our observations in subthreshold conditions. Notably, under reduced jz,.„
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and moderated  synaptic  noise,  conditions  that recreate  I.7? vz.1;o  situation,  ACo  neurons

preserve their spiking preference at /A. These results show that frequency preference of

resonant neurons is modulated by changes in A,.„ and suggest that in the intact brain this

property may constitute  a tuning mechanism to  adjust frequency preference  of single

neurons in interplay with network activity levels.
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3.4.2. Introduction

Most mammalian neui.ons process  subthreshold oscillatory inputs resembling a

low-pass filter, i.e., displaying a larger voltage response at frequencies near zero with a

monotonic decrement of voltage response as frequency increases (Hutcheon and Yarom,

2000).   This   is   a   consequence   of  passive   membrane   properties   (capacitance   and

resistance).   However,   neurons   present   in   several   brain   regions   that   express   the

hyperpolarization-activated  current,  Jb,   display   a  qualitative   different   subthreshold

behavior.  When  stimulated with oscillatory inputs  they respond with  a  larger voltage

response at theta frequency range (4-12 Hz)  (Hutcheon and Yarom, 2000; Izhikevich,

2002).   This   occurs   because   in   most   cases   Jh   activates   at   membrane   potentials

hyperpolarized to  -70  mv  and permeates  a net inward  cuITent (a mixed K+  and Na+

current)   that   depolarizes   the   cell   with  the   subsequent   current   deactivation,   thus

generating a feedback loop (Biel et al., 2009). Given that the activation time constant (I)

of Jh is of tens of ms, the feedback loop produces the active attenuation of membrane

oscillations  at  frequencies  below  8  Iiz  (comer  frequency  at  1/2")  (Hutcheon  and

Yarom, 2000). The interaction of. this active high-pass filter with the passive low-pass

filter produces a band-pass effect on voltage response with a characteristic bell-shaped

impedance profile (Hutcheon and Yarom, 2000). The other membrane current with high-

pass  filtering  properties  similar  to  Jh  is  the  K+  muscarine-sensitive  current,  JM.  This

current  activates  by` depolarization,  remains  closed  at resting potentials  (Wang  et al.,

1998), and given its activation time constant, also in the range of tens of ms, it attenuates

oscillatory voltage responses below 8 Hz (Hu et al., 2002; Vera et al., 2014). In addition

to the opposed voltage ranges for activation ofJh and JM, in hippocampal CAl pyramidal
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neurous their molecular correlates (HCN channels for Jh and KCNQ2/3 channels for JM)

are expressed in different cellular domains, with HCN channels at higher density in the

apical  dendrite  distal  to  the  soma  QTotomi  and  Shigemoto,  2004),  and  KCNQ2/3

channels  selectively  expressed at the  perisomatic  region  (Hu  et  al.,  2007).  Based  on

these evidence it has been proposed that these neurons have a spatially complementary

filtering  mechanism  of low  frequencies,  covering  different  stratified  inputs  and  the

whole  subthreshold range  (Hu  et  al.,  2009).  In  analogy to  mechanical  systems  these

neurons have been identified as subthreshold resonators, and their frequency of maximal

voltage response  as resonance frequency, /ji.  Another parameter that characterizes the

voltage response  as  a function of frequency of stimulation  is  the phase  shift,  ®,  that

represents  the  lag  of the  voltage  response  respect to  the  oscillatory  current  input.  In

general, ® is a negative number (angle) that increases in magnitude with frequency until

reaching a plateau above  10-12 Hz, with resonant neurons having a lower ® magnitude

compared to non-resonant neurons. Notably, in resonant cells ® can take positive values

at low frequencies,  which means  that the voltage wave  actually precedes  the  current

stimulus, in agreement with an inductive electric process (Hutcheon and Yarom, 2000).

Traditionally,  subthreshold resonance  has  been  studied  z.# vz.fro  by using  acute

brain  slices  a,linas,  1988;  Puil  et  al.,  1994;  Hutcheon  et  al.,  1996;  Hu  et  al.,  2002;

Erchova et  al.,  2004;  Pape  et  al.,  2011;  Ulrich  et  al.,  2011;  Vera  et  al.,  2014).  Under

these conditions mammalian neurons typically have an input resistance (A,.„) of 50 to 100

MQ  and  a  resting  potential  around  -60  and  -80  mv.  In  this  preparation  whole-cell

recorded activity is  characterized by  a low  arrival  frequency of synaptic inputs,  thus

reflecting poor network activity. However, intracellular recordings of neurons in waking
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animals show that when the brain is active, neurons constantly receive a bombardment

of synaptic inputs with a contribution of both inhibition and excitation (Shu et al., 2003).

This  synaptic  noise,  as  it  is  called,  produces  stochastic  fluctuations  of membrane

potential (variance 2-6 mv) together with a 5-10 mv depolarization of average voltage

with respect to z.# vz.fro condition.  In addition, a second consequence of the opening of

synaptic receptors due to  synaptic bombardment is a drop, in jz,.„ of neurons in a wide

range, reaching levels even lower than 200/o of what is observed z.# vz.fro (Destexhe et al.,

2001). Since this drop in jt,.„ is in fact an increase in membrane conductance, this state of

neurons has been denominated as the fez.g¢ co#d#cftz72ce sJczfe qcs)  and describes the

real  situation  of  cortical  neurons  I.#  vz.vo  (Destexhe  et  al.,  2003).   The  increase  in

conductance reduces the time and space constants of the membrane, which means that

neurons integrate inputs in a narrower time window and in a more restricted membrane

region, changing their modality of signal processing from an integrator to a coincidence

detector mode (Prescott et al., 2008).

While the effect of changes in jlz.„ on signal processing in the time domain has

been characterized in detail (Bemander et al.,  1991 ; Destexhe et al., 2003; Kumar et al.,

2008; Femandez and White, 2009), the impact of A,.„ variations on frequency-dependent

processing remains unexplored.

Using a theoretical equation obtained from the resolution of a phenomenological

linearized  membrane  circuit  model  for  resonance  and  using  physiological  cellular

values,  we predicted that /A would vary with changes  in j2,.„  moving  along the theta

range (4-12 Hz) in an inverse relation with changes in R]ir
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To investigate if the changes in jzj.„ that occur I.Jg vz.vo modify resonant parameters in real

neurons  we  characterized the relationship between jt,.„  and resonance  in hippocampal

pyramidal neurons by using dynamic clamp to mimic the impact of increased synaptic

conductances.   Our  data   shows   that  in  real   neurons,   a  modulation   of  resonance

parameters "jz and ®) is indeed generated at subthreshold potentials by changes in jz,.„.

To evaluate the possibility that frequency preference at the spiking regime could also be

modified, we evaluated the impact of jt,.„ reduction on resonant neurons from ACo. We

chose this  second model  of resonant neurons for this purpose as they reliably traduce

frequency preference to the spiking regime in slice experiments. We confirmed that the

modulation of subthreshold frequency preference by A,.„ changes is also applied to the

selective firing of resonant neurons. Finally, we recreated a complete high-conductance

state  by  including  moderate  levels  of synaptic  noise  and  found  that  ACo  resonant

neurons preserve selective firing under these conditions.
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3.4.3. Results

RLC circuit theory predicts a modulation of resonance by input resistance changes.

To   investigate   the   relationship   between   input  resistance   and  neuronal   resonance

properties we used an equivalent RLC circuit and its linearized equation for impedance

(see  Methods).  The  circuit  diagram  is  showed  in  Figure  25A  and is  composed  of a

capacitor and a resistance wired in parallel, which represent the cellular membrane and

leak conductances, respectively,  and an inductive branch including  an inductor and a

resistance cormected in series, which represent the contribution of resonant currents (Jh,

for example). Feeding this phenomenological model with parameters that represent an

average resonant mammalian neuron (C = 80 HF, L =10 MH and RL = 300 MQ) allows

to  explore the  shape  of the impedance profile  as  a function  of R,  the parameter that

represents  jz,.„  As  expected,  the  reduction  of  R  is  accompanied  by  a  decrease  in

impedance magnitude:  for  example,  peak impedance  drops  from  160  MQ to  50  MQ

when R falls  from 200  MQ to  50 MQ  (Fig.  258).  In addition to  this  straightforward

relationship, upon the same reduction in R the equivalent circuit predicts an increase in

/jz from 7.2 Hz to 9.8 Hz. Interestingly, modifications of R in the range of the expected

variations for A,.„ z.# vz.vo values (30-300 MQ) inply thatrfe would take values between

12.5 and 6.6 Hz, thus matching the range for theta frequencies (Fig. 25C).

This  theoretical result suggests that real resonant neurons might vary their frequency

preference by changes in .a,.„.  Since previous theoretical analyses do not include non-

linear dynamics of real neurons we proceeded to test our prediction on CAl pyramidal

neurons, a well known cellular model of resonant neurons.
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Figure  25.  RLC  circuit  theory  predicts  a  modulation  of  resonance  by  input
resistance  changes.  A  Diagram  of an  RLC  circuit  with  equivalent  properties  to  an
average resonant neuron with a capacitor (C) and a resistance (R) wired in parallel with
the inductor branch composed with an inductor (I) and a resistance (RL). 8 Impedance
profile of the RLC circuit using parameters that reproduce neuronal resonance (C=80 pF,
RL=300  MQ  and  L=10  MH)  and  varying  the  value  of R,  the  RLC  equivalent  for
neuronal A,.„. C Relationship between the peak frequency of the impedance profile as a
function of R, while C, RL and L remain constant.
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Modulation of frequency preference by changes in the membrane input resistance

in real neurons.

To  investigate  the  dependence  of /jt  on  A,.„  in  resonant  neurons,  we  decided  to  use

pyramidal  neurons  from  CAl  hippocampus  as  a  model  of resonant neurons,  for  the

following reasons:  1) They have a subthreshold J2,.„ around 60-80 MQ that corresponds

to an intermediate magnitude in a mammalian brain, allowing manipulations to increase

or  decrease  R].„  values  while  maintaining  biological  levels  of impedance.  2)  These

neurons have an average /ji of ~ 6 Hz, near the middle of the theta range, making it

easier  to  detect /A  changes  in  both  directions.   3)  The  mechanism  that  generates

subthreshold resonance  has  been  described in  detail in these neurons.  4)  It has  been

shown that the hippocampus works at theta activity during leaming processes.

Our strategy to manipulate Zzz.„ was based on dynamic clamping, by injecting a current

that  simulated the presence  of a  leak  conductance  (+G)  to  reduce JZ,.„  or injecting  a

current that mimicked a virtual negative conductance (-G)., in order to increase jz,.„ (for

more details see Methods).

One difficulty that arises when studying the relationship between A,.„ and resonance is

that the  latter is  a voltage-sensitive phenomenon,  thus  it is  necessary to  compare  all

conditions (control, +G and -G) for oscillations of the membrane potential at the same

voltage  range.  Because  of this,  the  approach  taken  to  do  the  experiments  was  to

systematically adjust the amplitude of the sinusoidal current to produce 5-7 mv peak-to-

peak oscillations in all conditions, while maintaining membrane potential centered at -80

mv with DC injection.
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The  criterion  for  determining  the  magnitude  of the  conductance  (G)  to  be  added  or

subtracted,  was  to  increase  input resistance by ~150°/o  (-G)  and to reduce  it by  500/o

(+G). Figure 26A shows recordings obtained in a representative experiment. At the top

of the figure is the voltage response of a neuron that was recorded in control condition

and under increased (-G) or reduced A,.„ (+G). Traces below potentials are recordings of

the  oscillatory  current  (ZAP  current)  that was  used  to  stimulate  the  neuron  at  each

condition.  Compared  to  control  the  magnitude  of the  current  required  to  produce  a

maximum oscillation of 5 mv is lower for -G condition while it is higher for +G (note

that the sum of oscillatory current and leak current is constant at the three conditions).

As predicted by the phenomenological circuit, the studied resonant neuron changed its

impedance  profile.  Under  increased  A,.„  (-G  =  -5  ns)  the  impedance  profile  rises,

increasing its peak impedance from 80 to  140 MQ, and reducing/ji from 6.5 to 5.5 Hz

(Fig. 268) and increasing ®   (Fig. 26C). In turn, the reduction of jz,.„ (+G = 15 ns) had

the opposite effect, a decrease of impedance profile with a drop of pealc impedance from

80 to 35 MQ, accompanied by an increase ofrfe from 6.5 to 7.5 Hz and a reduction of ®

(Figs.  268,  C).  The  degree  of  change  at  impedance  profile  under  both  explored

conditions is also clearly observed in the plot of complex impedance (Fig.  26D). This

graphic   shows   the  real   and  imaginary   components   of  complex   impedance.   The

impedance magnitude is equal to the length of the vector from the origin to each point,

whereas ® is given by the angle between the vector and the real axis.   The frequency is

in a third axis orthogonal to the imaginary-real plane, and therefore is not Visible. The
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Figure  26.  Exploring  the  effect  of J[,.„  changes  on  subthreshold  resonance  in  a
hippocampal  CAl  neuron.  A Voltage response  of a hippocampal pyramidal neuron
under ZAP stimulation in control condition @1ack) and after the increment of Rim using
a virtual negative  leak conductance  of -5  ns  (~G,  red)  and after the reduction  of Rim
using a positive leak conductance of +10 ns  (+G, blue) by means of dynamic  clamp.
The dynamic current injected at each condition is shown as leak current at the bottom.
The amplitude of the oscillatory current (ZAP) was adjusted in order to produce a peak-
to-peak  voltage  response  of 5-6  mv  at  each  condition.  8  Impedance  profiles  from
recordings in A.  The inset shows a zoom of the impedance profile at  +G condition to
show  that  maintains  the  shape  of band-pass  filter.  C  Phase  shift  of the  membrane
potential  relative  to  the  oscillating  input current  from  experiments  in  A.  D  Complex
impedance of the experiments in A.
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analysis of these plots reveals the high impact on the processing of oscillatory stimuli of

changes in A,.„ as those expected to occur I.7c vz.vo.

We repeated this experiment in a total of ten neurons for each condition with all neurons

showing the same response. Figure 27A shows the summary of our results displaying the

average traces for impedance profile, ® and complex impedance when R„, is increased

(Fig. 27A-C) and when it is reduced (Fig. 27D-F). On average, the conductances used to

modify Zzz.„ were -6.1 ± 0.8 ns for -G and 16.6 ± 2.9 ns for +G conditions, respectively.

The quantification of resonant parameters showed that the Q-value increased for the -G

condition by 9.5% (1.23 ± 0.03 to 1.34 ± 0.05, p <0.03), whereas for +G it falls by 8.7%

(from  1.23 ± 0.03 to  1.11 ± 0.02, p <0.005, Fig. 27G). For its part, for -G conditionrfe

showed a 20°/o  decrease  (from 6.5 ± 0.4 to  5.2 ± 0.3  Hz, p <0.0005), while for  +G it

presented a  16% increase  (from 6.3 ± 0.4 to  7.3  ± 0.4 Hz, p <0.0005, Fig.  27H).  The

cbanges in R].„ are reflected by the modifications of peak impedance at each condition,

with an increase of 152% at -G (from 89.4 ± 5.1 to 221.6 ± 89.1 MQ, p <0.0005) and a

reduction of 51% at +G (from 90.1 ± 10.1 to 44.1 ± 6.2 MQ, p <0.005, Fig. 271).

To evaluate the effect of A,.„ modifications on ® we measured its value atrfe, ®R. When

we simulated a high A,.„ (-G) we observed that ®R increases from -14.1  ± 1.4 to -18.4 ±

2.1  deg  to<0.005),  whereas  it  decreases  from  -13.8  ±  1.7  to  -8.6  ±  0.5  deg  at  +G

condition ®<0.005, Fig. 27J).

To  summarize  our results  we plotted the average impedance profile  obtained at each

condition,  normalized  with  respect  to  their  peak  value  to  appreciate  the  shift  in

frequency preference and the change in the shape of impedance curve at -G and  +G

conditions Q7ig. 28A). This plot shows that when Rz.„ is reduced the increase in/ji is
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Figure  27.   The   virtual  increase  or  reduction   of  j[j„   modulates   subthreshold
resonance in hippocampal CAl  neuron. Average results for experiments of increase
or reduction of jt,.„ by means of virtual conductances. A-C Effect of an increase in A,.„
using a viltual negative conductance (-G) of -6. I ± 0.8 ns (avg ± sem) on the impedance
profile  (A),  phase  shift  (8)  and  complex  impedance  (C)  (n=10).  D-F  Effect  of  a
reduction in Jt,.„ using a virtual positive conductance (+G) of 16.6 ± 2.9 ns (avg ± sem)
on the impedance profile (D), phase shift (E) and complex impedance (F) (n=10). G-H
Quantification of resonance parameters observed at  +G and -G conditions, resonance
strength  (G),  peak  frequency  (H),  peak  impedance  (I)  and  phase  shift  at  the  peak
frequency (J) (* p <0.05, ** p <0.005).
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accompanied with a widening of impedance profile reflecting a reduction of frequency

selectivity, i.e., of resonance strength (in agreement with Q-values showed in Fig. 27G).

Since  resonance  strength  quantifies  the  frequency  tuning  of a  resonant  neuron,  the

opposed relationship between /R and Q-value during jI,.„ changes shows that within the

theta range,  low/j{ will be accompanied by a high strength, while high/jz by a lower

strength.  Therefore,  besides  the  high  dependence `of /R  on A,.„  (Fig.  288),  the  global

influence of A,.„ on frequency preference will be determined by the actual range of values

taken by Q  in a  specific  cell type  in  an active  network,  The reduction  of resonance

impact (Q-value), that occurs concomitant ito an increase inrfe, is negative in terms of

frequency selectivity, however our results show that on average Q, is still higher than 1. I

(Fig.  27G).  Moreover,  it is  accompanied with a reduction in the phase lag of voltage

response,  which  is  favorable  as  it  reduces  the  response  time  to  the  generation  of

coordinated network activity.

Another interesting point that arises fi.om this investigation is the correlation between

the/|i of different groups of theta-range resonant neurons and their value of A,.„. Figure

28C shows a A,.„ vsrfe plot for resonant neurons from ACo, CAl pyramidal neurons and

stellate neurons from layer 11 of entorhinal cortex. For the latter cell type the data was

obtained from the literature (Erchova et al., 2004). The plot shows that the relationship

between j{,.„ and/jt in these three resonant cell groups resembles what is observed in CAI

pyramidal neurons after varying jz,.„.  Since in these three groups of cells resonance at

hyperpolarized  potentials  is  produced  by  the  same  mechanism  (hypexpolarization-

activated current, Jff), it is possible to explain, at least in part, their distinct/A based on

their differences in A,.„ .®robably resulting from their different soma size). Interestingly,
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Figure  28.  Resonant  frequency  arR)  is  inversely  correlated  with  A,.„:  comparison
between  different  types  of neurons  of the  rat brain.  Figures  A  and 8  summarize
results  obtained  with  dynamic  current  injection.  A  normalized  average  impedance
profiles obtained at control,  +G and -G conditions   (shown in Figure 26). The average
resonant frequency obtained in each condition is displayed. 8 Co-variation ratio of A,.„
and/ji (showed in Fig.26). C values of jt,.„ and/A for three mammalian resonant neurons:
ACo neurons (n = 30), CAl hippocampus (n = 20) and entorhinal cortex. Values for this
later group were obtained from the literature (Erchova et al, 2004).
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despite the strong relationship with/j{, the average Q-value for each cell group does not

display  a  clear  trend  when  comparing  j2,.„  and  resonance  strength,  with  ACo  and

hippocampal neurons having an average Q-value of 1.2 (Fig. 2C and 27G, respectively),

while entorhinal neurons with a lower j2,.„ (higherrfe) have a higher Q, around  1.5. This

evidence suggests that there are more variables involved in the setting of resonance, as

for example the density of HCN channels.

Modulation of frequency preference in the spiking regime

In  Section 3.1.1  we  showed  that resonant neurons  from layer 11  of ACo  translate

their subthreshold frequency preference to  a spiking regime (Fig.  7).  With the aim of

investigating whether modulation  of resonance by  changes  in jz,.„ is  maintained when

neurons  are  selectively  firing  at  their preferred  frequency,  we  first  corroborated the

modulation  at  subthreshold  levels  in  ACo  neurons.  As  we  did  with  hippocampal

neurons,  we  injected  by  dynamic  clamping  a  leak  current  modeled  as  a  constant

conductance (+G condition), to decrease input resistance by 30-50%, producing a clear

reduction in the magnitude of voltage oscillations (average +G was 6.8 ± 0.7 ns, n = 11,

Fig. 29A-B).

The comparison of impedance profiles using the ZAP protocol at -80 mv in control and

+G  condition  confirmed  the  drop  in peak  impedance  (from  112  to  68  MQ)  and  the

increase in/A (from 2.5 ± 0.3  Hz to 3.2 ± 0.5  Hz, p <0.05,  t-test, n = 7, Fig.  29C-E),

ratifying that the modulation also occuned in this neuronal type.

Once  we  corroborated  the  existence  of the  modulatory  mechanism  we  focused  in

investigating the spiking regime. To facilitate the analysis and also an online observation
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Figure 29. The modulation of subthresho]d resonance by changes in A,.„ is expressed
under spiking regime in ACo neurons. A voltage response of a resonant ACo neuron
in  control  condition  (black)  and  after adding a virtual  constant conductance  (+G)  by
dynamic clamping that produces a 30°/o drop in Jt,.„. Note that in both conditions current
pulses  of equal  magnitude  a)lue  lines)  are  applied.  8  Current-voltage  relationship  of
recordings in A showing the reduction of A,.„ expressed as a reduction in the slope of the
curve.  C  Voltage  response  of an  ACo  resonant  neurons  under  the  ZAP  protocol  in
control and +G condition. In both conditions the amplitude of the stimulus was the same
10 pA. D Impedance profile from recordings in C, showing the positive shift ofrfe under
+G condition from 4.7 to 6.4 Hz. E Average/A values in control and  +G condition in
ACo  resonant  neurons  (n =  7).  F  Voltage  response  of a resonant ACo  neuron under
stimulation with  oscillatory  current  a)lue)  at  control  Q>lack)  and  +G  (red)  conditions.
Stimulation protocol consisted in  10 s steps of discrete frequency at:  0.5, 2, 4, 6,  8,  10,
12  and  14 Hz (stimulation at 0.5  and 2 Hz last 20 s in order to sample more periods).
Colored area show the firing frequency range at control (black) and +G condition (red).
G  Firing  probability  vs  frequency  of  stimulation  curve  from  recordings  in  F.  The
probability  was  calculated  by  dividing  the  number  of action  potentials  by  the  total
number of cycles at each frequency step (n=7).
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of the phenomenon by watching the oscilloscope, we changed the protocol of oscillatory

current stimulation while maintaining the same nature of the stimuli. For this experiment

the  stimulation  protocol  consisted  on  an  oscillatory  current  of constant  (instead  of

linearly-increasing) frequency that was applied at 0.5, 2, 4,  6 ,... up to  14 Hz. Neurons

were depolarized to -60 mv and then the amplitude of the oscillatory current needed to

see preferential firing was explored (see Methods). Figure 29F shows a representative

recording  of these  experiments.  At  control  condition  neurons  fired  action  potentials

typically  at  frequencies  between  2-4  Hz  with  no  or  scarce  spiking  activity  at  other

frequencies.  When the  +G condition was  active neurons  systematically changed their

firing preference towards higher frequencies (Fig. 29F).  The average result shows that

the frequency for peak firing probability incremented from 4 to 6 Hz in +G condition,

reducing the firing probability at 4 Hz from 0.82 ± 0.12 to 0.46 ± 0.14 to<0.05, n=7),

and increasing at 6 Hz from 0.59 ± 0.21 to 0.91 ± 0.05 ®=0.52, n=7). In general, under

+G condition the  firing probability  decreased for 2-4 Hz  and increased for  8-10  Hz,

showing an overall shift of the firing probability curve towards higher frequencies (Fig.

29G).

These results confirm that the dependence of/ji on jI,.„ is preserved during the translation

of subthreshold frequency preference to  a  spiking regime.  The  implications  for these

observations are attractive, since they make it possible that the changes in jtz.„ produced

by  synaptic  activity z:73 vz.vo  are  able  to  modulate the intrinsic  frequency preference of

resonant neurons, not only at subthreshold potentials, but also while this neurons fire

action potentials selectively at their preferred frequency.
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As  the  final  step  of this  investigation,  we  decided  to  assess  how  strong  is

neuronal resonance for translating subthreshold frequency preference to spiking under a

noisy oscillatory stimulation in order to challenge resonance in z.# vz.vo conditions.

Preservation of selective firing under recreated high-conductance state

It has been described both theoretically and empirically that the synaptic bombardment

that  neurons   receive   in   active   networks   during   a   HCS   profoundly   affects   their

excitability, due to the reduction in membrane resistance and the incorporation of noise

to membrane potential fluctuations (Bemander et al.,1991; Destexhe et al., 2003). This

noise produces a qualitatively different scenario in the interaction between subthreshold

oscillations  and  the  mechanism  of  action  potential  initiation,   as  it  incorporates  a

previously ignored stochastic component to the firing of action potentials, changing the

traditional  view  of  cell  activity  from  a  deterministic  to  a  probabilistic  conception

(Ermentrout  et  al.,  2008).  It  is  possible  that  the  effect  of noise  could  disturb  the

translation  of  subthreshold  frequency  preference  to   spiking.   To  be  a  meaningful

phenomenon z.7c vz.vo, resonance should tolerate certain levels of synaptic noise without

losing frequency selectivity, particularly for firing at the preferred frequency.

To   investigate  how  resistant  to   synaptic  noise  is  the  translation  of  subthreshold

frequency preference  to  spiking regime  we  implemented  a  computational  model  that

recreates  synaptic noise based on the average uncorrelated activity of a population of

neurons  (see  Methods).  It has  been  demonstrated  that  using  dynamic  clamp  and  an

appropriate computational model it is possible to reproduce the effect of HCS on single

neuron excitability (the increase in average membrane conductance and incorporation of
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Figure  30.  Resonant  ACo  neurons  preserve  their  firing  at  preferred  frequency
under  recreated  high-conductance  state.  A  Voltage  response  of  a  resonant  ACo
neuron  displaying  increasing  level  of recreated  synaptic  noise  by  means  of dynamic
clamp. We studied five increasing levels of synaptic noise, from moderate levels (blue
and  green)  to  exaggerate  levels  (yellow  and  violet)  in  addition  to  control  condition
which had zero added noise (red) (for details see main text). 8 Histogram showing the
membrane potential distribution of traces in A.  C-D Experiment directed to determine
the  impact  of the  synaptic  noise  on  the  preference  of firing  frequency  on  resonant
neurons.  Membrane potential is  shown in red,  the  stimulation current in blue  and the
total current injected as synaptic noise in black. Frequency selectivity was studied using
an oscillatory current injection (blue) at constant frequency steps at 0.5, 2, 4, 6, 8,10,12
and  14 Hz with 20 s (0.5-2 Hz) or  10 s (4-14 Hz) of duration. In each experiment Gavg
was adjust to produce a consistent 30-50% drop in jt,.„ and then the oscillatory current
protocol was applied under control condition and with the increasing level of noise.  C
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Firing probability  curve  as  a function of frequency  of stimulation  and  synaptic  noise
level  (n = 4).  The  firing probability was  calculated by dividing the number of action
potentials by the number of periods for each frequency step.
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noise in the membrane potential, see Methods) (Destexhe et al., 2001), and thus we will

use this methodology to explore the sensitivity of resonance to noise.

The computational model we developed to mimic the HCS by dynamic clamping was

based  on published  work  (Destexhe  et  al.,  2001)  and  operates  with two  independent

variables, one colTesponding to an average conductance value,  Gavg (a stationary value

that does not vary over time) and a fluctuating conductance simulated according to the

standard deviation of the normal distribution of noise that describe an stochastic process,

crG (Destexhe et al., 2001).

The experiment design consisted in depolarizing the cells up to -60 mv by application of

a  constant  DC  current  and  then  injecting  sinusoidal  currents  of different  frequencies

between 0.5 and  14 Hz to generate the oscillatory regime (as in previous section). We

introduced a constant Ga`,g designed to reduce Zzz.„ by a 30-50 0/o and then we explored the

firing probability  of the  cells  for  different crG values.  Since  the jI,.„  of each neuron  is

different and therefore the voltage response to a given stimulus is different, the rationale

to set the maximum c7G was to induce membrane fluctuations with a crym of 3-4 mv, and

then exploring 4 intermediate values for crG. With this criterion the resultant crG was 56 ±

25 pS for the lowest level, and 1 1 ± 2.4 pS for the increment at eacn consecutive step (n

= 7).  Figure 30A  shows  a family of voltage responses  obtained at the different noise

levels  (in absence  of oscillatory  stimulation,  for clarity).  The  noise in  the membrane

potential  gradually  increased  from  zero  to  the  maximum,  condition  at  which  most

neurons fired action potentials (Fig. 28A violet trace, spikes were cut). A histogram of

membrane potential traces shows the increment of the crym at each condition G7ig. 308).
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When  inserting  a  constant  conductance  without  synaptic  noise  (crG  =  0  pS),  neurous

reached  spike  thresbold  and  fired  action  potentials  at  a  preferred  theta  frequency,

typically between 4 and 8 Hz (Fig. 30C). After the incorporation of the noise component

to the modeled HCS (.crG > 0 pS) neurons began to fire spikes in a wide frequency range

as the noise increases (Fig. 30D and E). To evaluate the frequency selectivity at different

noise  levels,  we  measured  the  firing  probability  at  each  frequency  of  stimulation,

constructing a firing probability curve for each noise level (for details see Methods). In

the absence of noise the selectivity for spiking at the 4-8 Hz is clear (Fig. 30F, n=7). As

expected, the incorporation of the noise component produced a detriment in the firing

frequency selectivity, expressed as a widening in the firing probability curve as the noise

increases.  Nevertheless,  the  firing  selectivity is maintained for the  first two  levels  of

noise studied, showing that resonant neurons from the cortical amygdala preserve their

firing selectivity at moderate noise levels similar to the levels reported z.73 vz.vo (Destexhe

et al., 2003).
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3.4.4. Discussion

Since the description pf resonance in mammalian brain, this intrinsic frequeney

preference   of  neurons   has   been   considered   as   a   stable   intrinsic   phenomenon,

characterized by a given /ji,  Q-value and ®  (Hutcheon and Yarom,  2000;  Izhikevich,

2002). Aside subtle changes of resonant parameters due to their voltage dependence or

after  an  increase  in  the  magnitude  of resonant  conductances  with  LTP  induction

(Narayanan  and  Johnston,  2007),  resonance  has  not  been  considered  as  a  possible

mechanism for rapid tuning of frequency preference. Here we show experimental data

that  relate  natural  variations  of j2z.„  to  changes  in  the  parameters  of resonance,  thus

generating  a new view  of neuronal  frequency preference  as  an  adjustable  or tunable

rather   than    fixed   phenomenon.    The   possible    functional   implication    for   this

interdependence becomes relevant as it is known that in the intact brain the membrane

jt;.„  of neurons  is  highly  modified  by  the  opening  of postsynaptic  receptors  under

sustained synaptic activity, producing a change of R„, from  100 to even a 20°/o of the

values  observed  z.#  vz.fro  (Destexhe  et  al.,  2003).  This  new  scenario  is  very  exciting

because the common biological range for somatic jI,.„ in resonant neurons, which is in

the order of 30 to 300 Mf2, implies that the dynamic range for resonance modulation lies

particularly at theta range  (4-12  Hz),  a well characterized frequency range associated

with a working brain (navigation,  episodic memory) (Buzsaki, 2005;  Hasselmo, 2005;

Pape et al., 2005; Buzsalci and Moser, 2013). When neurons face a reduction in their jI].„

generated by synaptic stimulation, theirrfe increases while their Q-value and ® change in

the  opposite  direction,  responding  with  a  reduction.  This  means  that  under  intense

synaptic  input resonant neurons  change their preference to  a higher theta frequency,
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decrease their resonance strength and respond with a lower phase lag. The reduction of

resonance strength concomitant to increases on/A generate a loss of frequency selectivity

with  higher rfe,  suggesting  that  for  all  resonant  cell  types  the rfe  has  an  upper  limit

®hysical  constrain)  above  which  neurons  loose  frequency  preference.  Interestingly,

according  to  RLC  theory  and  experimental  data,  the  range  at  which rfe  maintains

frequency  selectivity  matches  the  theta range.  Together with  the  increases  in /ji,  the

reduction in response lag allows resonant neurons to respond faster to oscillatory inputs

when/ji gets higher. Our experimental results show that the response lag` is reduced from

6 to 3  ms with a 50% reduction in A,.„  (considering a 7 Hz stimulation).  Supposing a

dynamically  changing  frequency  of network  activity,  which  may  be  the  case  in  a

working brain,  this  inverse  correlation  between  frequency preference  and phase  shift

may act as a natural constrain decreasing time lag when network activity is faster, thus

ensuring the maintenance of coordinated oscillatory activity.

This relationship between jz,.„  and resonance implies that neurons with higher A,.„

should display  a larger dynamic range forrfe modulation while maintaining a high  Q

value. For this reason ACo resonant neurons where chosen as the appropriate model to

investigate the maintenance of frequency preference modulation under spiking regime.

It  is  important to  have  in  mind  that the  level  of modulation  observed  with  our

experimental approach should be an underestimation since we focused on the somatic

filtering of oscill'atory stimulation. In natural conditions the high density of Jh present in

dendrites  should  increase  resonance  strength  constituting  a  strong  active  filter  of

synaptic  inputs  that  allow  travel  from  dendrites  to  the  soma.  The  impact  of  the

modulation of resonance by changes in jz,.„ directly in dendrites, where synaptic inputs
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are processed by active properties before arrive to the somatic region, remain unexplored

and  is  a  topic  that  we  will  investigate  by  means  of computer  simulations.  Another

important phenomenon that arise as an attractive topic at the light of this investigation is

the impact of the modulation of resonance on the processing of back propagated action

potentials  and  their  related  spike  time  dependent  plasticity  (STDP).  Given  the  high

amplitude,  their  rhythmicity  at  frequency  range  and  their  localization  at  dendritic

domain,  make possible that this tuning mechanism for selective processing can drive

LTP processes in a frequency-dependent marmer.

Another interesting idea arises from the comparison between the different neuronal

types   that  have   resonance   in   theta   range.   It   is   noteworthy  that   ACo   neurons,

hippocampal  pyramidal  neurons  and  entorhinal  stellate  neurons  display  a  correlation

between  the  input  resistance  and  the  resonant  frequency  (Figure  28C).  Being  quite

different cell types one from each other, this observation suggests an important role of

their input resistance (and its dynamic changes in the intact brain), in the determination

of the functional impact of the resonance.

Finally, since different levels of network activity are expressed as variations of neuronal

conductance we propose that neuronal resonance represents a tunable mechanism to set

intrinsic  frequency preference  and neuronal  responsiveness  into  the theta range.  This

setting is dynamic and changes according to the levels of .synaptic activity.
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Chapter 4

DISCUSSION

In this thesis we investigated a possible role of subthreshold theta-resonance in

the frequency-dependent neural processing of two brain regions involved in memory and

known  to  develop  theta waves  during  exploratory  behavior.  In  this  context,  the  key

points were to evaluate if theta-resonant neurons translate their subthreshold frequency
'

preference to a spiking regime in rat brain slices, what are the mechanisms involved in

this process  and finally, what is  the real  impact of theta-resonance under z.# vz.vo-like

conditions.

If our  aim  is  to  understand  if resonance  (i.e.  the  intrinsic  frequency  preference  of

neurons)   contributes   to   the   selective   propagation   of  theta-frequency   activity   to

downstream cells and thus to the generation of the oscillatory activity observed in the

active  brain,  it  is  necessary  to  characterize  in  detail  the  synaptic  input that resonant

neurons process. Since the most characterized theta-resonant neurous from mammalian

brain,  pyranidal  neurons  from  CAl   hippocampus  and  stellate  cells  from  layer  11

entorhinal cortex, belong to multisensory processing brain regions, the precise temporal

188



structure of their synaptic inputs is unknown. This problem is overcome at some point in

the case of resonant neurons from ACo, region that is an integral part of the olfactory

circuit and receives rhythmic synaptic activity from 08 afferents.

Given that resonance is a resistive property it is expected that resonant neurons that have

high input resistance (Rz.„) will favor the impact of resonance under z.72 vz.fro and I.7! vz.vo-

1ike  conditions.  For this  reason we  decided  to  use resonant neurons  from ACo  as  a

model   system.   Since   those   neurons   where   poorly   characterized   we   also   used

hippocampal CAl pyramidal neurons as a reference, considering that they are a widely

described cell type and that they present significantly lower A,.„.

The importance and convenience of the characterization of a new group of theta-

resonant cells,  with the  aforementioned advantages  of ACo  neurons,  is  that this  may

allow to shed light to the question about how conserved are theta-resonant neurons in the

mammalian brain, how effective and general is the translation of subthreshold frequency

preference  to  spiking regime  and  what  is  the  underlying mechanism.  Finally,  a very

relevant point is to assess the impact of theta-resonance under I.# vz.vo-like conditions for

the different cell types.

Since a detailed discussion of each of the objectives was given in the different chapters

included  in  the  result  section,  here  we  will  discuss  the  general  insights  that  were

developed after addressing the question exposed above.

4.1 How general are properties of theta-resonant neurons?

The similarities in morphology and intrinsic properties between CAl pyramidal neurons

and entorhinal stellate cells, and also in the mechanism behind theta-resonance with both
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neurons expressing Jh and JM, make attractive the idea to generalize and speculate that all

theta-resonant  neurons  share  those  properties.   Our  study  of  the  ionic  mechanism

implemented in ACo resonant neurons showed it is mainly based on Jh (Fig. 4, 5A). We

also observed the presence of JM in some neurons (Fig. 58), but this was not a consistent

characteristic across all resonant cells, in contrast to what has been described for CAI

pyramidal  neurons  (Halliwell  and  Adams,   1982;  Hu  et  al.,  2002),  results  that  we

corroborated (Fig. 21). This variability in the presence of resonant current has also been

observed in stellate cells from entorhinal cortex (Boehlen et al., 2013), thus showing that

the constancy in the expression of both resonant currents is representative only of CAI

pyramidal neurons.

In terms of the relative abundance of resonant neurons in their respective cortical layer

we found that the ACo neurons that display strong resonance (i.e. with a Q 21.1) where

around 30°/o, a value that agree with the first description of these neurons presented in

chapter 3.1  (Vera et al.,  2014),  and those recorded for the characterization of intrinsic

properties and morphology presented in chapter 3.2 (Fig.  8C).  Considering the 40% of

neurons classified in the mixed group (M), which contains resonant neurons with Q <

1.I and some misclassified non-resonant neurons, the whole proportion of resonant cells

is less than a 70°/o. For their part, CAl hippocampal neurons represent near 80% of I.ayer

11 neurons (Amaral and Lavenex, 2007) and stellate resonant cells comprise a 65°/o of

layer 11 entorhinal neurons (Klink and Alonso,  1997).  In the case of stellate and CAl

neurons, the number given corresponds to neurons identified as belonging to that cell

type. However, in the case of ACo neurons, that number is only based on Q value and

190



being possible that those resonant neurons coITespond to different cell types, thus those

nunnbers are not comparable.

Regarding    their   morphology    and    electrophysiological   properties   ACo    neurons

drastically break the idea of a general resonant cell type, showing a complete different

set of features.  Actually,  considering the input-output curve,  spike  threshold  and cell

morphology,  it  was  not  possible  to  differentiate  resonant  from  non-resonant  ACo

neurons (Figs. 9 and 12). Given that scenario we could not define ACo resonant neurons

as a defined cell type, at least at the level that CAl pyramidal and stellate cells do. The

most remarkable  difference  of ACo resonant neurons  is their lack of stereotyped  cell

morphology (Fig.  12), that in fact extends to all neurons from ACo. The absence of one

archetypal cell morphology also applies to non-resonant neurons, showing that is not a

particular feature of resonant cells.

Despite  the  fact  that  characterization  of  intrinsic  and  morphological  properties  of

resonant neurons from ACo did not allow to define them as a particular cell type, they

do show a differentiation from CAl pyramidal neurons.

4.2 Resonant neurons translate their frequency preference to spiking regime using

different mechanisms.

We found that resonant neurons  from CAl  hippocampus  and ACo  are able to

effectively translate their subthreshold frequency preference to  a  spiking regime,  but

using   completely   different   mechanisms.   Based   on   current-   and   voltage-clamp

experiments, we propose that ACo neurons rely on Jh and JNap to filter low frequency
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oscillations and reach action potential threshold at the preferred frequency (Figs. 3, 5A

and 6).

In the case of hippocampal CAl  neurons we describe a complete different mechanism

for selective spiking at the preferred frequency. Since these neurons have a low A,.„ the

amount of Jh recruited under moderate oscillations produces only a minor attenuation of

membrane potential responses with a negligible filtering at potential near threshold. We

found that these neurons have an intrinsic mechanism that controls their perithreshold

behavior based on the  relative  contribution  of JNap  and JM  (Fig.  23  and 24).  If JNap  is

larger than JM, neurons are not selective for theta frequency stimulation and respond with

higher firing probability at lower frequencies. However, if from the previous condition

JNan  is reduced  or JM  is  increased,  CAl  pyramidal  neurons  that  display non-resonant

behavior  can  switch  to  an JM-dependent  resonant performance,  displaying  band-pass

filtering properties at perithreshold potentials and thus affecting spiking probability.

These results show that these two types of resonant neurons do translate their frequency

preference to spiking regime, but using completely different strategies, one based on Jh

and the other on JM.

4.3  The impact of theta-resonance under i.72  vz.tJo-like  conditions  and the effect of

changes in A,.„.

By means of an RLC circuit we showed that the variation in A,.„ of resonant neurons in

the high-conductance state observed in an active brain should produce a modulation of

neuronal  resonance,  changing the peak frequency,  resonance  strength and phase  shift

(Fig. 25). More important, the range of modulation matches the whole theta-frequency
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range.   Since   in  the   equivalent  RLC   circuit  the  inductive  branch  represents   any

resonance-generating current, the prediction does not distinguish between the particular

involved cunent, thus it is applicable to Jh-resonance that translate frequency selectivity

to   spiking  in  ACo  neurons,   and  also  to  JM-resonance   involved  in  the   switching

perithreshold   behavior   of   CAl   neurons.   Generally   speaking,   the   prediction   of

modulation of resonance applies to all forms of neuronal resonance.

We  then  corroborated  the  previous  prediction for Jh-resonance  of pyramidal  neurons

recorded at hypexpolarized potential.  We  conflrmed the  relationship  between A,.„  and

resonance,  which  indicates  that the predicted  modulatory phenomenon  occurs  in real

neurons and that the range of modulation is significant, as for the RLC model.

Since this modulation occurs at expenses of a j2,.„ drop, it follows that neurons with high

R#, (as ACo neurons) will have a larger range for R].„ variation and thus for changes in

the resonant paralneters,rfe, Q and ®, compared to neurons that have lower JZ,.„ as CAT

neurons. For the same reason, it is expected that in ACo neurous the intrinsic frequency

preference will have a higher functional impact than in hippocampal CAl neurons.

Remarkably, the comparative approach that we used showed us that this categorization

is true only at hypeapolarized potentials where JNap is not active ®elow -70 mv). When

neurous are depolarized towards perithreshold potentials, the region of interest where the

translation  of frequency  preference  is  expressed,  the  activation  of JNap  generates  an

amplifying effect, raising the impedance profile and its Q value. However, at least in the

case of ACo and CAl  pyramidal neurons, there is an extraordinary difference in the

magnitude of JNap conductance expressed at each neuron group.   CAl  neurons, while

193



displaying lower A,.„  have 5  times  more JNap than ACo neurons, with the  consequent

increase of peak impedance from near 50 MQ at -80 mv to near 200 MQ at -65 mv

(Fig.  21D,  G).  We  speculate  that  the  difference  in  jz,.„  at  ACo  and  CAl  pyramidal

neurons is  due to their respective neuronal  size.  The drop  in A,.„ as a consequence  of

more membrane and more leak charmels in larger neurons may also be accompanied by

higher JNap (if considering the sane charmel density). In this way, we propose that JNap

acts  as  a  compensatory  current  for perithreshold  excitability,  busting  impedance  and

increasing resonance strength in low /Nap resonant neurons.
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Chapter 5

CONCLUSION

Subthreshold   neuronal   resonance   represents   a   mechanism   of  intrinsic   fi-equency

preference,   which   selectively  translates   subthreshold  rhythmic   fluctuations   at  the

resonance frequency to a spiking regine. The intrinsic frequency preference is tunable

according to the levels of synaptic activity; thus it can contribute to the propagation and

stabilization of network rhythms.
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Supplementary figures
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Figure S1. Blockade of Ih-resonance and spikes confirms the lack of the Im-
dependent mechanism in an ACo neuron. A, ZAP-induced voltage traces at -89 and -
65 mv in control conditions (Q and/ji are 1.2 at 3.7 Hz and 1.4 at 2.9 Hz, respectively).
BO To evaluate the existence of Im-dependent resonance in this neuron, voltage traces
were recorded in the presence of TTX (to block spikes) and Cs+ (4 mM; to eliminate Ih-
dependent resonance). Subthreshold resonance was completely eliminated and it is
absent even at 43 mv where JM is supposed to be fully active (compare with Figure S2).
C and D, impedance profiles for traces in A and 8, respectively.
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Figure S2.  CAl  pyramidal neurons  display at strong Imrdependent resonance at
supra- threshold potentials in TTX. A, ZAP-induced voltage traces under TTX and
after the application of 10 mM XE991 to block KCNQ charmels, at -75 mv (A1) and at -
45 mv (A2). 8, impedance profiles for the recordings in (A) showing that resonance at
this   hypexpolarized  potential   is   not  affected  by  XE991   (81).   In   contrast,   at  the
suprathreshold   potential   (82)   application   of  the   KCNQ   blocker   confirmed   that
resonance relies completely on Im at this voltage.
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Figure  S3.  Protocol  for JM  recording  in  ACo  neuron  gives  no  XE991  sensitive
currents.  A-B  Voltage-clamp  protocol  consisted  in  a  family  of depolarizing  voltage
steps of 2 s of duration applied at control (A) and after the bath addition of 10 [IM of
XE991.   C The subtraction of current in A and 8 reveal no XE991  sensitive current. D
voltage vs current curve of traces isolated in C.
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Figure   S4.   Exploration   of  resonance  in   confirmed   semilunar  and  pyramidal
neurons  from   piriform   cortex.  A  Representative  molphology  of  semilunar  and
pyramidal  neurons  from  piriform  cortex  showing  a  typical  voltage  response  under
stimulation  with  squared  current pulses.  B-C  Electrophysiological  properties  of each
type of cell (n=10, avg ± sem). D Voltage responses under ZAP stimulation in each type
of cell showing lack of frequency preference in their average impedance profile (n=10,
av8 ± sem).
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