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DESARROLLO Y ANÁLISIS DE UNA METODOLOGÍA DE LOCALIZACIÓN PARA
FEMTO-SATÉLITES USANDO DOS CUBESATS EN EL ESPACIO

La reducción del tamaño, tiempo de desarrollo, y costo, ha facilitado la proliferación
de constelaciones de pequeños satélites. Un interés particular por estas constelaciones
está relacionado con medir el ambiente espacial. Los satélites requeridos para modelarlo
usualmente son del orden de los cientos. Hay una falta de mediciones en alturas bajo
los 380 km. Estas alturas requieren una gran cantidad de propelente para mantener un
satélite en órbita, haciendo que esta región sea infactible. Los femto-satélites, cuya masa es
menor a 100 g, pueden resolver este problema. En el laboratorio SPEL desarrollamos dos
CubeSats, SUCHAI-2 y SUCHAI-3. Este último transporta un femto-satélite, y necesitamos
estimar su posición para cada medición. Se propone un método para estimar la posición
del femto-satélite usando el TDOA y el AOA de sus balizas a los dos CubeSats. También se
demuestra que el desempeño del método de localización está directamemte relacionado
con la dirección de despliegue del femto-satélite y la geometría formada por los tres
satélites. El 84,6% de los escenarios simulados tienen un RMSE menor a 30 m. Mediante
un modelo dinámico de la órbita, se reduce el error de los demás casos de alrededor de
108 km a un máximo de 3,41 km.
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DEVELOPMENT AND ANALYSIS OF A LOCALIZATION METHODOLOGY FOR
FEMTO-SATELLITES USING TWO CUBESATS IN SPACE

The reduction in size, development time, and cost have facilitated the proliferation of
satellite constellations composed of miniaturized satellites. A particular interest in these
constellations is related to probing the space environment. The desired number of satellites
required for this usually falls in the hundreds. There is a lack of measurements at altitudes
below 380 km. These altitudes require significant propulsion to maintain large satellites,
making them unfeasible for that region. Femto-satellites, which have a mass of less
than 100 g, can solve this problem. At the Space and Planetary Exploration Laboratory
(SPEL), we developed two CubeSats, SUCHAI-2 and SUCHAI-3. The latter carries a
femto-satellite, and we need to estimate its position for each measurement. I propose a
method to estimate the femto-satellite position using its beacons’ TDOA and AOA at two
CubeSats. I also demonstrate that the performance of the localization method is directly
related to the femto-satellite’s direction of deployment and the geometry formed by the
three satellites. The 84.6% of the simulated scenarios have an RMSE of less than 30 m.
Using an orbit’s dynamic model, the error of the rest of the cases is reduced from around
108 km to a maximum of 3.41 km.
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1. Introduction

1.1 Motivation

Wireless localization schemes have been used for years to determine the position of a
target. One of the applications is the wireless sensor networks (WSNs) which consist of
sensors monitoring a region to measure some local quantity of interest. These networks
are used for event detection, exploration, and surveillance, among other applications [3].
To decrease the cost, only a few sensors are equipped with a GNSS receiver. The rest
of the sensors use this data to determine their position. This is done with range-based
methods such as Received Signal Strength (RSS) [3, 4, 5, 6, 7], Time Of Arrival (TOA)
[6, 7, 8], Time Difference Of Arrival (TDOA) [6, 7, 9, 10, 11, 12], Frequency Of Arrival
(FOA) [7], Frequency Difference Of Arrival (FDOA) [7], and Angle Of Arrival (AOA)
[3, 4, 5, 6, 7, 8, 10].

Wireless sensor networks on the ground have many limitations and sources of noise,
such as Non-Line-Of-sight (NLOS) scenarios, multipath, adverse weather conditions, and
co-channel interference, among many others. However, in space applications, there are
many advantages. Earth itself is the main obstacle to the Line-Of-Sight (LOS). There is no
multipath, and the International Telecommunication Union (ITU) regulates the satellite’s
frequencies to avoid interference as much as possible. The satellites are not affected
by the same weather conditions as the ground networks, like rain and thunderstorms.
There are other noise sources, such as solar flares, Coronal Mass Ejections (CMEs), and
the South Atlantic Anomaly (SAA), to name a few, that are detrimental to the satellite’s
communication and measurements.

Location estimation for satellites is relevant for many reasons, such as establishing
communication with the ground station(s), operating the payload (e.g., imaging over a
particular region), and orbital maneuvering, among many others. The location estimation
of satellites can be either passive or active. A passive solution requires no action from the
satellite to estimate its location. An example of localization systems with passive methods
are ground- and space-based (located in other satellites) radars or telescopes. North Amer-
ican Aerospace Defense Command (NORAD) continuously monitors all objects orbiting
the Earth with radar installations in the USA and Canada. Leolabs is a company that
focuses on the Low Earth Orbit (LEO) and uses phased-array radars to locate the satellites.
Neither NORAD nor Leolabs requires the satellite to have special hardware to obtain its
position. However, the satellite is unaware of its position unless it receives it. An active
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solution requires some action from the satellite to estimate its location. The Global Naviga-
tion Satellite System (GNSS) and Doppler Orbitography and Radiopositioning Integrated
by Satellite (DORIS) [13] are examples of active solutions. The GNSS relies on a satellite
network that sends continuous synchronized radio signals to a receiver in the spacecraft,
which estimates its location from the multiple received signals. In contrast, DORIS relies
on multiple measurements of the Doppler shift of signals sent from ground stations to
obtain an accurate estimation.

The reduction in size, time of development, and cost have facilitated the proliferation
of a new spectrum of space missions based on satellite constellations or swarms composed
of hundreds and even thousands of spacecraft. These spacecraft can be nano-satellites,
such as CubeSats, or even femto-satellites carried by CubeSats [14, 15]. The potential
applications of these constellations are varied, especially for science. Having multiple
sensors in space allows researchers to differentiate temporal changes from spatial ones
in the measurements. A particular type of mission where this number of spacecraft can
be relevant is related to probing the space environment to help understand the impact
solar activity has on the ionosphere and the high atmosphere (e.g., [16, 17, 18]) by using
miniaturized sensors in them (e.g., [16, 19]). The desired number of satellites required
to model the space dynamics usually falls in the hundreds. Moreover, there is a lack
of measurements at altitudes below 380 km, where significant propulsion is required to
maintain large satellites at those altitudes, making them unfeasible for that region. A
potential alternative is to use femto-satellites, which have a mass of less than 100 g. The
small size of this type of satellite allows an extremely low-cost development. Even if they
fall to earth fast, they are so inexpensive that it is more convenient to replace them than
using propulsion to keep them in orbit. Nevertheless, the complication of using these
miniaturized satellites for space weather applications is the requirement of the location
estimation of the satellites. In femto-satellites, it is possible to use Commercial-Off-The-
Shelf (COTS) components for every subsystem, except for the location system, which is
necessary for many space applications. Although a GNSS receiver is appropriate for a
CubeSat, it is not for a femto-satellite. A GNSS receiver with the license to operate in space
costs around USD 2000. This cost can be prohibitive for a constellation of thousands of
femto-satellites that might have an ephemeral operational life in space. Cost aside, the
power budget of a femto-satellite is not enough to handle the continuous operation of a
GNSS receiver [20].

In the Space and Planetary Exploration Laboratory (SPEL) at the University of Chile,
we are working on developing such types of missions, with a preliminary technology
demonstration that is inside one of the missions of the laboratory [21]. Preliminary,
we plan to deploy a femto-satellite version that contains a GPS to verify the position.
This version will carry a magnetometer and a miniaturized particle counter that was
tested in the SUCHAI-1 mission [22]. We will deploy the femto-satellite opportunistically
to increase the sensing points in the ionosphere/magnetosphere. This increase in the
sensing points allows us to study the dynamic evolution during a geomagnetic storm.
An ionospheric/magnetospheric anomalous activity usually lasts for a couple of days [23].
This duration requires the femto-satellite to operate for a few days. The experiment will
be with two 3U CubeSats, the SUCHAI-2 and SUCHAI-3 (Figure 1.1). Both CubeSats were
launched on April first, 2022 inside a Falcon 9 rocket. They were carried inside a D-orbit
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satellite carrier which put them in orbit. SUCHAI-3 will serve as the mother spacecraft of
the femto-satellite, carrying and deploying it at some moment once in orbit. The femto-
satellite will send the gathered data with a radio communication link to both CubeSats.
In this research, we simulate a similar scenario to study the feasibility of using the radio
links to estimate the location of a femto-satellite with only two CubeSats. This location
estimation combines the Time Difference Of Arrival (TDOA) with the Angle Of Arrival
(AOA) of the received signals.

Figure 1.1: Images of the SUCHAI-2 and -3 CubeSats during the integration process
together with part of the development team at the Space and Planetary Exploration Lab-
oratory (SPEL). These CubeSats were launched on April first, 2022. They carry magne-
tometers and an S-band communication system to receive the data from a femto-satellite.
The femto-satellite also has a magnetometer, and it will be carried and deployed by the
SUCHAI-3 CubeSat. I am studying the feasibility of estimating the location of a radio
source (femto-satellite) in a concrete scenario, in low earth orbit where there are only two
CubeSats available to estimate the location of a femto-satellite.

The TDOA method has been used for drone detection and localization [24], in storehouse
environments [25], IoT [26] and by mobile users [27]. This method has also been used on
larger satellites, using it to localize a satellite from the ground [28], as well as from other
satellites in space [29]. The AOA method uses an antenna array to know the yaw (azimuth)
and pitch (elevation) of the received signal. Placing the antennas in a square array [30]
allows for estimating both yaw and pitch instead of just one angle. A target can send a
signal to multiple receivers with antenna arrays. The angles measured at the receivers with
known locations provide the target position. This method has been used mostly on the
ground for wireless sensor networks [3]. There is also research for the 5G cellular system,
which uses antenna arrays in the stations, suggesting the possibility of locating a phone
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using the AOA with multiple transmission-reception points [31]. A work even suggested
using two satellites to passively locate an object on the surface of the Earth using TDOA,
Frequency Difference Of Arrival (FDOA), and AOA measurements [32]. Figure 1.2 shows
our implementation of an antenna array.

Figure 1.2: We developed an antenna array able to fit in one face of the CubeSat. This
figure shows a four-antenna array located at the side of the satellite, with the gate of
the femto-satellite deployment system in the middle. We will deploy the femto-satellite
through this gate made of Windform.

I based my work on Yin et al. [33] localization method. Yin et al. estimated the
location of a source using two stations in fixed and well-known positions. My work
studies the accuracy of this method when the stations are moving and have uncertainty
in their positions. I study the performance of this method in the context of space. In
this context, the stations are now CubeSats separated by 30 km and moving in a polar
orbit. The position of these CubeSats is changing but is also affected by the accuracy of
the onboard GNSS receivers. The source is a femto-satellite deployed from one of the
CubeSats at a certain speed and direction (which I will determine in the next sections).
I evaluate if different positions and directions of deployment change the performance of
the localization method. The simulation of the deployment direction considers that the
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Attitude Determination and Control System (ADCS) is not perfect. The CubeSats combine
range-based (TDOA) and angle-based (AOA) localization methods to estimate the femto-
satellite position through the communication link. Each CubeSat is assumed to carry an
antenna array, an ADCS, and a GNSS receiver. In my study, the femto-satellite transmits
a beacon to the CubeSats, and the CubeSats then measure the beacon TDOA and AOA
using antenna arrays. These CubeSats relay this information to the ground station, which
combines it to estimate the femto-satellite position. I study the effect on the Cramér–
Rao Bound (CRB) and the Root-Mean-Square Error (RMSE) of the femto-satellite location
for different deployment directions, CubeSats location, and attitude determination and
control precision. To evaluate the location precision, I developed a simulation tool that
emulates the orbit of the satellites using the SGP4 model [34]. This simulation tool was
developed in Python and made available to the community as an open-source tool. It is
hosted in the SPEL’s GitHub site at the following link (last accessed on February 23rd,
2023): https://github.com/spel-uchile/Pypredict.

Figure 1.3: This is a picture of the femto-satellite FE1. The FE1 is currently inside
the SUCHAI-3. It has a mass of 51 g and carries a PNI RM3100 magnetometer, an
MCP9808 temperature sensor, a 1000 mAh battery, an nRF24L01+ S-band transceiver,
and a SAMD21E microcontroller. We use the temperature sensor to calibrate the mag-
netometer’s measurements. The gate of the Femto-satellite Orbital Deployer (FOD) is
closing the switch, which prevents the femto-satellite from turning on before time. When
the FOD’s gate is opened, the femto-satellite will turn on and take some measurements to
later send them to the SUCHAI-3. The SUCHAI-2 can also receive data from FE1.
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1.2 Hypothesis

H1 The position of a femto-satellite can be estimated using only two CubeSats
with GNSS receivers, antenna arrays, and a communication link with the
femto-satellite.

H2 The position estimation error varies at least one order of magnitude depending
on the direction of deployment of the femto-satellite, the position of deployment,
and the accuracy of the mother-CubeSat’s ADCS.

H3 There are situations when the position estimation error can be reduced by at
least two orders of magnitude using a dynamic model of the orbit instead of
the measurements.

1.3 Objectives

1.3.1 General objectives

To simulate the position estimation of a femto-satellite using two CubeSats in Low Earth
Orbit (LEO). The results of this research, together with the derived software will be open
for the small-satellite community to use and improve.

1.3.2 Specific objectives

The following objectives are the necessary steps to accomplish the general goal.

• To simulate a localization system in which a femto-satellite sends a signal to two
CubeSats. The CubeSats will estimate the femto-satellite’s position using the Time
Difference Of Arrival (TDOA) and Angle Of Arrival (AOA) methods. This local-
ization system must consider the accuracy of the GNSS receivers and the antenna
arrays.
• To evaluate the performance of this system in terms of accuracy for different deploy-

ment directions and positions and ADCS accuracies. This evaluation must include
the simulation of a complete orbit starting three days after the deployment of the
femto-satellite.
• To improve the performance of the localization system using a dynamic model of the

femto-satellite’s orbit when the uncertainty of the measurements increases.

1.4 Contributions

The main contributions of my Thesis to the state-of-the-art and the small-satellite commu-
nity are the following:

• The development of an open-source orbit propagator that uses the TLE set and the
SGP4 method to display the position of multiple satellites for a given time. It also
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displays the day/night terminator, the satellite coverage, and the ground track, and
it can be used to simulate the deployment of a satellite from another one.
• I demonstrate with simulations that it is possible to estimate the position of a femto-

satellite using only two CubeSats and the communication link between them.
• To simulate the deployment of a femto-satellite from a CubeSat and to show which

deployment direction allows us to perform better for the AOA and TDOA localization
methods.
• It improves the position estimation with an orbit model when the uncertainty of the

measurements increases the position error over two kilometers.
• I published this work in the journal Remote Sensing (https://doi.org/10.3390/
rs14051101) titled: ”A Femto-Satellite Localization Method Based on TDOA and AOA
Using Two CubeSats” [35].
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2. State of the art

2.1 Satellite navigation

The first artificial Earth satellite, Sputnik 1, was launched on 4 October 1957 by the Soviet
Union. Three days later, Dr. William H. Guier and Dr. George C. Weiffenbach calculated
its orbit using the Doppler shift as a proof of concept. They published this method
applied to the first satellite launched by the US, called Explorer 1, in 1958 [36]. After this,
Dr. Frank T. McClure asked them if they could solve the inverse problem: to locate an
object using satellites. A year later, they laid the foundations for a project called Transit
[37]. This project was used to provide navigation for the US Navy using satellite radio
navigation. Transit demonstrated that a space system could enable a ground receiver to
estimate its position in 2D using the satellite’s Doppler shift. This system entered the
Naval service in 1964, and it was made available to the general public in 1967 until 1996
when it was retired. Another project, called Timation, was developed by the US Naval
Research Laboratory (NRL) to test the feasibility of placing highly accurate clocks into
orbit, aiming for worldwide coverage [38]. The first Timation satellite was launched on 31
May 1967. In 1963, the Air Force Space Systems Division started a classified project called
621B for a space-based navigation system. In 1973, the Timation program was merged
with the 621B project, and the last two Timation satellites were redesignated as NTS-1 and
NTS-2, the prototypes for the Global Positioning System (GPS) [39, 40].

A system that uses satellites for geospatial positioning is called a satellite navigation
system or satnav. These systems provide Positioning, Navigation, and Timing (PNT)
service. Some systems cover a particular region, like Japan’s Quasi-Zenith Satellite System
(QZSS) [41] and the Indian Regional Navigation Satellite System (IRNSS) [42], and others
that are available around the Earth called Global Navigation Satellite Systems (GNSS).
There are four GNSS: The GPS, GLONASS, Beidou, and Galileo.

2.1.1 Global Positioning System (GPS)

The GPS is a constellation of at least 24 satellites (31 currently [43]) in six different orbital
planes, equipped with very stable atomic clocks. They fly in Medium Earth Orbit (MEO)
at an altitude of approximately 20,200 km. The latest Space Vehicle (SV), GPS III SV06,
was launched on January 18th, 2023 aboard a SpaceX Falcon 9 rocket. All satellites
broadcast at the same frequencies, encoding signals using unique Code-Division Multiple
Access (CDMA) so receivers can distinguish individual satellites from each other. Each
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SV continuously broadcasts in different RF links called L1 (1575,42 MHz), L2 (1227,60
MHz), and L5 (1176,45 MHz). In each RF link, the SV transmits the modulo-2 addition of
a Pseudo-Random Noise (PRN) ranging code with the navigation data D(t).

1 0 0 1 0 1

0 0 1 0 0 1 0 1 1 1 0 1 0 0 1 1 0 1

1 1 0 0 0 1 0 1 1 0 1 0 0 0 1 0 1 0

Navigation
Message Data
C/A Code (PRN)
PRN Modulated
Data
L1 Carrier Wave
BPSK

Figure 2.1: This example shows the BPSK modulation of the modulo-2 addition of the
navigation data with the C/A code. The blue line shows the navigation data. This data
contains the SV ephemerides, system time, SV clock behavior, and other information. The
orange line is the C/A code used only by that SV at that moment. The green line is the
modulo-2 addition of the navigation data and the C/A code. The red line is the carrier
wave, and the purple line is the BPSK signal containing the information of the green line.

The PRN ranging code is a sequence of zeros and ones different for each satellite, and the
receiver knows it. Originally, there were only three PRN ranging codes being transmitted:
The Precision (P) code, which is the principal navigation ranging code at a chipping rate
of 10.23 Mbps; The Y code, which is used instead of the P-code for the anti-spoofing mode;
and the Coarse/Acquisition (C/A) code at a chipping rate of 1023 kbps. The C/A code is the
civil ranging signal, and it is also used to acquire the P or Y code (denoted as P(Y)). There
are multiple generations of SVs, and they are divided by blocks. The Blocks IIR-M, IIF, and
future blocks transmit two additional PRN ranging codes. They are the L2 Civil-Moderate
(L2 CM) code and the L2 Civil-Long (L2 CL) code, both at 511.5 kbps [44]. The legacy
navigation data includes the SV ephemerides, system time, SV clock behavior data, status
messages, and C/A to P (or Y) code handover information at 50 bps.

Multiple factors can degrade the performance of a GPS receiver. Some of them are
satellite clock errors, ionospheric effects, multipath, and ephemeris errors. Dual-frequency
GPS receivers can reduce the effects of the ionosphere in position estimation. An accuracy
assessment of dual frequency receivers for aircraft obtained an accuracy of less than 3.4 m
in the geocentric XYZ coordinates in 2020 [45].
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SV Blocks L1 L2

In-Phase Quadrature-Phase In-Phase Quadrature-Phase

P(Y) ⊕ D(t)
or

Block IIR P(Y) ⊕ D(t) C/A ⊕ D(t) P(Y) Not Applicable
or

C/A ⊕ D(t)

L2 CM ⊕ Dc(t) with L2 CL
Block IIR-M/IIF P(Y) ⊕ D(t) or

and P(Y) ⊕ D(t) C/A ⊕ D(t) or C/A ⊕ D(t)
GPS III/IIIF P(Y) or

C/A

Table 2.1: This table shows some of the codes used in L1 and L2 links. The D(t) is the
navigation data at 50 bps, and Dc(t) is the navigation data at 25 bps with Forward Error
Correction (FEC) encoding resulting in 50 sps.

2.1.2 GLONASS

The GLONASS constellation has 24 satellites in operation and one in the commissioning
phase. These satellites are in three orbital planes inclined at 64.8◦ to the equator. They
have a roughly circular orbit with an altitude of 19,100 km. Like the GPS constellation, it
uses the Direct-Sequence Spread Spectrum (DSSS) and BPSK modulation. Traditionally,
GLONASS uses the Frequency Division Multiple Access (FDMA) techniques, but as part
of its modernization, it also uses the CDMA technique [46].

2.1.3 BeiDou

The BeiDou constellation has 44 operational satellites. Seven are in Geostationary Orbit
(GEO), 10 in 55◦ inclined geosynchronous orbits, and 27 in MEO divided into three planes.
It uses the CDMA principle like other GNSS constellations. BeiDou also has public and
military positioning services. All BeiDou satellites have laser retro-reflector arrays for
high-precision range measurements. [47, 48].

2.1.4 Galileo

The Galileo constellation has 24 satellites in three orbital planes inclined at an angle of 56◦

to the equator. Three independent CDMA signals, named E5, E6, and E1, are permanently
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transmitted by all Galileo satellites. The E5 signal is subdivided into two signals denoted
E5a and E5b [49].

2.1.5 Challenges for space-borne GNSS receivers

There are multiple low-cost GNSS receivers for ground applications, such as smartphones,
tablets, and vehicle GNSS units. The GNSS receivers for space missions need to perform
at speeds of at least 7,5 km/s, which increases the Doppler shift and demands an increased
dynamic range in signal power due to the variations in the distance to the GNSS satellites.
Like any device sold for satellite applications, the space-borne GNSS receivers require
thorough tests to ensure they will function during the entire spacecraft mission. Some
of the tests are the radiation test, the thermo-vacuum test, and the vibration test. There
are some restrictions on the export of these devices due to the risk of being used for
intercontinental ballistic missile-like applications. For this restriction, it is necessary to pay
a license to operate in space. All these reasons increase the cost and power consumption
of these receivers.

Item TRH-G2 NSS GPS NanoSense GPS GPSRM 1
Accuracy [m] - < 10.0 1.5 1.5

Power consumption [W] > 1.0 > 1.0 > 1.3 > 0.9
Price [US$] > 1800 - - > 10,485

Mass [g] > 14 < 130 > 31 109
Dimensions [mm] 84 x 29 x 11 96 x 91 x 18 46 x 72 x 11 96 x 90 x 18

Table 2.2: This table has some space-grade GNSS receivers for nano-satellites or smaller
ones. The NSS GPS and the GPSRM 1 have the PC/104 form factor. The NanoSense GPS
needs to be mounted on another PCB. That PCB also uses the PC/104 standard. Only the
TRH-G2 could fit in a femto-satellite, but its cost and power consumption are too high for
continuous operation.

Most of the smaller GNSS receivers for space applications are intended for CubeSats.
One of the most widely used PCB standards for CubeSats is the PC/104. This standard
has a form factor of around 90 mm x 96 mm. The boards that follow this standard connect
with each other electrically using a male-to-female connector, one on top of the other.
These boards also have four mounting holes, one in each corner of the PCB. The PCBs
are secured in place with stack rods and separators between boards. This design works
well for CubeSats, but the size is too big for a femto-satellite. Commercially available
CubeSat structures can not deploy a femto-satellite with the PC/104 form factor due to the
mechanical conflict between the board, the satellite structure, and the stack rods. For these
reasons, a GNSS device for CubeSats is not compatible with a femto-satellite.
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2.2 Orbit propagation

2.2.1 Orbital elements

The orbit of a satellite can be described using Cartesian coordinates. For example, using
the Earth-Centered Inertial (ECI) coordinate frame to describe six elements: position and
velocity in three axes. Another way to describe an orbit is by using six Keplerian elements.
These elements, also known as orbital elements, describe a non-inertial trajectory of a body
around another body with more mass.

• Eccentricity (e): Describes how elongated is the shape of the orbit compared to a
circle.

• Semimajor axis (a): This distance can be obtained by adding the periapsis with the
apoapsis and dividing them by two.

• Inclination (i): The angular momentum vector h is normal to the plane of the orbit.
The inclination is the angle between this vector and the positive Z axis.

• Right Ascension of the Ascending Node (Ω): The node line vectorN extends outward
from the origin through the ascending node. The angle between the X axis and N
is Ω.

• Argument of the perigee (ω): It is the angle formed by the Node line vector and the
eccentricity vector.

• True anomaly (ν, θ or f ): It is an angle between the direction of the periapsis and the
position of the satellite in the orbit.

2.2.2 Simplified General Perturbations-4 model (SGP4)

The Simplified General Perturbations-4 model (SGP4) is used to propagate and calculate
the orbital elements of satellites and space debris. It considers the effect of orbital perturba-
tions like the atmospheric drag, the effects of the Earth’s oblateness, and the gravitational
perturbations of the sun and the moon [34]. The SGP4 was merged with the SDP4 model
to include deep space perturbations. The input for this model is a Two Line Element set
(TLE) frequently published by NORAD.

2.2.3 Two Line Element set (TLE)

The Two-Line Element sets (TLE) are the more widely used source of data to obtain the
position of the orbiting satellites. It consists of two 69-character lines of data provided
by NORAD, that describe the orbit of a satellite. It includes orbital elements such as
the inclination, the Right Ascension of the Ascending Node (RAAN), the eccentricity, the
argument of the perigee, the mean anomaly, and the mean motion, which are necessary to
determine a satellite’s position and velocity at a given time. This data is propagated using
the SGP4 model. The error of this model increases several kilometers a day [50, 51]. There
have been some proposals to improve the orbit prediction accuracy of the SGP4 model
[50, 52], but require a model of the propagation error or previous historical data which is
not always available. There is also research on improving the position estimation of the
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SGP4 model using GPS data [53, 54]. Since the power generation of the femto-satellites is
limited, it is relevant to seek another way to measure its position.

Table 2.3: This is the TLE of the International Space Station (ISS), obtained on February
17th, 2023, from https://celestrak.org/.
1 25544U 98067A 23048.35037287 .00023514 00000+0 41609-3 0 9999
2 25544 51.6397 202.0987 0009448 359.4932 192.9698 15.50140668383207

2.3 Range-based and angle-based localization methods

Range-based and angle-based localization systems can replace the need for a GNSS device.
These systems, such as TDOA and AOA, can be used simultaneously to improve position
estimation. Inter-satellite communication and ranging have been studied for CubeSats.
Range-based methods have been proposed, such as RSS, TOA and two-way ranging (TWR)
[55]. A Software Defined Radio (SDR) has been used with RSS and TWR for a collision
detection system [56].

Many range-based and angle-based localization techniques have been developed. For
example, the Received Signal Strength (RSS) method measures the power of a signal sent
from an unknown location. The range between the known location and the transmitter is
calculated using the Friis equation. This equation forms a circle around the known location.
The radius of this circle is the range, and the perimeter is the target’s possible location. An
intersection of the formed circles can be found with multiple known locations, narrowing
the target’s location. The RSS system is easy to implement but requires an omnidirectional
radiation pattern. If this is not the case, it can increase the errors in the estimations. It also
does not perform well on long-range scenarios [1]. A better alternative is to use the Time
Difference Of Arrival combined with the Angle Of Arrival (AOA) method.

2.3.1 Time Difference Of Arrival (TDOA)

The TDOA method works by calculating the difference in time between signals sent from
known locations. The differences in time are transformed into differences in distance
(equation 2.4). These differences in distance outline hyperbolas in 2D and hyperboloids in
3D. The hyperbolas or hyperboloids are the possible locations of the target. The intersection
between the hyperboloids indicates the target’s location [57]. This intersection can be
calculated in terms of the distance between the target and one of the references. Chan did
an example in 2D [9], but a 3D expression can also be obtained (see equation 2.1). I can
calculate the distance r1 using the squared definition of the distance between the reference
and the target in equation 2.3. This equation is quadratic and returns two solutions for r1,
in which usually one of them can be discarded for being negative. With this result, I can
obtain the position of the target.
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Ci = x2
i + y2

i + z2
i (2.2)

r2
i = (xi − x)2 + (yi − y)2 + (zi − z)2 (2.3)

τi,1 = ri − r1 = c · (ti − t1) (2.4)

Figure 2.2: The TDOA method consists of obtaining time differences between the arrival of
signals sent from different known positions. These time differences translate into distance
differences that form hyperbolas or hyperboloids. The intersection of these hyperbolas
or hyperboloids is where the target is located. In space, this method can be used with
satellites equipped with GNSS receivers used as references and femto-satellites as targets.

There are three main sources of error in TDOA studied in the literature: Clock synchro-
nization, non-line-of-sight (NLOS), and measurement errors of the references [26]. This
method does not require synchronization between the target and the CubeSats, but the
CubeSats need to be synchronized with each other. It has been reported that using GPS
receivers, there is a minimum achievable synchronization offset of 200 ns [58]. In orbit,
the only obstacle is our planet, so we can assume we have LOS for our purposes and that
there is no multipath. Current space-grade GNSS receivers for CubeSats offer accuracy of
less than 10 m (table 2.2). Liu et al. used a more conservative 20 m Gaussian noise for their
simulation example using GPS receivers, the SGP4 model, and an epoch state Kalman
filter [53].
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Figure 2.2 shows an example with four CubeSats as references and a femto-satellite as
a target. With four CubeSats, it is possible to obtain the target’s position [9]. There are
some occasions where there may be two solutions. The solution for these cases is to add a
restriction using the previous location of the target.

The TDOA method has been used for drone detection and localization [24], in storehouse
environments [25], IoT [26] and mobile users [27]. There are also many applications for
satellites. Some of them use TDOA to localize a satellite from the ground [28] or from
other satellites [29].

2.3.2 Angle Of Arrival (AOA)

The AOA method requires an antenna array to know the azimuth and the elevation of a
received signal. Figure 2.3 shows a linear antenna array, with M antennas spaced with a
distance d. Assuming that the array is in the far field, the received signal will be planar. If
the signal arrives at an angle θ, the m-th antenna will receive it with a time delay or a phase
delay compared to the first antenna. The time delay would be of (m− 1)d sin(θ)/c seconds
and the phase delay of (m − 1)ωcd sin(θ)/c, where c is the propagation speed and ωc is the
carrier wave frequency. With this configuration, only one angle can be determined. There
are other configurations, such as placing the antennas in a square array [30], which allow
estimating two angles, azimuth θm and elevation φm, instead of just one. A target with
unknown position u = [ux,uy,uz]T can send a signal to multiple receivers or observation
stations with antenna arrays sm = [sx,m, sy,m, sz,m]T. The angles measured at the receivers
with known locations provide the target’s position.

[
θm

φm

]
=

[
atan2(uy − sy,m,ux − sx,m)

atan2(uz − sz,m,
√

(ux − sx,m)2 + (uy − sy,m)2)

]
(2.5)

The main sources of error in this method are the position error of the arrays, which is
related to the accuracy of the GNSS receivers, and the attitude determination error of the
CubeSats. This method does not need clock synchronization [1]. It is also worth noticing
that the further the distance to the target, the greater the position estimation error. At least
two receivers are needed to estimate the position of a target in three dimensions (3D) [59].
It is common to have more than two receivers or to combine this method with another one
to improve the estimation. There have been implementations of hybrid models combining
AOA with RSS [3, 5], AOA with TDOA and RSS [6], and AOA with TDOA and FDOA
[32] to name a few. For this work, I will focus on AOA with TDOA. A 2D method for
AOA with TDOA has been developed for wireless communication systems [27], and a 3D
method in the presence of sensor errors [10]. Yin et al. proposed a closed-form solution
method in 3D using only two receivers [33]. This method is relevant to my research since I
can apply this method using two CubeSats only. I will need to consider the requirements
and constraints that happen in the space environment and satellite applications.

15



r1 r2 rM

. . .
d

θi

d sinθi

(M − 1)d sinθi

Wavefront
signal
Si(t)

Figure 2.3: This diagram is a linear antenna array with M antennas spaced evenly at
a distance of d. The signal arrives at an angle θi, traveling different distances to each
antenna. These distances create a time delay or a phase delay between the antennas [1].
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Figure 2.4: In this picture, the stations s1 and s2 receive a signal sent from the target u. The
stations use their antenna arrays to obtain the azimuth θm and elevation φm of the target.
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2.3.3 A combination of AOA with TDOA

As mentioned before, the TDOA method requires four receivers with known positions
to estimate the location of a target in 3D. The AOA method can estimate the target’s
location with just two receivers. It is common to use a third receiver or a combination of
multiple methods to improve the estimation. In [60] three receivers were used to estimate
the position with UWB systems. However, [33] proposed a closed-form solution method
using two stations or references, combining two AOA pairs (θm, φm) and one TDOA. This
research was intended for ground applications, using stations at fixed positions. For this
reason, they simulated elevation angles of φm ∈ (−π/2, π/2) and azimuth θm ∈ (0, π/2). I
based my work on this research because that solution can attain the Cramér-Rao bound
(CRB) using only two stations and the TDOA and AOA methods. Other solutions involve
at least three stations [60], or more methods than just TDOA with AOA [6, 32] or in just
2D [61].

The measurement model in vector form is:

κ̂ = κ + ε, (2.6)

where κ̂ = [τ̂2,1, κ̂T
1 , κ̂

T
2 ]T ∈ R5 is the measurement vector, and the real vector is given by

κ = [τ2,1,κT
1 ,κ

T
2 ]T ∈ R5 whose elements are related to the source position by equations 2.4

and 2.5, with

κm =

[
θm

φm

]
, m = 1, 2. (2.7)

The localization geometry (see Fig. 2.4) shows that

u − sm = rmbm, m = 1, 2, (2.8)

where bm =
[
cosφm cosθm, cosφm sinθm, sinφm

]T ∈ R3 is the unit vector of the actual
source location with respect to the mth station.

LetGm ∈ R3x2 be

Gm =




sinθm sinφm cosθm

− cosθm sinφm sinθm

0 − cosφm


 , m = 1, 2. (2.9)

LetG ∈ R3x5 be
G = [2(b2 − b1),G1,G2] (2.10)
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Let h ∈ R5 be

h =
[
(b2 − b1)T(s1 + s2 − τ21b1), sT

1G1, s
T
2G2

]T
(2.11)

From [33] we obtain:

ĥ ≈ ĜTu + Tε, (2.12)

where ĥ, Ĝ have the measurements values,

T =



−(b2 − b1)Tb1 r1b

T
2L1 −r2b

T
1L2

02 T1 02x2

02 02x2 T2


 , (2.13)

Lm =



− cosφm sinθm − sinφm cosθm

cosφm cosθm − sinφm sinθm

0 cosφm


 , (2.14)

Tm = −rm

[
cosφm 0

0 1

]
(2.15)

It follows from 2.6 that Tε in 2.12 is zero-mean Gaussian with the covariance matrix
W = TQT T. As a result, the weighted LS estimate of u is:

û =
(
ĜW −1ĜT

)−1
ĜW −1ĥ−1 (2.16)

The matrixW is not known in practice since it depends on the unknown position. The
solution to this problem is to initiate the algorithm with W as the identity matrix and to
do up to two repetitions to obtain the position estimation.

2.4 Position localization beyond the Earth

The Deep Space Network (DSN) is a network of multiple ground stations owned by the
US for NASA’s interplanetary missions. These ground stations are in different parts of the
world. The DSN has been operational since 1963 to uplink, downlink, and track deep-
space spacecraft. The number of satellites supported by the DSN has been increasing,
especially small satellites. This increment in satellites makes it hard to meet the needs
of all of them [62]. The following are the latest position estimation methods that do not
require the aid of the DSN and can support interplanetary missions.
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2.4.1 X-ray Pulsar Navigation (XNAV)

Neutron stars, called pulsars, are rotating stars with high magnetic fields that emit elec-
tromagnetic radiation through their magnetic poles. Due to their rotation and radiation
emission, we see them as pulsating radio sources, similar to how the lighthouses work
in visible light. The first observation of these pulsating phenomena was reported in 1964
[63] by the radio astronomer Dr. Antony Hewish. He discovered the Pulsars by chance
when he was studying quasars in Cambridge [64]. Dr. Hewish said the pulses were so
regular that they could be used as clocks. In 1974, Downs proposed using pulsars for
interplanetary navigation [65]. In 1991, Dr. Joseph H. Taylor demonstrated that a special
class of pulsars, called MilliSecond Pulsars (MSPs) have fractional stabilities comparable
to those of the best atomic clocks [66]. Like in the case of stars, there is a pulsar catalog
with the information of their names, positions, magnitudes, pulse frequencies, and pulse
width, among other parameters [67].

The China Academy of Space Technology (CAST) designed and developed the first
pulsar navigation mission called XPNAV-1. It is a 270 kg satellite launched on November
10, 2016, in LEO orbit. It successfully validated its capability of observing X-ray pulsars
[68]. In June 2017 NASA installed aboard the ISS the Neutron Star Interior Composition
Explorer (NICER). It is comprised of an array of 56 Silicon Drift Detectors with an effective
area of 2000 cm2 in total. This instrument provides high-precision measurements of Pulsars
in the soft X-ray band. The NICER mission was enhanced with the Station Explorer for
X-ray Timing and Navigation Technology (SEXTANT) technology demonstration. The
goal of SEXTANT was to demonstrate real-time, on-board X-ray pulsar navigation using
MSPs [69]. It collects X-ray photon events time, accurate to 100 ns (RMS). These events are
processed using a Maximum Likelihood (ML) estimator, yielding estimates of pulse phase
and frequency [70] which is used to calculate the position of the spacecraft. It achieved a
Root-Sum-Squared (RSS) error of less than 10 km in-orbit once converged, using highly
accurate timestamps from the NICER GPS receiver [71, 72]. The Insight-Hard X-ray
Modulation Telescope (Insight-HXMT) satellite was launched in 2017 and conducted an
in-orbit demonstration of XNAV. It used a new method called Significance Enhancement
of Pulse-profile with Orbit-dynamics (SEPO) which needs only one pulsar and combines
the significance analysis of the pulse profile and orbit dynamics. With this method, they
obtained position estimations within 10 km (3σ) and a velocity within 10 m/s (3σ) [73].

2.4.2 Star trackers used in position estimation

Star trackers are commonly used for attitude determination. Some researchers are ex-
ploring the idea of using star trackers for position estimation. Dr. Karimi proposed
an interplanetary autonomous navigation system using a star tracker pointing to visible
planets with an EKF in 2015 [74]. A new weighted least-squares single-point position es-
timation was proposed for the same scenario in 2017 [75]. In 2021 an autonomous optical
navigation system for a deep-space CubeSat mission was tested in a processor-in-the-loop
simulation using a Raspberry Pi 4 model B, and an EKF [76]. Dr. Andreis proposed in 2022
a Vision-Based Navigation (VBN) system for a deep-space CubeSat mission. The studied
scenario was an interplanetary trajectory leg between Earth and Mars, using multiple con-
secutive observations of two planets and an EKF. This simulation yielded a 3σ accuracy of
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1,025 km and 0.42 m/s spacecraft position and velocity [77].
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3. Theoretical framework

Figure 3.1: The goal of this Thesis is to evaluate the possibility of estimating the position of
a femto-satellite using only two CubeSats. Although I did my research using simulations,
I took elements of an actual situation. We have two CubeSats in space with Star Trackers,
GNSS receivers, S-band transceivers, and antenna arrays. Most importantly, we have a
Femto-satellite Orbital Deployer (FOD) with a femto-satellite on board the SUCHAI-3.

3.1 Coordinate systems

In space, just like on Earth, we need coordinate systems to determine the position of an
object. These coordinate systems can be inertial or non-inertial frames. The difference
between them is that an inertial frame is not accelerating. One of the inertial frames used
for objects in space is the Earth-Centered Inertial (ECI) coordinate frame. This frame has
its origin at the center of mass of the Earth. The Z axis of this frame is aligned with the
Earth’s North Pole. Its X-Y plane coincides with the equatorial plane. The equatorial
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plane is a great circle of an imaginary celestial sphere, and it is in the same plane as the
equator of Earth. The X axis points towards the vernal equinox. The vernal equinox is
the equinox on Earth when the point where the sun is at the zenith crosses the celestial
equator from south to north. A non-inertial frame similar to the ECI frame is the Earth-
Centered, Earth-Fixed (ECEF) coordinate system. This coordinate system rotates with the
Earth at the same angular velocity, and it is useful to determine the position of objects on
the Earth’s surface. The GPS satellite navigation system uses this reference frame with
the geodetic datum WGS 84, which approximates the Earth’s shape as an ellipsoid. The
Local Vertical/Local Horizontal (LVLH) frame is attached to an orbiting satellite. The x
axis points in the direction of movement, the z axis points to the Nadir, and the y axis is
orthogonal to them. These frames and others are useful for rendezvous [78, 79], proximity
operations [80, 81], docking [82, 83], formation flying [84, 85], and satellite deployments
[86, 87]. Figure 3.2 shows an LVLH frame attached to a CubeSat and an ECI frame.

Î

Ĵ

K̂

X

Y

Z

�

î ĵ

k̂

x
(Velocity)

y

z (Nadir)

⊗

CubeSat

Figure 3.2: The Earth-Centered Inertial (ECI) coordinate frame, in black, has its origin
at the center of mass of the Earth. It is useful to describe a satellite’s position. A Local
Vertical/Local Horizontal (LVLH) frame, in red, is attached to a satellite, in this case, a
CubeSat. The x axis points towards the direction of movement, z to the nadir, and y is
orthogonal to them. The LVLH frame can be used for rendezvous, docking, and satellite
deployments.
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3.2 Initial position estimation

Figure 3.3: A 3U CubeSat has enough space to have femto-satellites and a deployment
system for the femto-satellites. This picture shows the SUCHAI 3 carrying two femto-
satellites.

CubeSats can deploy femto-satellites. One example is KickSat, a crowd-funded 3U CubeSat
that carried 128 femto-satellites called Sprites [14]. Unfortunately, due to a master clock
reset, the KickSat 1 could not deploy the Sprites before reentering the atmosphere [20].
However, KickSat 2 successfully deployed 105 Sprites into orbit on March 18, 2019. The
deployment system that used KickSat consisted of using the nitinol wire antennas of the
Sprites as springs to push them out of the CubeSat [14]. Another deployment mechanism
is the Hold-Release Mechanism (HRM), based on the wire-cut system by heating [88]. The
heating element cuts a cable that is holding in place, for example, solar panels, antennas,
or in this case, a femto-satellite. VELOX-I, a 3U CubeSat, used a nichrome wire to cut a
nylon cable to deploy its solar panels [89]. Kailaje et al. reported the advantages of an
Ultra High Molecular Weight Polyethylene (UHMWPE or HMPE) cable, commonly used
in fishing lines, over the nylon cable for an HRM on nano-satellites [90].

The Space and Planetary Exploration Laboratory (SPEL) from Universidad de Chile
developed three 3U CubeSats: SUCHAI 2, SUCHAI 3, and PlantSat. One of the payloads
is a Femto-satellite Orbital Deployer (FOD) designed to deploy two femto-satellites (Figure
3.3). The FOD payload uses a spring to push the femto-satellites out of SUCHAI 3. The
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gate is closed using a cable tied at each end to a resistor to hold the femto-satellite in
place. When the payload receives the instruction to deploy, a microcontroller polarizes
a transistor, allowing the current to pass through the resistors. These resistors heat up
until one of them cuts the cable, opening the gate. After this, the spring pushes the femto-
satellite through a rail into orbit. This rail gives stability to the femto-satellite to deploy it
in the desired direction.

One of the advantages of deploying a femto-satellite from our CubeSat is that we can
have an initial estimation of the femto-satellite’s position and velocity. Since the CubeSat
has a GNSS device, we can obtain its position and velocity. The CubeSat can also have an
attitude determination system, such as a star tracker, to know its orientation [91]. If we
also know the speed at which the femto-satellite is deployed from the CubeSat, then we
can combine this information to obtain the femto-satellite’s initial position and velocity in
the CubeSat’s LVLH frame. This first estimation is not only useful for my algorithm but it
can also be used to calculate the femto-satellite’s orbital elements.

To calculate the orbital elements of the femto-satellite, we need to transform the position
and velocity vectors from the CubeSat’s LVLH frame to the perifocal frame, and from the
perifocal frame to the ECI frame. After this, the procedure is well known and can be found
in the literature [2]. The CubeSat can send these orbital elements to a ground station. With
this data, the femto-satellite can be found in case it has any system failure. This data can
also be used as input for a dynamic model of the orbit.

3.3 Hill–Clohessy–Wiltshire dynamic model

In many ground-based applications, the movement of a target is random. For example,
when the target is a Mobile Station (MS) on a cellular network. However, the trajectory
of a satellite follows an orbit. This orbit is a priori information that I can use to improve
the position estimation of the satellite. The orbit changes over time due to space weather
conditions, atmospheric drag on Low Earth Orbit (LEO), and electromagnetic drag (if the
satellite uses an electromagnetic tether), among other reasons. Because of these changes,
regular measurements using range-based and angle-based localization systems are needed
to correct the model.

Hill–Clohessy–Wiltshire (HCW) dynamic model [92] describes the relative orbit motion
of a target or deputy from the perspective of a chaser or chief. It uses the LVLH frame as
seen in Figure 3.2. It is common to simplify the equations assuming the chief is in a circular
orbit. The mean motion of the chief satellite is n =

√
µ/r3

c , where µ is Earth’s standard
gravitational parameter, and rc is the current orbit radius of the chief satellite. The HCW
dynamic model is used in spacecraft formation and rendezvous planning. In this model,
the target’s position and velocity are given by

x =
[
ρT ρ̇T

]T ∈ R6, (3.1)

where ρ =
[
x, y, z

]T is the position of the target from the chaser’s LVLH frame. The
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Taylor series expansion of the two-body orbit dynamic model can be truncated in different
orders to obtain different models. [93] used these equations with an EKF, and demonstrated
that higher-order nonlinear dynamic models increase the observability and improve the
performance of the EKF. In the next equations, rc = [0, 0,−rc]

T and rd =
[
x, y, z − rc

]T are
the positions of the chief and the deputy with respect to the center of the Earth, expressed
in the chief’s LVLH frame.

3.3.1 Full nonlinear dynamic model

f(x) =

[
03x3 I3x3

−ω̃2 −2ω̃

] [
ρ
ρ̇

]
+

[
03x1

−ω̃2rc − µ
||rd||3rd

]
(3.2)

Where ω̃ is a skew-symmetric matrix defined by

ω̃ =




0 0 n
0 0 0
−n 0 0


 (3.3)

3.3.2 First-order dynamic model

This model is one of the most known versions of the HCW dynamic model, and it is
defined by the following equation

f(x) =

[
03x3 I3x3

K −2ω̃

] [
ρ
ρ̇

]
(3.4)

where the matrixK is given by

K =




0 0 0
0 −n2 0
0 0 3n2


 (3.5)

3.3.3 Second-order dynamic model

This model adds second-order terms of the Taylor series to the previous model. All the
second-order terms are inside the matrix Γ2(ρ) defined in equation 3.7.

f(x) =

[
03x3 I3x3

K −2ω̃

] [
ρ
ρ̇

]
+

[
03x1

Γ2(ρ)

]
(3.6)

Γ2(ρ) =
µ

r4
c




3
2x2 + 3

2 y2 − 3z2

−3xz
3yz


 (3.7)
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3.3.4 Third-order dynamic model

This model is similar to the second-order dynamic model, but it also includes the third-
order terms of the Taylor expansion, which are contained in the matrix Γ3(ρ) given by the
equation 3.9.

f(x) =

[
03x3 I3x3

K −2ω̃

] [
ρ
ρ̇

]
+

[
03x1

Γ2(ρ) + Γ3(ρ)

]
(3.8)

Γ3(ρ) =
µ

r5
c



−4z3 + 6z(x2 + y2)
−6xz2 + 3

2x3 + 3
2xy2

6yz2 − 3
2 y3 − 3

2 yx2


 (3.9)

3.4 Characteristics and classification of a localization sys-
tem

The localization systems can be classified in the following ways [7]:

• Centralized or distributed: A centralized system consists of one fusion center collect-
ing all the data and computing the location of each target. A distributed approach
would be for each target to estimate its position, or a nearby Base Station (BS). In
the context of a femto-satellite ad-hoc constellation, a centralized system would re-
quire to transmit all the data into the main satellite, or a ground station. The result
would not be in real-time, but the sensor data can be associated with their respective
time and place. A distributed system, however, would be in real-time, scalable, and
limited to the femto-satellite’s computing power. In my application, the CubeSats
collect the AOA and TDOA data of the femto-satellite and relay this data to the
ground station. Therefore, this localization system is centralized.

• Non-cooperative or cooperative: If the localization system is non-cooperative, the
targets estimate their position using only the BS data, in this case, the CubeSat’s data.
If the system is cooperative, the targets can communicate with each other to further
improve the accuracy of the estimation. For this thesis, I focus on a non-cooperative
system.

• Deterministic or probabilistic: A probabilistic localization system uses a priori infor-
mation, while a deterministic system does not. I simulated a deterministic local-
ization system using only the measurement data provided by CubeSat’s clock and
antenna arrays. I also used the HCW dynamic model to test if it could improve the
position estimation in certain moments when the measurements could not give an
accurate estimation. This model is not fused with the measurements, therefore, it is
still deterministic.

26



3.5 Quality parameters

Hofmann et al. [94] described the key statistic quality parameters to determine the perfor-
mance of a localization system. They were based on the 2005 US Federal Radionavigation
Plan (Department of Defense et al. 2005: Appendix A).

• Accuracy: Accuracy is a measure of how correct is an estimation or measurement
compared to the true value.
• Availability: The percentage of time the localization system can operate under its

nominal parameters. For my application, the availability is directly related to the
Line-Of-Sight (LOS) between the satellites, which can be obstructed by Earth. In
Figure 3.4 we can see an example [2] for two satellites, A and B, orbiting a planet C
of radius R. The threshold angle to determine if there is LOS or not can be obtained
with the position vectors using the equation 3.10. The angles formed from the center
O to the tangential points T1 and T2 and from the center O to the satellites A and B
can be calculated using the equation 3.11.

θ = cos−1
(rA · rB

rArB

)
(3.10)

θ1 = cos−1
( R
rA

)
θ2 = cos−1

( R
rB

)
(3.11)

•

•

�

•
�A

T1

R R

T2
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rB

θ

θ1 θ2

Figure 3.4: Example to know if two bodies have LOS or are interrupted by the Earth [2].
If θ1 + θ2 < θ, there is NLOS. Else, if θ1 + θ2 ≥ θ, there is LOS.

• Capacity: The number of targets that can obtain their position simultaneously using
this localization system.
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• Continuity: It is the probability that the localization system will perform uninter-
rupted throughout a scheduled operation.
• Coverage: The coverage of a localization system is the space volume where a target

can be located within a certain level of accuracy.
• Integrity: It is the ability to raise an alarm if the position error is above a certain

threshold to warn the target that the position estimation should be rejected.
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4. Methodology

The purpose of this thesis is to implement a localization system to estimate the position
of a femto-satellite. This implementation is in the context of the Space and Planetary
Exploration Laboratory (SPEL) at the University of Chile. In this laboratory, we developed
two 3U CubeSats (SUCHAI-2 and SUCHAI-3) equipped with GNSS receivers, Attitude
Determination and Control Systems (ADCS), antenna arrays, and S-band transceivers. I
also developed a femto-satellite (see Figure 1.3), which is inside the SUCHAI-3. For this
reason, my implementation has to simulate only two CubeSats to estimate the position
of the femto-satellite. The restriction of using only two CubeSats has its challenges, but
it will also be useful for universities and research centers that do not have the budget to
have a constellation of CubeSats but can afford to have multiple femto-satellites.

4.1 Tools and equations

I implemented in Python a combination of TDOA with AOA based on [33]. This imple-
mentation considers one femto-satellite and two CubeSats, all of them moving in their
respective orbits. It also includes several simulations of deployment scenarios of the
femto-satellite from one of the CubeSats in different directions, and in different positions
in the orbit of the mother-CubeSat, at 1 m/s. With these simulations, I can find the sce-
nario that yields the best performance for the localization methods that I am using. I also
developed a Graphical User Interface (GUI) called Pypredict to display satellite orbits and
their position data. In figure 4.1 there is a screenshot of Pypredict where it shows some
satellites with their position using the SGP4 model, the ground track of the SUCHAI-1,
the coverage of the satellites, the day/night terminator, and buttons to interact with the
software.

Table 4.1: This is the Two-Line Element set (TLE) of the FLOCK 4P-1 that I used to simulate
two 3U CubeSats. To separate the CubeSats, I used an epoch difference of four seconds,
equivalent to around 30 km of distance.
1 44814U 19081L 20321.73053029 .00001305 00000-0 63025-4 0 9996
2 44814 97.4788 21.6285 0013387 80.2501 280.0246 15.20374749 54001

For the simulations, I used as an example the TLE data of a 3U CubeSat from Planet
Labs called FLOCK 4P-1 (Table 4.1) that is in LEO orbit. This CubeSat has an inclination
of 97.4788◦, a RAAN of 21.6285◦, an eccentricity of 0.0013387, an argument of the perigee
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of 80.2501◦, a mean anomaly of 280.0246◦, and a mean motion of 15.20374749 revolutions
per day. I assumed that there are two CubeSats in the same orbit, one after the other.
This is common for small CubeSat constellations since they are deployed from the same
rocket. For this reason, I generated two CubeSats using the same TLE at two different time
epochs, with a time-lapse of four seconds (around 30 km of separation). The CubeSat-1,
or mother-CubeSat, is the one that deploys the femto-satellite and is behind the second
CubeSat. The deployment considers a femto-satellite of 80 g and two CubeSats of 3.2 kg
each. The simulation was made for an orbit of 17 November 2020, before the satellites
arrive at the South Atlantic Anomaly. I propagated all the orbits using the SGP4 model
[34].

Figure 4.1: For this work, I developed a simulation platform called Pypredict. It is based
on Gpredict, and it is open source. I can propagate orbits using the SGP4 model, simulate
deployments of one satellite from another, display the satellite coverage and the day/night
terminator, set a specific time, and fast forward and backward time, among other features.

I use the Earth-Centered Inertial (ECI) coordinate frame for calculating the satel-
lite’s positions. The femto-satellite’s unknown position is represented by the vector

u =
[
ux,uy,uz

]T ∈ R3 while the CubeSats are at known positions sm =
[
sx,m, sy,m, sz,m

]T ∈ R3,
m = 1, 2. The measurement of the CubeSat’s position is affected by the accuracy of their
GNSS device, as seen in

ŝm = sm + εm,GNSS, m = 1, 2, (4.1)
where εm,GNSS is a zero-mean Gaussian noise to model the accuracy of the GNSS device.
The accuracy of each axis is equal to the overall accuracy divided by

√
3. I use the same

30



measurement model as in [33] with one TDOA and two AOA pairs (θm, φm), but the
elevation is φm ∈ (−π/2, π/2) because we are not limited to the ground. These angles
correspond to each CubeSat’s Local Vertical/Local Horizontal (LVLH) frame. This frame
is depicted in Figure 3.2.

There are five design parameters for this localization system: the deployment direction
and speed, the point in the orbit where the deployment takes place, the accuracy of the
attitude determination and control systems (ADCS), and the GNSS devices of the CubeSats.
For this research, I assume a speed of deployment of 1 m/s to focus on the rest of the design
parameters.

I use the LVLH frame of the CubeSat with the Femto-satellite Orbital Deployer (FOD)
to conduct the deployment simulations. Figure 3.2 illustrates the reference frame attached
to the CubeSat. Different deployment directions and orbit’s point of deployment change
the localization geometry. The geometry is directly related to the performance of the
localization system. Due to the limitations of the ADCS, the femto-satellite’s deployment
will not be in the desired direction with exactitude. The model of the deployment direction
is

[
θ̂m,dep

φ̂m,dep

]
=

[
θm,dep

φm,dep

]
+

[
εθ
εφ

]
, m = 1, 2, (4.2)

where θm,dep and φm,dep represent the yaw (azimuth) and pitch (elevation) of the deploy-

ment from the CubeSat’s LVLH frame, and
[
εθ, εφ

]T
are zero-mean Gaussian noises for

the yaw and pitch. I do this to represent the accuracy of the attitude determination sys-
tem (ADS) and the attitude control system (ACS), with a variance of σ2

ADS + σ2
ACS. These

values move the deployment direction from the one intended, changing the localization
geometry.

With the speed and direction of deployment, I calculate the new velocities for the
femto-satellite and the CubeSat that deploys it. I do this using the law of conservation
of momentum. After obtaining the satellites’ position and velocity, I search for the TLE
set that best describes these two vectors, starting from the original TLE file of the mother-
CubeSat. For this purpose, I need to find the new inclination, RAAN, eccentricity, the
argument of the perigee, mean anomaly, and mean motion. Since having six nested for
loops takes too much time, I decided to select different groups of two to three orbital
elements and search for the best fit iteratively. The ballistic coefficient, B∗, and the first
and second derivatives of the mean motion, ṅ, and n̈, respectively, are set equal to the
one provided by the TLE file. This approach does not impact the prediction accuracy for
short-term orbit propagations, as seen in [53]. After searching for the TLE set that better
fits the position and the new velocity for each of them, I calculated a distance error below
6 m and a speed error of fewer than 0.007 m/s between the theoretical one and the one
provided by the new TLE set.

The ground truth of the femto-satellite position is the SGP4 model with the TLE set
obtained after simulating the femto-satellite deployment. The simulations are three days
after the deployment, for a time frame of 100 min. I evaluate three days after the de-

31



ployment because the mission operation proposes to deploy the femto-satellite after the
beginning of a strong geomagnetic storm to study the magnetic variations at several points.
The duration of effects of the geomagnetic storm lasts a couple of days based on historical
data [23]. I simulated a period of 100 min to guarantee the study of a complete orbit, which
is around 94.5 min. I also wanted to calculate the performance for the worst-case scenario.
There is a reduction in performance as the satellites separate over time. That is why I also
evaluate at the end of three days.

The methodology for finding the best localization scenario is as follows. First, I simulate
the deployment of the femto-satellite into different directions at 1 m/s. I compare them
using the root Cramér–Rao Bound (CRB), which is statistically the lower limit of the error
in the position estimation. This bound is different according to the geometry formed by
the satellites and the methods used for the position estimation. If the estimator attains the
root CRB, then the lowest possible error is determined by this bound. For this reason, I use
this parameter to select the direction of deployment that yields the lowest root CRB. Then
I evaluate if there is any difference in which point of the mother-CubeSat’s orbit I deploy
the femto-satellite. After selecting these values, I study how the attitude determination
and the attitude control systems’ accuracy affect the position estimation’s performance. I
choose the accuracy of these systems based on the results and on the technology that is
currently available. I also simulate GNSS devices with different accuracies for the CubeSats
positions. With the results of the simulations, I choose the accuracy of a GNSS receiver
based on what is on the market for space applications. Finally, I evaluate this localization
system using the root CRB, the Root Mean Square Error (RMSE), and the estimation bias.

The second part of my simulations consists of improving the position estimation for the
worst-case scenario. In this scenario, I test if I can improve the position estimation using
the HCW dynamic model instead of the measurement. I use the Runge–Kutta 4th order
method to solve the differential equation 3.2. I tested multiple time steps for this method
using the femto-satellite’s position without noise as the initial state and iterated until ten
minutes after to see the results. I selected a time step of 0.01 seconds because it was the best
compromise between time and performance. To decide when to use the model, I use the
distance between the femto-satellite’s estimated position and the mother-CubeSat’s GNSS
position. I measure this distance every second. If the difference between the previous
distance and the next (see equation 4.3) increases over one kilometer, then it means that
the estimation error is too high. When this difference peaks, I use it to implement a time
window in which I trust the model over the measurements. To obtain this time window, I
tested different durations until I got a result that could remove the error peaks.

∆dist(t) =
1
L

L∑

l=1

abs (||u(t) − s1(t)|| − ||u(t − 1) − s1(t − 1)||) (4.3)

4.2 Attitude Determination and Control System (ADCS)

In the previous sections, we discussed how to determine the position of a satellite. This
section is about how to obtain the spacecraft’s orientation, which is called attitude, and
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how to control it. On the ground, we need reference points to know where we are looking,
like the mountains and hills, the coast, and a skyscraper, among others. In the space,
we need other reference points. We can use sun sensors like Fine Sun Sensors (FSS)
and Coarse Sun Sensors (CSS) to measure the angle of the incident light of the sun to
the sensor. We can use the Earth with an Earth Sensor or a horizon sensor, using an
infrared sensor or a camera. There are also other sensors like gyroscopes, accelerometers,
and magnetometers, usually combined into a single Inertial Measurement Unit (IMU).
The most precise sensor for attitude determination is the Star Sensor, also called Star
Tracker. This sensor takes a picture of the stars and compares them with an onboard
star catalog until it finds the best pattern match. For our CubeSats, we used FSS and CSS
from the company GomSpace, gyroscopes, PNI RM3100 magnetometers, and a Star Sensor
developed by Samuel Gutiérrez [91], based on a Raspberry Pi with a camera. With his
help on the software part, I developed a second Star Sensor for both the SUCHAI-2 and
SUCHAI-3. Figure 4.2 shows the PCB that integrates this camera into the satellite, and
Figure 4.3 shows this PCB mounted in the SUCHAI-3.

Figure 4.2: This picture shows a PCB I designed for the SUCHAI-2 and SUCHAI-3. On the
left there is a Raspberry Pi camera for the second Star Sensor, in the middle there is a LED
that turns on during the deployment attempt of the femto-satellite, and below the LED
there is a MOSFET that allows the current to pass through the release mechanism. Bellow
the MOSFET there is a switch to measure the deployment status, but it was not used in
this mission, and on the right side, it has an S-band transceiver to send commands to and
receive data from the femto-satellite. On the bottom side of the PCB, there is a Molex
Picoblade connector for the interface between this board and the PCB that has a Raspberry
Pi Zero. The Camera can be used as a second Star Sensor, and also to take pictures and/or
videos of the deployment of the femto-satellite.
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The three most common ways to change the attitude of a spacecraft are by using
Reaction Wheels (RW), Magnetic Torquer Coils (MTC), or Thrusters. The RWs work
under the principle of conservation of angular momentum. When a wheel spins in one
direction, the spacecraft rotates in the opposite direction. With three wheels we can control
the attitude of the satellite in the three axes. Some RWs have four wheels for redundancy
in case one of the wheels fails. The MTC, also known as Magnetorquer, creates a magnetic
dipole using its electromagnetic coils. This produces a torque with the planet’s magnetic
field and changes the satellite’s attitude. When the stored momentum of an RW exceeds
its maximum speed, we can use the MTC to desaturate it. Thrusters are used for attitude
control, orbit maneuvers, and docking, and they work by ejecting a propellant. SPEL’s
CubeSats have MTC from GomSpace and RWs designed by Gustavo Díaz [95], a member
of the laboratory. Figure 4.3 shows the SUCHAI-3 in one of the latest phases of the
integration process, and one of the wheels can be seen from that perspective.

Figure 4.3: This picture is of the SUCHAI-3. Bellow the antenna array and the chamber of
the femto-satellite, there is a white PCB with the electronics for the Femto-satellite Orbital
Deployer (FOD) and the Raspberry Pi camera. The RW is inside the red box. Only one of
the wheels is visible from that side.
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Figure 4.4: This picture was taken with the camera that is mounted on the SUCHAI-3’s
FOD board I developed. This demonstrates that part of the electronics that are used for
the femto-satellite deployment is working.

4.3 Satellite reprogramming

In SPEL we developed the flight software of our nano-satellites. This software is modular
and extensible [96], and we tested it with fuzz testing techniques [97]. It runs not only
on the OBC of every satellite but also inside the payloads and on the ground station. It is
made in such a way, that it is easy to include new commands without changing its core or
the software of other payloads. This software has the capability to send and receive files
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of any type and size. It divides the files into parts and sends them to the desired node.
This node can be another satellite or the ground station. The receiver can tell which parts
are missing. When it has all the file parts, it can merge them and obtain the original file.

Our flight software supports the Raspberry Pi computer, therefore it supports Linux.
Some of the payloads use commands that execute Python or C++ scripts. I developed
commands to turn on and off some subsystems of the Raspberry Pi, and commands for
taking pictures and videos, among others. The most important command I made enables
the flight software to execute Linux commands and send the output to another node. It
is done by using a C function called popen. With this command, I can make, move, copy,
and rename files, ask for a payload to send to the ground station the content inside a file,
ask for the total memory available, and other functions. I can upload new Python or C++
scripts to replace the current ones, and I can even recompile the entire flight software. This
allows me to test new position estimation algorithms without the need to launch a new
satellite. I tested all these options on Earth before the launch, and we will test them again
after we execute all the experiments on board the satellites.
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5. Simulation results

5.1 Localizing a femto-satellite with TDOA and AOA
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Figure 5.1: The root CRB indicates the best possible accuracy of the position estimator,
and I used it to compare the six deployment directions. This figure shows the root CRB
three days after the deployment of the femto-satellite at 1 m/s. The orbit’s period is around
94.5 min. Each of the lines represents one of the six directions of deployment using the
mother-CubeSat’s LVLH frame, and it is the average of 10 different deployment points of
the orbit.

RCRB =

√√√
1
L0

L0∑

l0=1

tr (MSE) (5.1)
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I searched for the best localization scenario, assuming an ADCS with perfect accuracy.
For this purpose, I simulated the deployment in the positive and negative direction of the
three axes of the mother-CubeSat’s LVLH frame. The x axis is in the direction of movement,
the z axis points at the nadir, and the y axis is orthogonal to them. I selected ten orbit
positions to deploy the femto-satellite, with a time step of ten minutes since the apogee.
Then, I calculated the average of the root CRB for these ten scenarios. For the root CRB, I
used the square root of the trace of the MSE matrix [33]. The root CRB indicates the best
possible accuracy of the position estimator.

Figure 5.1 shows the root CRB for the six directions. The worst scenario is when the
femto-satellite is launched on the x axis because it aligns with both CubeSats. The AOA
method’s performance decreases when there is an alignment between the target and the
receivers. I obtained the best results when the deployment was made in the y axis because
the geometry is closer to the optimal for the AOA [59]. The positive direction has lower
peaks than the negative one, so I chose that one.

Now that I have chosen the deployment speed and direction, I need to find the orbit’s
point to deploy the femto-satellite. Figure 5.2 shows different deployment points in the
same orbit towards the positive y axis. Highly elliptical orbits, like Molniya, are more
affected by this parameter than this simulated orbit. Still, there are some variations
between cases. The lowest average root CRB occurs when the deployment is 10 min after
the apogee.
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Figure 5.2: Root CRB for deployments towards the positive y axis at different points of the
orbit. The orbit points are separated by a time-lapse of ten minutes, starting at the apogee.
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After selecting the orbit’s point for the deployment, I studied the impact of different
attitude control and attitude determination systems on the root CRB. Figure 5.3 shows the
root CRB of the localization system as both σADS and σACS increase. The curves are from
three days after the deployment to see the effect on the performance. The root CRB is
over 100 m for values of σADS greater than 0.1◦. The difference between having an attitude
control system, such as reaction wheels or magnetorquers, with an accuracy of 0.01◦ or
0.06◦ is around 20 m in the root CRB value. This information is useful to decide which
devices are worth investing in according to the mission.
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Figure 5.3: Root CRB for different values of σACS and σADS. These values are related to
the accuracy of the deployment system, so I studied the effect on the performance of the
localization system three days after deployment.

For the next figures, I display the Root-Mean-Square Error (RMSE) and the estimation
bias. The estimation bias shows the distance between the mean estimated position and
the real position. The RMSE and the estimated bias are given by Equations (5.2) and (5.3)

RMSE(u) =

√√√
1
L0

L0∑

l0=1




1
L

L∑

l=1

||ûl − u||2

 (5.2)
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√√√√
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2

, (5.3)
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where ûl is the lth ensemble’s position estimate, L = 5, 000 is the number of ensemble
runs and L0 = 5, 000 is the number of deployment scenarios. In both the RMSE and the
estimation bias, I calculate the average of L0 deployments because I am simulating an ADCS
without perfect accuracy. For all the simulations, I set σAOA = 1◦ and σRD = 10 m, where
σAOA is the standard deviation of the AOA method, and σRD is the standard deviation of the
TDOA method multiplied by the speed of propagation of the radio waves to transform it
into a range difference. I also chose σADS = 0.01◦which is equal to 36 arcseconds of accuracy
and can be obtained with a low-cost star tracker [91]. For the ACS, I used σACS = 0.06◦

because Figure 5.3 shows that below this value, the root CRB decreases by less than 20 m.
This value for the ACS is possible for a CubeSat using RWs as seen in [98].

The accuracy of the GNSS devices on board the CubeSats also affects the performance
of the localization system. To study the consequences, I simulated 5,000 deployments
towards the positive y axis. Then, I evaluated the localization system three days after
deployment. For each deployment, I generated 5,000 zero-mean Gaussian noises with a
σGNSS ranging from 10 m to 120 m. Figure 5.4 shows that the RMSE does not change until
the accuracy of the GNSS is 50 m.
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Figure 5.4: Source localization RMSE and bias as σGNSS increase from 10 m to 120 m three
days after the deployment.

For the next simulation, I set σGNSS = 10 m, since there are GNSS devices with that
level of accuracy for CubeSats on the market, like the NewSpace Systems (NSS) GPS
Receiver from CubeSat Shop. Figure 5.5 shows that the root CRB is below 30 m for most
of the orbit three days after deployment. The purple line depicts the distance between
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the femto-satellite and the CubeSat that launched it. This distance oscillates and increases
over time. This behavior is usual for deployments because, instead of just having a relative
speed equal to the deployment speed, what happens is that the orbital parameters change.
This change means that the femto-satellite and the CubeSats are now in different orbits.
The red line shows the distance between the femto-satellite and the second CubeSat in
kilometers. There is no noticeable change in this distance, but this could be related to the
scale (kilometers instead of meters like the other curves) and the short time span. These
variations may explain the saw-tooth shape of the bias that does not correlate perfectly
with the parabolic shape of the angle α nor with the distance between the femto-satellite
and the mother-CubeSat.
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Figure 5.5: Source localization RMSE and bias for the first 100 min after deployment. The
line ||u − s1|| is the distance between the femto-satellite and the mother-CubeSat, and the
line ||u − s2|| is the distance between the femto-satellite and the second CubeSat. The α
line represents the angle between the vector femto-satellite-CubeSat-1 and femto-satellite-
CubeSat-2.
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I called α the angle formed by the femto-satellite with the two CubeSats. When this
angle is near 180◦, it means the femto-satellite is between the CubeSats, and when it is
near 0◦, it means that the mother-CubeSat is between the femto-satellite and the second
CubeSat. In the simulations, I calculated the mean of α, the case with the maximum
α, and the case with the minimum α. There are cases with angles near 180◦ or near 0◦

because the deployment simulation considers the accuracy of the ADCS. Sometimes the
femto-satellite is launched towards the positive y axis deviated forward, and sometimes,
it deviates backward. If we also consider the oscillation of the distance between the
femto-satellite and the mother-CubeSat, it is clear why the angle α reaches these values.
Figure 5.5 shows that these alignments coincide with the peaks of the root CRB, where the
estimation error increases. This increase occurs because these localization geometries are
detrimental to the AOA method [99, 100]. I obtained the best results when the angle α is
between 80◦ and 100◦.

Figure 5.6: α is the angle formed by the three satellites. When α is 0◦, it means that one
of the CubeSats is between the femto-satellite and the other CubeSat. When α is 180◦, it
means that the femto-satellite is between the two CubeSats.
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5.2 Improving the position estimation
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Figure 5.7: This is the deployment scenario that yields the lowest root CRB on average of
all the 5,000 deployment simulations. In this scenario, there are no peaks in the root CRB,
despite α reaching 180◦. The distance between the femto-satellite and the mother-CubeSat
is below 1 km.

As I mentioned in the previous section, the alignments between the satellites decrease
the performance of the localization system. On the other hand, the satellites are not
moving randomly, but they are following an orbit. The orbit of the femto-satellite is a
priori knowledge that we can use to improve the localization system.

Each deployment simulation produces a different localization geometry. These geome-
tries and localization methods define the root CRB. This bound shows the best position
estimation I can achieve in each scenario. In the following simulations, I evaluate different
deployment scenarios by themselves, to see if the root CRB has the same pattern with the
peaks as the average of the 5,000 deployments. I will also show a method that will allow
me to decide whether to trust the estimated position or not.

In the first simulation, I plot the deployment scenario that, due to its geometry, has the
lowest root CRB on average of all 5,000 deployment simulations. Figure 5.7 shows that the
RMSE of the position estimation is below 30 m in the entire orbit. Let us remember that
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these simulations show one orbit three days after the deployment of the femto-satellite from
the mother-CubeSat. This figure also shows that despite having an alignment between
the satellites, I do not have the uncertainty peaks I showed in the previous plots. This
situation will be addressed shortly. For now, let us notice that the angle α is greater than
100◦, with a peak at 180◦, which means that the femto-satellite is aligned in the middle of
the two CubeSats.
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Figure 5.8: This plot shows the scenario with the highest average root CRB of 4,230
simulations.

For the next simulation, I sorted the 5,000 deployment scenarios in terms of the average
root CRB. Figure 5.8 shows the scenario with the highest root CRB in 4,230 simulations.
In this simulation, the highest RMSE is near 30 m, and the angle α is above 130◦ however,
there are still no peaks in the root CRB. The lowest RMSE is nearly 20 m, and the distance
between the femto-satellite and the mother-CubeSat is around 1 km.

Figure 5.9 shows the case with the highest root CRB of all the 5,000 deployment sim-
ulations. I had to change the scale due to the peaks of the root CRB, and because of the
increase in the estimation bias and in the RMSE. This estimator still could attain the root
CRB, except for the vicinity of the peaks, which coincide with the lowest value of the
angle α. When this angle is zero, it means that the satellites are aligned, and one of the
CubeSats is between the other satellites. The distance between the femto-satellite and the
mother-CubeSat is nearly 2 km.
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Figure 5.9: This plot shows the scenario with the highest root CRB of 5,000 simulations.

With all this information, it is clear that the first step for improving the position es-
timation is to develop a method to detect these peaks. For this reason, I run L = 5, 000
simulations in which I estimated the position using the measurements of TDOA and AOA
at one sample per second for 100 minutes. For each simulation, I calculated the distance be-
tween the estimated position of the femto-satellite and the position of the mother-CubeSat,
including the noise of the CubeSat’s GNSS receiver. Figure 5.10 shows the distance of these
estimated positions and it is clear that the peaks of this plot are in the same instant as the
peaks of the root CRB of the previous figure. After noticing this, I decided to plot the
absolute value of the difference between two samples of distance as shown in equation
4.3 and in Figure 5.11. This figure makes these peaks easier to distinguish from the rest
of the data, and it is even more clear that those measurements have too much error to be
trusted because the distance between these satellites should not change that amount in
one second. Therefore, to detect the peaks in the root CRB, I can search for the peaks in
the array of these distance differences. The maximum value is one of the peaks, and the
other one can be either before or after this peak. To avoid classifying as a peak a point in
the vicinity of the maximum value, I established a window around the maximum value
so as not to search for the other peak. Then, I find the maximum value previous to this
window, and a maximum value after the time window, and compare them. The greater
value is the other peak.
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Figure 5.10: This plot shows the scenario with the highest root CRB of the 5,000 deploy-
ments. I run 5,000 simulations of this scenario. The blue line is the average distance
between the estimated positions between the femto-satellite and the mother-CubeSat. The
purple line is the real distance between these satellites. It is clear from this figure that the
real distance between these satellites does not change as much as the estimated one for
around 20% of the orbit.
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Figure 5.11: This plot shows the scenario with the highest root CRB of the 5,000 deploy-
ments. I run 5,000 simulations of this scenario. The blue line is the difference between
two consecutive estimated distances of the femto-satellite to the mother-CubeSat. The
time intervals with the highest values are in the same instant when the uncertainty of the
measurements increases due to the geometry formed by the satellites. This is also the
same instant when the root CRB increase for the combination of the AOA with the TDOA
method.
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After detecting the peaks, I need to establish a time window around the peak where
the position estimated with the measurements must be replaced with another method due
to the uncertainty of the measurements. To improve the position estimation, I used the
HCW dynamic model. After running multiple simulations, I found that I obtain the best
results when I use the model seven minutes before the peak, until five minutes after the
peak (see eq. 5.4). These intervals are not symmetric due to the increase in the model’s
accumulated error. Figure 5.12 compares using only the measurements with replacing
the measurements with the HCW dynamic model during the time windows where the
uncertainty of the measurements is too high.

û(t) =



(t > tpeak + 420) ∧ (t < tpeak + 300) HCW(t)

(t < tpeak + 420) ∨ (t > tpeak + 300) AOA(t) + TDOA(t)
(5.4)

0 20 40 60 80 100102

103

105

107

109

1011

Time [min]

Er
ro

r
||u
−û
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Figure 5.12: This plot shows the scenario with the highest root CRB of the 5,000 deploy-
ments. I run 5,000 simulations of this scenario. The blue line is the error using only the
measurements, and the orange line is the error of a combination of the measurements with
the model. The model reduces the estimation error by more than six orders of magnitude
for most of the interval where it is used, at the cost of increasing the error in the last part
of the interval.
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Figure 5.13 shows the true orbit for this deployment scenario, and the estimated orbit
using the measurement and the model. There is no visible difference due to the low error
compared to the scale of the plot. This was not the case when using only the measurements.
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Figure 5.13: This plot shows the scenario with the highest root CRB of the 5,000 de-
ployments. I run 5,000 simulations of this scenario. The blue line is the actual orbit of
the femto-satellite. The orange line is the average of the 5,000 estimated orbits using a
combination of the model and the measurements. Both orbits are in the ECI coordinate
frame.
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6. Conclusions

This work presents the adaptation of a method that allows us to geolocalize a source with
only two stations in low earth orbit (LEO). I based my work on a methodology intended
originally for fix stations located on the ground [33]. My geo-localization method also relies
on the radio link between the source and the stations and on a system to combine the time
difference of arrival (TDOA) and the angle of arrival (AOA) methods. I evaluated the geo-
localization accuracy of this method for several LEO scenarios. The simulated scenarios
used two 3U CubeSats (stations) and one femto-satellite (source), which is assumed to
be deployed by one of these CubeSats. In contrast to the work by Yin et al. [33], my
work allows the sources to go below 0◦ of elevation of the receiving stations due to the
absence of ground and adds the complexity of having moving stations (the two CubeSats).
Additionally, I studied the impact that different uncertainties in the location estimation of
these CubeSats have on the source location estimation. I simulated the deployment of the
femto-satellite from the CubeSat and studied the impact on the source location accuracy for
different deployment directions and accuracy levels of the onboard attitude determination
and control systems for CubeSats.

I found in my analysis that with the current technology available for CubeSats, there
are operational strategies that allow localization of the femto-satellite with an accuracy
as good as 30 m, ∼80% of the time per orbit. I accomplished this by using only two
CubeSats as receiving stations, without the necessity of using GNSS receivers on the
source satellite. I will test this in space with the SUCHAI-2 and SUCHAI-3 missions [21]
developed by the Space and Planetary Exploration Laboratory (SPEL) at the University of
Chile (see Figures 1.1 and 1.2). For the analysis, I developed a simulation tool available
on the GitHub of the SPEL (last accessed on February 23rd, 2023): https://github.com/
spel-uchile/Pypredict.

When one CubeSat is following another one, the simulations show that the performance
is highly dependent on the direction of deployment (see Figure 5.1). The best scenario is
when I deploy the femto-satellite towards the y axis, perpendicular to the nadir and the
direction of movement of the mother-CubeSat (see the red and green curves in Figure 5.1).

After choosing the direction of deployment, I studied the impact on the accuracy of the
source location estimation depending on the point of the orbit where the deployment takes
place. I found that these variations were negligible compared to the variations provoked
by the deployment direction. Nevertheless, I obtain the lowest root CRB on average when
a deployment occurs 10 min after the apogee.
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Since the accuracy of the source location estimation is highly dependent on the de-
ployment direction, I analyzed the current attitude and control system technology in their
capacity to ensure that the geometry formed by the CubeSats with the femto-satellite is
as close to the optimal as possible. By using the reported accuracy of an open-source star
tracker [91], I simulated the localization procedure for different accuracies of the attitude
determination systems and the attitude control systems, where the lowest simulated val-
ues were σADS = 0.01◦ and σACS = 0.01◦. Figure 5.3 shows that improving the accuracy of
the used attitude determination and control systems improves the accuracy of the loca-
tion estimation. However, the relation is not linear. For instance, the location estimation
accuracy obtained with [σADS = 0.01◦, σACS = 0.01◦] is the same as that reached with
[σADS = 0.01◦, σACS = 0.03◦], and the difference in the location estimation accuracy when
using [σADS = 0.03◦, σACS = 0.03◦] is a few meters less than the accuracy achieved when
using [σADS = 0.03◦, σACS = 0.01◦]. It tells us that for certain attitude control accuracy, there
is a point where improving the attitude determination accuracy has a negligible impact on
the accuracy of source location estimation.

Then, by using σADS = 0.01◦ and σACS = 0.06◦, I studied how the accuracy of the on-
board GNSS receivers affected the performance of the localization system. The simulations
show that when the accuracy of the GNSS receivers is better than 50 m, the RMSE remains
more or less constant (see Figure 5.4). Since several GNSS receivers offer σGNSS = 10 m of
accuracy, I selected this value.

After selecting the deployment direction and the ADCS and GNSS accuracies, I ran a
simulation to evaluate the localization accuracy achievable with the TDOA-AOA method.
This system achieved a root CRB below 30 m and an RMSE near this value for most of
the orbit. The only exception is when the three satellites align with each other, and one
of the CubeSats is in between the other satellites. These alignments generate geometries
detrimental to the AOA method. Having a third CubeSat not aligned with the rest of
the satellites allows the Time Difference Of Arrival (TDOA) method to solve this issue.
However, I wanted to know if I could estimate the location using only two CubeSats, not
only because the number of stations is lower but also because we have only two CubeSats
in our mission [21]. To improve the position estimation in these cases, I made a more
in-depth study of the 5,000 deployment scenarios and noticed that 4,230 out of 5,000 of the
cases have an RMSE of up to 30 m, using only TDOA with AOA measurements. For the
rest of the cases, I proposed a post-processing technique to find the instants when there
is an alignment that increases the root CRB. This technique consists of measuring and
storing the estimated distance between the femto-satellite and the mother-CubeSat every
second for 100 minutes. After this, I searched for the two maximum values of the distance
differences, as seen in equation 4.3. These maximum values show when there is an unusual
increment of the separation between the femto-satellite and the mother-CubeSat, and it
happens at the same moment when the root CRB of the scenario has a peak value. With
this information, I use the HCW dynamic model to replace the position estimation of the
measurements. I do this for all the estimated positions between seven minutes before a
peak to five minutes after the peak. The average of 5,000 simulations of the scenario that
yields the highest root CRB shows that this post-process reduces the error by six to seven
orders of magnitude, with a maximum position error of around 3.41 km.
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These results show the feasibility of performing the remote geo-location of a femto-
satellite by using a communication link with patch antenna arrays to estimate the AOA
while estimating the TDOA of the signal using a GNSS clock signal. This approach will be
tested in space in the SUCHAI-2 and -3 missions. The SUCHAI-3 carries a femto-satellite
and will deploy it at the end of its mission. The femto-satellite carries a PNI magnetometer
for magnetospheric studies [19, 17], a temperature sensor to calibrate the magnetometer,
and an S-band transceiver to communicate with the SUCHAI-2 and SUCHAI-3. The
transceiver will also be used to run some tests of the methods proposed in this Thesis.
This approach, which includes the method and the deployment strategy, might be relevant
for reducing the size, cost, and power consumption of femto-satellites while maintaining
accuracy in their location estimation. This method could also be useful for missions at
very low altitudes (below 350 km), missions developed for other celestial bodies, and for
approaching a satellite to another for docking [78]. In addition, this technique might help
estimate the orbits of other satellites in LEO (satellite tracking) by using a small number
of CubeSats.

The next task after this work is to deploy the femto-satellite from SUCHAI-3 and to see
if we can get some beacons and measure the TDOA and the AOA. The next phase is to find
ways to improve the system’s accuracy, response time, and reliability. I can test if I can
improve the accuracy of the geo-location method using an Unscented Kalman Filter (UKF)
to combine the measurements with the HCW model [101, 102]. I need to test this approach
and implement it in an embedded system compatible with a CubeSat or a femto-satellite.
If it runs successfully during the test on the ground, I can reprogram the CubeSats and test
it in orbit or use it in the next mission.

There are ongoing efforts to propose new missions, test new algorithms, and improve
the XNAV [103, 104, 105]. There is a proposed CubeSat mission to point a spectrometer
to a pulsar for XNAV [106]. If the hardware needed for XNAV is miniaturized, I can test
if we can estimate the position of a CubeSat using this technology. The next step will be
to use two CubeSats with this navigation technique to estimate a femto-satellite position
using the method simulated in this Thesis. With this system, the CubeSats will not need a
GNSS constellation to know their location. They will be able to go to deep-space missions
and estimate the position of their femto-satellites using my method.
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Annex: Extended abstract

The reduction in size, development time, and cost has facilitated the use of satellite con-
stellations composed of miniaturized satellites. A particular interest in these constellations
is related to probing the space environment to develop predictive models of space situa-
tional state or the so-called space weather. The desired number of satellites required to
model the space dynamics usually falls in the hundreds. Also, there is a lack of mea-
surements at altitudes below 380 km, where significant propulsion is required to maintain
large satellites, making them unfeasible for that region. A potential alternative is to use
femto-satellites, which have a mass of less than 100 g. These types of satellites have a
low-cost development. Even if they fall to earth fast, they are so inexpensive that it is more
convenient to replace them than try to keep them in orbit with propulsion. This strategy is
followed by the earth observation company Planet, which uses a 100 satellite constellation
of 3 kg CubeSats to image the earth as a whole every day. These satellites are launched at
400 km of altitude, then deorbiting in about a year. Therefore, Planet has to replace the
entire constellation every year.

Space weather measurements (magnetospheric and ionospheric) can be performed with
satellites in the range of 100 g and 1 kg. Nevertheless, the complication of using this type
of satellite for space weather applications is the requirement of the precise location of the
satellites. Thus, in femto-satellites is possible to use Commercial-Off-The-Shelf (COTS)
components for every subsystem, except for the GNSS receiver, which is necessary for
many space applications. A GNSS receiver with the license to operate in space costs
around US $ 2,000. This cost can be prohibitive for a constellation of thousands of femto-
satellites. Besides the cost, the power budget of a femto-satellite is not enough to handle the
continuous operation of a GNSS receiver. Following that trend, in the Space and Planetary
Exploration Laboratory (SPEL), I designed an experiment developing the femto-satellite
FE1 carried by SUCHAI-3. For this femto-satellite, I propose to study a low-cost, low-
power localization system. It consists of using two 3U CubeSats as a reference for the
femto-satellite. In this localization system, only the CubeSats need a GNSS receiver to get
their position, an Attitude Determination and Control System (ADCS), and an antenna
array. The femto-satellite only needs a transceiver to send a beacon. The CubeSats can
use these beacons to estimate the location using the Time Difference Of Arrival (TDOA)
and Angle Of Arrival (AOA). I developed a platform to evaluate the impact of these
strategies of space location estimation by running several simulations considering multiple
deployment scenarios of the femto-satellite from the mother-CubeSat. Additionally, I will
explore the performance impact of using a priori information of the trajectories using the
Hill–Clohessy–Wiltshire dynamic model to improve the precision of the localization.
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