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En el contexto de la invencién de la Relatividad General por Albert Einstein en 1915, la
reciente deteccion de ondas gravitacionales por el Observatorio de Ondas Gravitacionales por
Interferometria Laser (LIGO) ha proporcionado una ventana hacia la dindmica de sistemas
binarios de agujeros negros. Al utilizar técnicas computacionales avanzadas, especificamente
el software Einstein Toolkit, estudiamos la generacion, propagacion y deteccion de ondas grav-
itacionales. En el Capitulo 2, ofrecemos una introduccion sencilla a los esquemas numéricos
como soluciones a ecuaciones en derivadas parciales, en particular, el esquema de diferencias
finitas. En los Capitulos 3 y 4, exploramos las ecuaciones de calor y onda, examinando su
comportamiento cuando se resuelven mediante técnicas numéricas. El Capitulo 5 ofrece una
vision rapida de los temas més importantes sobre la Relatividad Especial y la Relatividad
General, utilizando estos para resolver la ecuacion de onda en un espacio-tiempo definido
como la solucién de las ecuaciones de Einstein en presencia de un agujero negro, a saber,
el espacio-tiempo de Schwarzschild. En los ultimos capitulos, exploramos el ambito de las
técnicas numéricas para resolver las ecuaciones de Einstein. En el Capitulo 7, presentamos la
Relatividad Numérica como una forma de resolver las ecuaciones de campo computacional-
mente. Concluimos esta tesis estudiando el software Einstein Toolkit en el Capitulo 8, y
aplicando este software en el Capitulo 9 para simular la famosa fusion de agujeros negros
binarios GW150914, estudiando las trayectorias de los agujeros negros y las ondas gravita-
cionales emitidas.
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TOOLKIT

In the wake of the invention of General Relativity by Albert Einstein in 1915, recent
detection of gravitational waves by the Laser Interferometer Gravitational-Wave Observa-
tory center offered a window into the dynamics of binary black hole systems. By employing
advanced computational techniques, namely the Einstein Toolkit software, we study the gen-
eration, propagation, and detection of gravitational waves. In Chapter 2, we offer a simple
introduction on numerical schemes as solutions to partial differential equations, in particular,
the finite differences scheme. In Chapters 3 and 4, we explore the heat and wave equations,
examining their behavior when solved using numerical techniques. Chapter 5 offers a quick
overview on the most important topics on Special Relativity and General Relativity, using
these to solve the wave equation on a spacetime defined as the solution of the Einstein’s
equations in the presence of a black hole, namely, the Schwarszchild spacetime. In the last
chapters, we explore the realm of numerical techniques to solve Einstein’s equation. In Chap-
ter 7, we introduce Numerical Relativity as a way to solve the field equations computationally.
We end this thesis by studying the Einstein Toolkit software in Chapter 8, and applying this
software in Chapter 9 to simulate the famous binary black hole merger GW150914, studying
the trajectories of the black holes and the gravitational waves emitted.
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Capitulo 1

Introduction

Since Albert Einstein introduced Special Relativity in 1905, it has revolutionized our un-
derstanding of various physics phenomena by the introduction of its two famous postulates;
the invariancy of laws of physics on all inertial frames and the uniqueness of the speed of
light in vacuum for all observers. This quickly posed new questions regarding gravity: Did
it work instantaneously on all bodies, as Newton had predicted? How did it affect massless
particles? Soon enough, Einstein introduced the new theory of General Relativity along with
his famous Einstein’s Field Equations. These equations explained how the presence of matter
and energy affected the curvature of spacetime, giving rise to a new perspective on gravita-
tion. These equations predicted the existence of black holes, and the gravitational waves that
binary black hole systems emitted. All this was mere theory and inference, until the Laser
Interferometer Gravitational-Wave Observatory (LIGO), a key player in gravitational wave
detection, made the first direct observation of gravitational waves on 14 September 2015, a
signal appropriately named GW150914. In the concluding chapters, we will analyze specific
simulations of black hole binary mergings and draw insightful conclusions from our findings.

Throughout this paper, we will study numerical schemes and the relativistic physics to
understand the gravitational wave sygnal from the merger of a black hole binary. In par-
ticular, we use powerful computing tools to reproduce and understand the GW150914 data
obtained by the two LIGO observatories. This accounts to understanding where the idea
of black holes came from, how their evolution is governed by the Einstein Field Equations,
and how these are solved using approximate methods for gravitational-wave calculation; the
weak field approach and numerical relativity.

The Einstein Field Equations are a complex system of non-linear coupled wave equations,
for which we need numerical methods to solve. In Chapter 2, we give a brief description
of a fundamental Partial Differential Equation (PDE) numerical solving scheme, the Finite
Difference Scheme. We describe its formulation, how to apply it to a generic PDE, and how
to study its stability. These methods become particularly useful when we encounter PDEs
with no apparent analytical solution.

In Chapter 3 and Chapter 4, we apply finite difference schemes to two famous PDEs, the
heat equation and the wave equation. We focus on the different parameters these schemes
have, studying conditions for which our numerical methods will solve these PDEs as accu-
rately as we want. We will finish these chapters showing Python generated plots for each



relevant scheme, thus giving solid proof of the usefulness of these numerical approximations,
later to be used to solve much harder equations.

Chapter 5 provides a quick overview of Special Relativity and General Relativity to estab-
lish the theoretical foundation for understanding black hole binaries. We begin by explaining
the postulates and results of Special Relativity, followed by a focus on the new physics lan-
guage used to describe flat and curved spacetime—tensors and covariant derivatives. The
most important result of this chapter is the derivation of the Einstein Field Equations,
which can be further solved assuming special symmetries along 3-dimensional axes to get the
Schwarszchild metric, a solution describing black holes. This knowledge will be useful when
solving a project involving a scalar pulse defined by the wave equation in our Schwarszchild
spacetime in Chapter 7. We not only derive a first order system to solve the wave equation
on this curved spacetime, but explain how to use our finite differences numerical schemes to
study its solutions, along with new Python codes to detect masses of bodies on their way to
be engorged by our black hole.

Our spacetime equations combine all space and time indices to get a large number of
second-order partial differential equations for the metric, while our numerical schemes in-
volve a time derivative defining the change of our space at different time intervals. This
problem can be fixed by defining spacelike hypersurfaces and a timelike (or null) vector
piercing them describing the flow of time along these surfaces. The ambiguity on choosing
different families of hypersurfaces and different time directions is what we explain how to
solve on Chapter 6 by the use of Numerical Relativity. This branch of general relativity fo-
cuses on numerical methods and algorithms to solve astrophysical problems, which are later
applied on supercomputers to study black holes, gravitational waves, and neutron stars. To
this end, we finish this chapter making the link between numerical relativity and Einstein’s
Field Equations; this means defining a family of hypersurfaces and projecting our Equations
on each of them, and evolving our equations on time steps described by a time vector.

To solve these equations and study the gravitational wave emitted by black hole bina-
ries, we make use of a powerful computational tool; the Einstein Toolkit. This community-
driven software platform employs computational tools to solve equation systems involving
astrophysics and gravitational physics. In Chapter 8, we provide a full description of this
software, along with a brief tutorial on solving a simple example on the platform’s website:
the Multipatch Wave Equation.

Using all the tools on our disposal, we finally have the means to study gravitational
waves emitted by a black hole binary. To solve our complex system of equations, we were
supported by the National Laboratory of High Performance Computing (NLHPC) in Chile,
who allowed us to work on their supercomputers and get the data necessary to completely
simulate black hole binaries. We end our thesis by running specific codes to simulate two black
hole binary mergings; a quasi-circular collision with equal mass black holes, and a simulation
of the GW150914 signal. We further analyze the plots of the black hole trajectories and the
gravitational waves emitted, the latter by the decomposition of the ¥, scalar in spherical
harmonics.



Capitulo 2

Finite Difference schemes for PDEs

2.1. Introduction

Partial Differential Equations (PDESs) play a fundamental role in describing numerous phys-
ical phenomena and natural processes, ranging from heat conduction and fluid dynamics to
electromagnetic fields, quantum mechanics, and space-time evolution models of our universe.
Analytically solving these equations and obtaining a closed-form solution is often challeng-
ing, if not impossible, so many numerical methods have emerged as tools for approximating
solutions to these PDEs.

Among these various numerical techniques, finite difference schemes stand out as a
widely used and highly versatile approach to solving PDEs numerically. This method em-
ploys the straightforward concept of discretizing the continuous domain of the PDE into a
finite set of grid points, thereby transforming the original differential equation into a set of
mixed algebraic equations that can be solved computationally.

The aim of this chapter is to explore finite difference schemes for PDEs comprehensively.
We will present the underlying principles of finite difference approximations, analyze various
schemes used for different PDEs, and discuss their strengths and limitations. We will focus
on the discretization of both temporal and spatial domains, showing how these schemes can
handle parabolic, elliptic, and hyperbolic PDEs.



2.2. Discretizing our domain

Solving a partial differential equation often involves the differential of a function on various
of its independent variables. Let’s focus on a function u depending on time and space, that
is, u = u(z,t), where z € [0,1] and 0 < ¢ < T'. In a specific PDE, when its partial derivative
is called, the equations require us to compute the derivative for each point in our domain,
which is often an open interval with infinite points. Asking our machine to solve this, with
no previous knowledge of differential equations and just a simple definition of a limit will
prove impossible due to the number of points. Therefore, our first intuition is to partition
our domain into a finite set of points. This means defining {z¢, x1, ..., z,_1, T, } such that,

O=xo< 1 <...<2p1 <z, = 1.

If we define the mesh of our partition as max |z; — ;1| : ¢ € {1,...,n}, then we will show
that as this mesh tends to zero, our approximation converges to the real solution of the
PDE. This concept of mesh represents the maximum distance between adjacent points in our
partition.

In theory, we could define a grid with a varying mesh size (smaller where higher numerical
accuracy is needed and larger elsewhere). For simplicity, we will use a uniform partition,
where the intervals all have the same length h:

Tp — o

ri=x9+i-h=x0+1- for ¢=1,...,N,
where N is the number of intervals we divide our domain into.

Therefore, a common discretization of our domain (0, 1) x R arises from introducing our
spatial step Az = 1/N and a temporal step At > 0 as nodes of a regular grid:

(tn,z;) = (nAt,jAz) for n>0and je{0,1,..., N}

If u = u(t, x) solves a particular PDE, we will denote as ! the discrete approximated solution
at the points (t,,x;), and by u(t, ) as the exact solution.

2.3. Back and forward derivatives

Let ug be a numerical approximation of some function u. We define the order of this
approximation as the highest integer n such that limj, 0“7 = 0, and we will say the
approximation is O(h™).

Let u be a n-times differentiable function. If we apply a Taylor series expansion around a
point x;, we get:

1o 2) (. (M) (.
u'(;) +u (xz)hz—l—...—{—u (z;)

ul@i +h) = ulwi) + =, 9] n!

h" + R,(h),

where R, (h) is a remainder term such that limy_o Rzﬁh) =0.

Let us derive an approximation for the first derivative of w by truncating the Taylor
polynomial.

u(z; + h) = u(z;) + u'(x;))h + Ry (h).



Dividing across by h yields:

u(z; + h) —u(z;) — Ry(h) - u(z; + h) — u(z;)
h h ’

u' () =

This is known as the first order approximation forward first derivative (FD1u')
of u. It is certainly useful when u is defined in a neighborhood to the right of z;, but when
it is not, one can make use of a first order approxrimation backward first derivative

(BD1v'):
u(w;) — uw(x; —h) — Ri(2) - u(x;) — u(x; — h)
h - h '
These both approximations are of order O(h), since the difference between the approxima-
tions and the real derivative (as seen in the function’s Taylor series expansion) R;(h) has the
property:

u'(z;) =

h
lim R (h)

h—0 hl - 0'

2.4. Creating new approximations

Let us derive approximations for «’. Let u € C? with bounded second derivative, 0 < h < hy,
and consider the expansion given by the Taylor’s theorem:
2

u(z + h) = u(x) £ hu'(z) + };u"(fi).

Then one has

(FD1u) { w — u’(as)‘ <Ch , C=maXeczath) [ II(O'.
Additionally,
(BD1u') { W — u’(x)’ <Ch , C=maxXec[zin] [ H@)l.

Now, if u € C3, we can get higher order terms from our Taylor expansion,

{u(m +h) =u(z) + h'(z) + %u (x) + {iu”’(@),
u(z — h) = u(x) — hu'(x) + %u’ (x) — g, u"(E2),

to derive a second order approrimation centered first derivative (CD2u') of u:

woth) —ule=h) ol e ol W@

CD2u') :
( u ) 2, - ¢€lz,x+h] 3!

Similarly, for v € C*, we further expand our Taylor approximation,

{u(m + h) = u(x) + hu'(x)

(@) + G (@) + (€,
u(zr — h) = u(x) — hu'(z) +

(@) = By () + frut (E),

w‘: L\DP“



to derive a second order approximation centered second derivative (CD2u')

(CD2u") {|MER-2A@8al) ()] <O, € = maxeepasn o),

Let us try to generalize this with an example. Suppose we need to find an approximation of
v’ using five points: u(x — 2h), u(z — h),u(x),u(x + h),u(x + 2h). This amounts to finding
the values 7, for which:

u'(x) ~y_gu(x — 2h) + y_qu(z — h) + you(x) + u(z + h) + yu(z + 2h).

where we define this approximation as

S= > mulz+kh).

k=—m

Using, again, our Taylor series expansion, we get:

’)/OU({L‘) = ’}/0U({E),
Yeru(z £ h) = yrru(r) £ yeh' () + 741 %QU”(]?) + 711%?11"'(:6)
+Hye lru (z) + O(hY),
Yaou(x & 2h) = yrou(w) £ Yya02hu’(x) + Vﬂ@u”(x) + yﬂ(%ﬁu’”(x)

s @ () + O(R?).

Therefore, since we are looking for an approximation of «'(z), then the following must hold:

2 2 2()2

Ve U"(f)

2 (kh)g

<kh‘) Y u'(z) + O(h?).

2
() + 3

k=—2

=0 =0

This is a linear system of equations, whose solution satisfies |S — f/(x)| < Ch* and can be
expressed in matrix notation:

1 1 1 1 1 s 0
~2h  —h 0 h 2h ||~y 1
(=2n)%  (=h)? n? o (2n)? —
AT R 4 I A B
By g e |,

4l 4l U 72 0



Solving this system yields our final solution for the desired approximation:

s s
- 12h y V-1 = 124 »y Yo=U, 1= 12h y V2 = 12]17
u(x — 2h) — 8u(z — h) + 8u(x + h) — u(x + 2h)

/!
= () o :

Y-2

2.5. Derivatives in time and space

The same logic applied on derivatives for multivalued functions is used for finite difference
approximation schemes.

This means, considering forward approximations for derivatives in time and space, the
equations read:

u(t + At,z) — u(t, x)

—u(t,z) ~

ot At ’
0 u(t,z + Az) — u(t, )
P A '

Similarly, for the centered second derivatives, the equations are:

0? u(t + At,z) — 2u(t, ) + u(t — At, x)
e~ INZ ’
0? u(t,r + Az) — 2u(t, ) + u(t,x — Ax)
@U(t, .Z') ~ A2 .

Here each approximation is made with respect to each variable, while keeping others constant.

2.6. Consistency and accuracy

A finite difference scheme is defined, for all possible indices n, j, by the following formula:
Favae ({0550 - <msm <kt ) = 0,

where integers m~, m™, k™, k™ define the length of our stencil.

Our finite difference scheme is said to be consistent with our PDE F'(u) = 0, if for every
solution u(t, x) sufficiently regular, the truncation error of the scheme, defined by

FAt,Ax ({u(t + mAt, x + kAx)}m—§m§m+,k—§k§k+) ,
tends to zero, uniformly with respect to (¢, x), when At and Az tend to zero independently.

Also, the scheme is said to be accurate to order p in space and order ¢ in time if the
truncation error tends to zero with O ((Ax)P 4+ (At)?) as At and Az tend to zero.



2.7. Stability

Usually, not every finite difference scheme works in a desired manner. Some schemes may
not actually represent our equation, and thus they will not give back a consistent solution,
for which we refer to the consistency and accuracy of the scheme. But sometimes our scheme
is actually consistent, but our solution begins oscillating in an unbounded manner, for which
we say our scheme is unstable. We give a mathematical definition for stability, beginning
with the definition of a norm. Let us define the following norm for a numerical solution

u = (uj)i<j<n-
N 1/p
[u"]l, = (Z AI’“?V’) for 1<p<oo.
=1

A finite difference scheme is said to be stable if there exists a constant K > 0, that does
not depend on At or Az, such that

lu”|| < K|lu®|| forall n >0,

for every initial condition u°.

If this condition is not met for every step size At and Ax, but is blinded to particular
values of these step sizes, then the scheme is said to be conditionally stable.

We will be working with linear schemes, for which our PDE representing formula,

n+m —
FAt,Am ({uj+k }m*§m§m+,k*§k§k+) - 07

is linear with respect to its arguments u;‘i,;" . Stability for a linear scheme is easy to interpret,

since we can write these schemes as a matrix equation,
u"tt = Au”,

where A is a linear operator of RY. By iterating backwards, one gets that u® = A™u°, so
stability of our scheme is equivalent to:

| A" < K ||u vn > 0,vVu’ € RY.

If we define our linear operator norm,

M| = sup
u€RN u£0 HUH

then the stability of our scheme is equivalent to,
|A™] < K Vn >0,

which means that we ask that all powers of our matrix be bounded by some constant.



Capitulo 3

Numerical methods for the Heat
Equation

3.1. Introduction

We will begin by presenting an elementary discussion on an important partial differential
equation: the 1-D Heat equation. The Heat equation describes the distribution of heat in a
one-dimensional rod over time and is mathematically expressed as,

ou 0%u

7(:B7t) = H@(

5 z,t), forx €0, L].

Here, L represents the length of the rod, and k is a parameter reflecting the material prop-
erties affecting heat conduction.

As is customary with PDEs, solutions to this equation require initial conditions (the heat
distribution at the starting time) and boundary conditions (constraints on the heat at the
boundaries, either fixed values or constraints on the heat flow).

In this chapter, our focus will be on numerical schemes that allow us to compute ap-
proximated solutions, demonstrating their convergence to analytical solutions. The 1-D heat
equation is often the starting point for studying finite difference schemes due to its straight-
forward formulation, and its stability is relatively easy to analyze.

3.2. Derivation

We begin by deriving the equation for the temperature u(x,t) of a rod of length L, with a
diffusion coefficient x and an external heat source H(z,t), at the point z and time t. We
need to make some assumptions to correctly pose this problem:

* The rod is made of homogeneous material.
* The rod is insulated perpendicular to it, so heat flows only in the x-direction.
* The rod is sufficiently thin, so the temperature within any cross-section is constant.

The first assumption, concerning the homogeneity of the material, is not necessary for the
original problem, but it simplifies our solution techniques.



From the principle of conservation of energy, the heat within a segment of the rod [z, z+0z]
satisfies the following:

Net change inside [z, 2 + dz] = Net inward flux across boundaries at x and x + dz+

total heat generated inside [z, z + Oz].

The total amount of heat in any segment [a, b] is given by:

b
/ cpAu(s,t)ds,

where ¢ is the thermal capacity of the rod (specific heat), p is the density of the rod, and A
is the cross-sectional area of the rod—constants under our assumptions. The conservation
relation reads:

z+0x

z+0x
cpA/ (s, t)ds = KAJu,(z + 0z, t) — ug(x,t)] + A/ H(s,t)ds ,

Net inward flux across boundaries
Net change Total heat generated inside

where H(x,t) describes the heat generated by an external source per unit length and per
unit of time.

Dividing both sides by A and applying the FTC to show that wu,(b,t) — u.(a,t) =
S Ug(s,t) ds, we get:

z+0x z+0x
cp/ u(s,t) ds = / (K gy (s,t) + H(s,t)) ds.

Rearranging yields:

x40z x+-0x
/ w(s,t)ds = / (Kugzz(s,t) + h(s,t)) ds,

T

where k = g and h(x,t) = éH (z,t) are the diffusivity of the rod and the heat source density,
respectively.

Since this equation holds on any arbitrary segment of the rod, it follows that the integrands
must be the same everywhere on the rod. Therefore, we finally obtain the 1-D heat equation:

Up = Klgy + h(z,1).

10



3.3. Analytical solution of the heat equation

We again consider a conductive rod of length L as seen in 3.1. To model this object, we
assume this rod is insulated along (0, L) and exchanging heat from its boundary point x = 0
and/or = L. We also model an external heat source as h(z), this time not depending on ¢.

external source external source

u(0,t)=a \u{f_.f]:h

=0 d--------- hiz) -------- » T=L
external source

Figura 3.1: Visual representation of a conductive rod, for which we find an
equation to solve for u(z,1t).

Our goal is to find the equation that defines u(z,t) being the temperature of the rod at
the point x and time ¢. Note that u is a function of two independent variables z,t, where
x € [0, L] and t > 0. The heat equation that describes w is:

u(z,t) = Kuge(x,t) + h(x),

where k > 0 is a positive constant that depends on the heat capacity, the density and other
properties of the rod.

For this problem to have a unique solution, we will need one initial condition and two
boundary conditions. The initial condition is usually described by an arbitrary function of
x.

Boundary conditions can vary according to the physical problem at hand, and these can
be of the following types:

1. Dirichlet boundary conditions (D)
2. Neumann boundary conditions (N)

3. Mixed boundary conditions (M)

11



The following are three examples, one of each boundary condition:

ug(,t) = Kuge(x,t) + h(x)
(D) ulz,0) = f(x)

u(0,t) = a, u(L,t) = b,
u(,t) = Kuge(x,t) + h(x)
(N)  ulz,0) = f(x)

uz(0,t) = ¢1, ugp(L,t) = ca,
ug(x,t) = Kuge(z,t) + h(x)
u(z,0) = f(z)

a1u(0,t) + bju,(0,t) = ¢
asu(L,t) + bou, (L, t) = co.

(M)

We derive an analytical solution for the heat equation with Dirichlet boundary conditions.

To solve this equation, we need to understand the concept of the steady state solution
to a heat equation. This is a solution that remains unchanged with respect to ¢, that is, a
solution v(x) that satisfies the heat equation. This is equivalent to asking that

The above equation is simply solved by integration, and we can prove that, regardless of the
initial heat distribution u(x,0) = f(x),

Jim u(z,t) = v(x).

As seen in any basic ODE course, to find the particular solution to the original intial-boundary
value problem, we need to sum two solutions: the homogeneous and the particular solution.

First, let w(x,t) satisfy the homogeneous problem:

wi(x,t) = KWy (x,t)
w(z,0) = g(z)
w(0,t) =0, w(L,t) =0.

Next, we need a steady state solution satisfying the original problem. Let v(x) be this steady
state solution satisfying,

12



Now we consider u(z,t) = v(x) + w(z,t). We first note that,

U — Kllge = (V+ W)y — K(V + W) e
= Uy +Wt — KUzp —KWgyy
~— N——
=0 =—h(z)

= Wy — KWyy +h(z)
—_——————

so u(x,t) satisfies the nonhomogeneous heat equation. The boundary conditions are also

satisfied:
u(0,t) = v(0) + w(0,t) = a
u(L,t) =v(L)+w(L,t) =b.
Since the initial condition equation implies

f(x) = u(z,0) = v(z) + w(z,0) = v(z) + g(z),

then, if we set g(z) = f(z) — v(z), we can first solve our ODE for v(z) to get g(z) and solve
our homogeneous PDE for w(z,t).

3.3.1. Homogeneous heat equation

Since our non-homogeneous heat equation can be split into a simple ODE and an homoge-
neous heat equation, we focus our attention on the latter. Let w(z,t) be a solution for the
homogeneous heat equation with Dirichlet boundary conditions, that is,

wi(x,t) = KWy (x, 1)

w(z,0) = g(z)
w(0,t) =0, w(L,t) =0.

We will use the separation of variables technique to solve this. We first assume a solution
takes the form of a product of a purely spatial function and a purely temporal function. This
usually leaves us with a free parameter solution, which determines an unique solution when
setting the initial condition. Let w(x,t) be our solution, that is,

w(x,t) = X(z)T'(t).
We can easily compute partial derivatives on this solution to get,
we(z,t) = X(2)T'(t)  and  we(x,t) = X"(2)T(¢),

so our equation reads as

13



Diving both sides of our heat equation by kX (z)T'(t) we get,

17() _ X"(x)
kT  X(z)

Since both sides depend on different independent variables, we impose they must be equal
to a constant —\?, where the negative sign is there just to make our calculations easier, and
doesn’t change the final solution. This gives us two equations:

T'(t) = —kN*T (1)
X"(z) = =X2X (), X(0) =0, X(L) = 0.

We must now consider three cases for —\2? to be a real constant. If a case leads to a zero
solution, we will discard it as trivial.

Case 1: )\ purely imaginary

In this case, we consider A = i\, with X a real constant. Our equation for X (z) would

yield a solution,
X(x) = ¢ cosh (N'z) + cosinh (Nz).

Applying both boundary conditions yield,
0=X(x)=c, 0= X(L) = cysinh (\'z)

which lead to ¢; = ¢o = 0, so then X (z) = 0. This leads to a trivial solution, so we discard
this case.
Case 2: A=0

In this case, our equation for X (x) reduces to,
X"(x) =0.
This is a second order ODE, easily solved by integration, and yields,
X(z) =1z + co.

Applying both boundary conditions force ¢; and ¢y to be zero, yielding another trivial solu-
tion, so this case also does not work.

Case 3: )\ purely real

For Case 3, the equation for X (x) produces the following solution,
X (x) = ¢ cos (Ax) + cosin (Az).
Applying both boundary conditions yield,

0=X(z) =c, 0= X(L) = cysin (Ax)

14



Since we are looking for non trivial solutions, we must have that ¢y # 0, so then,

sin(L\) =0 = Ll=nm n=123,.

nm

which is an equation of A for each possible value of n. Therefore, we can define A, = 7 and

get our equation for X, (z)

)\n - nfﬂ- Xn(ﬂf) = sin <n7£1:>’ n= 17273a

Plugging this A, to our equation for T'(¢) for each value of n, yields a family of solutions
T, (t),
T (t) = cpe ™™,

Due to the antisymmetry of the sine function, it suffices to only consider positive values of
n, therefore our infinite solutions will be of the form:

nm

up(z,t) = B, sin <nzx>€_n(” " n=1,2,3,..

Our full solution will be a particular sum of these eigenfunctions, where the specific choice
of the B, values will depend of our initial solution g(z), in particular:

> nmwx )2
u(z,t) = > B,sin ()e_“(L) L
n=1 L
Where B,, are to be determined. To get an unique solution, that is, determine the values of
B, we set t = 0 and multiply both sides by a sine function of the n-th frequency. When

integrating, that sets every other sine product equal to zero and leaves us with an equation
easily integrable for B,,, that is,

2 L . (nTT
B, = L/o g(x)sin (L>d:v,

which are values that determine an unique solution for our homogeneous heat equation.

15



3.4. Finite Differences for the Heat Equation

For some initial conditions, the homogeneous heat equation is actually pretty easy to solve,
and may have few non-zero constant terms, leaving us with a neat solution. However, it may
happen that all B,, are non-zero, where the infinite sum determining the final solution has
no closed form, and this is only considering the homogeneous heat equation where there’s no
extra terms, but physics admits a great variety of equations that may arise, and we should be
prepared to solve, or at least visualize, each one of them. This is where numerical schemes con
in handy, allowing us to visualize solutions to every equation, even if it admits no closed form.

To delve further, we must start from the beginning, so let us use numerical schemes to
solve the homogeneous heat equation. Let u(x,t) solve this PDE with an initial condition
up(z), that is,

ot

O (p,t) — k2% (2, t) =0 for (x,t) € (0,1) x Rf
u(z,0) = ug(x) for x € (0,1).

As mentioned before, our domain grid will be discretized by,
(zj,tn) = (jAz,nAt) forn>0, ,j€{0,1,..,N}.
where Az = 1/N, with N being a positive integer, and At > 0.

Remembering our previous notation, we denote u} as the approximation of u(z,t) at the
points (x;,t,), with our initial approximation vector being u) = ug(z;). Let us figure our
how to get these values and study them.

The finite difference schemes are not unique to an equation, this may have been obvious
by the fact that derivatives can be approximated to different orders with different schemes,
and those expressions would undoubtedly lead up to different schemes. It is important to
know the order to which our approximations will be computed, but when considering spatial
derivatives, it is ever more important to choose at which time these derivatives will be com-
puted.

Whenever we are studying a first derivative in time, we usually do a forward derivative
n+1l__ n

Ou = 4 N % and so we are implicitly saying that we are 'standing’ at the n-th time. So

one may ask, are we computing the a spatial derivative at the n-th time, at the (n — 1)-th

time, a combination of both, or any other possible time? The answer is that one may choose

any possible time step, and study the scheme accordingly. We will talk about the most used

schemes as follows.

Whenever we are at the n-th time, and compute our spatial derivatives in this time step,
we call our equations an explicit scheme. For the homogeneous heat equation, it becomes,

n+l . n n o _ n n
; ul ui_y —2ul +ugy

J L K =0,

At Ax?

u

where the second spatial derivative is taken with respect to the current position nAt, that
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is, given our first stage by ug, the next one can be computed with the formula:

rH—l
J

n

=" — 2cu” n
u; = ug A+ cug_g — 2cuy + cugyy

= cuj_y + (1 = 2c)uj + cufy,

kAL

Az I8 called our CFL number.

where ¢ =

This means, beginning with our initial condition we can compute the next time step by
multiplying our vector by a matrix given by:

1-—2¢c c 0 0
ug ™! ug
urlz+1 c 1-—2¢c & Ul
uy 0 c 1-2¢c ¢ ul
n+1 n
Un_o c 1-2¢ c 0 UN_2
n+1 n
Unr_ Unr_
N-1 : c 1-2c¢c c N-1
un+1 un
N 0 0 c 1-2¢c N

On the other hand, the implicit scheme, takes values at the next time step of the
discretization and forces them to solve the equations of the previous one. The scheme reads

as follows:

n+l __ n n+l n+1 n+1
u; uj /{uj_l 2u" +ugy _0
At Az? ’
and it solves the equation

n+l n+1 n+l n+l _  n

u; cu;ly + 2cu; cujy = u;
n+1 n+1 ntl _ n
= —cuj’y + (14 2c)uf™ — cully = uj.

the values of u}. In fact, the linear system can be written as

0

where this matrix is definite positive, therefore invertible.

17

14+ 2¢ 0 0 u’&“ u
—c 142 —c uptt uff
0 —c 1+4+2c¢ —c uy uy
—c 1+2¢c —c 0 “R/Jr—l2 UN o
n+1 n
Un_1 Un_1
: —c 142¢ —c i, un
0 0 —c 1+ 2¢ N N

We can check this scheme is well posed, and one can indeed compute values of ug”rl




These two schemes can be joined together by a convex combination of the two, where for
0 <6 <1, we can obtain the 8-scheme,

uptt — uf _ eKu?fll —2uft + u?jfll - 9) —2u} + u]+1'
At Ax? Aa:Q

We will note some important things about this scheme:
e For § = 0, the scheme is explicit.
e For 6§ = 1, the scheme is implicit.
» For 6 = 1/2, the scheme will be called Crank-Nicholson scheme.

e For other values of #, the Scheme can be given other names, such as the six points
scheme, given by 6 = 1/2 —

IQHAt

These previous schemes will be called two-level schemes, since they only consider at most
two consecutive time indices. It is possible to work with multi-level schemes, for example,
the DuFort-Frankel scheme:

wptt — ! N K—u] el R ST i .
2At Ax? ’
and the Gear scheme:
3 §L+1 4u 4 un 1 s n+1 4 2un+1 u;zill _ O
2At Ax2

The list is exhaustive and our job is to compare these schemes and use the one that’s most
efficient and accurate according to our needs.

From now on, we will be focusing on the implicit two level scheme and the explicit
two level scheme.

As we have mentioned in previous subsections, the initial condition is totally represented
in the values of ug-) that start our iterations. The conditions for our boundaries are, on the
other hand, given by the values of our iteration matrix. Each scheme can be used to solve
the equation given the requested boundary conditions, which we will study separatedly.

3.4.1. Dirichlet Boundary Conditions

Let us consider our usual heat equations with Dirichlet conditions on both sides, that is
u(t,0) =0 and wu(t,1)=0.

It is important to note that since values at these boundaries must be preserved, then the
initial condition must also have these values. This means that whichever value our initial
condition has at our spatial domain border, then we can replace for the Dirichlet condition
in the corresponding border. It also means that the iteration matrix must be such that
the boundary value is preserved at every step. This can be easily done by replacing the
corresponding row of the matrices by an identity matrix row.

18



For the explicit scheme, the system of equations one must solve to solve for Dirichlet

boundary conditions are,

1
ug—l—l
urllJrl

uy ! 0 ¢

c 1—2c &

1—2¢c ¢

n+1
Un—2
n+1
Un—1
n+1
UN 0

C

1—-2¢

while the implicit schemes solves a different system,

1 0 0
—c 1+2¢ —c
0 —c  1+4+2c —c
—c 14 2c
: —c
0 0

—C

1+ 2¢

0

0
—c
1

c 0

1—-2¢c ¢
0 1

These two schemes can be combined into a single @-scheme, if we
matrices for the Dirichlet conditions on a #-scheme,
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n
Un_9

n
Un_q

uy

n
Un_9

n
Un_1

n
U

consider the following



1 0 0 0

—cl 1+ 2c0 —ch
0 —c0 14+2c0 —cO
Agi(c,0) = | ' B o B ‘ R
—ct 1+2c0  —cO 0
: . —cl 14+ 2c0 —cbO
0 e 0 0 1
1 0 0 . . 0
cd 1—2ct ct
0 cl’ 1—2c0" bt
Buulc.8) = . | . | . | . | . | ’
cd 1—c20 ct’ 0
: . ct’ 1—2c0" ct
0 ... ... e 0 0 1

where we have used the notation 8’ = 1 — #. By combining the two schemes as mentioned
before, we get the #-scheme in matrix form as,

Add(c, Q)Z/{H—H = de(c, Q)Z/ln,
where U™ = (ufl, ul, ...,u%_;,u%)? denotes the approximated solution at time n.

3.4.2. Neumann Boundary conditions

Now, we consider the heat equation with Neumann boundary conditions at both of its borders,
this means:
ou ou

£<t, 0) = C and %(t, 1) = Co.

For a first order approximation, we could easily use forward spatial derivatives at both points
ug and uly:
uy — ug Uy —uy_y
Ax Ax
This allows us to solve for our respective values of uj and u%.. Sadly, this approximation is
only of first order wheras our scheme has a second order at the center points, and will make
us lose accuracy around the borders. To fix this, we can apply a second order approximation

at the border to get:

=¢; and = (.

n n
Uy — Uy

2Ax

n n
Un41 — Un-—1

2Ax

=c¢; and = .
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This better approximation gives us accuracy, but adds cost to our code by introducing two
'ghost" points u”; and uf, ;. The equation for these ghost points are, respectively:

n _ n n _ n
u” ) =ul —2ciAz and  uy, = un_; + 2cAx.

These equations are used to compute the centered derivative for the boundary points. To
show this, we will consider the explicit scheme equation for the left boundary point:
uptt — o uf = 2ug +uy
At Ax?
= ul™ = ul + cul — 2cull + cu™,
— uptt = (1 —2c)ufy + cul + c(u} — 2c;Ax)
= upt = (1 — 2c)uf + 2cu — 2cc; Aw.
Similarly, the equation for the right boundary points would read,
uitt = (1 — 2c)uly + 2culy | + 2ccoAx.
This translates to the iteration matrix for the explicit scheme:
L 1—-2¢ 2c 0 0
ug™ ug —2cc1 Az
u?“ c 1—-2¢c c ur 0
e 0 c 1—2¢c ¢ uy 0
|- +
“7vzz c 1-2 ¢ 0 UR -2 0
u'y ul_ 0
ujr\zf-ﬁjll : ¢ 1—2c ¢ 5” 1 2ccoAx
N 0 0 2 1-2c N

The same methods can be applied to the original implicit scheme, for which we will show the

final matrix form of the equation:

14+2¢ —2c¢ 0 0 .
uf™ 2cc; Az ug
— 142 — n
c + 2c c u?ﬂ 0 ur
0 —c 142 —c e 0 uy
1 n
—c 142 —c 0 (o 0 UN_2
ustl 0 uh
: — 1+2 — ||\ T o
e —2ccoAx u
0 0 —2c 1+2¢

To combine these two into a single #-scheme, we will start from the beginning and make our
way up to it. We begin posing the original #-scheme for the left boundary point and expand it

accordingly
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uy " —ug _ ok up ™t — 2uf oyt ot —2ug +u™y
At N Ax? Ax?

= (14 2c0)ul™ — cO'ui™ — cOu™t = (1 — 2c0 ufy + cO'uft + cf'u™,
— (14 2ch)uf™* c@u?“ — ce(u?+1 —2c1Az) = (1 — 2¢0")uf + cb'u?
+ cf' (u} — 2¢1Ax)
= (14 2c0)ul™ — 2c0uitt + 2cci0Ax = (1 — 2c0 Yupy + 2c6'u} — 2cc10' Ax
= (14 2c0)ul™ — 2c0ul ™t = (1 — 20" )ud + 2c0/uf — 2cc, (0 + 0')Ax
= (14 2cH)ul™ — 2cu™ = (1 — 2c0")uf + 2c0'uT — 2cc; Ax.

Similarly, for our right boundary, we get:

n+1 n n+l n+1 n+1 n n
uns -y unhy —2uy tuny . Unyq — 2uy + U

At Az? Az?
= (1 +2cO)up™ — cfut — c@u’ﬁﬁrll = (1= 2c0")ufy + b ufy_y + cb'ufy
= (1 +2e)uf™ — cOup™, — cO(ut| + 2eaAx) = (1 — 20" )uly + cO'uly 4
+cf' (uf_y + 2c0Ax)
= (1 +2cO)ui™ — 2c0u™, — 2cc10Az = (1 — 28 )uly + 2¢0'uly_| + 2ccatf Ax
= (14 2cO)un™ — 2c0u™, = (1 — 2¢0 )uly 4 2¢0'uly_; + 2cc1 (0 + 0') Az
= (14 2e0)ui™ — 2c0u’ytt = (1 — 20" )uly + 2c0'uly_y + 2cei A

Therefore, our #-scheme written in matrix notation can be represented by the following two
matrices that represent this scheme with Neumann boundary conditions,
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14+2c0 —2c0 0 0
—ch 1+ 2c0 —ch
0 —cl 1+4+2c0 —cb
Apn(c,0) =
—cl 1+ 20 —ch 0
: —cl 1420 —cb
0 0 —2c0 1+ 2c¢
1— 2¢O 2cl’ 0 0
ct’ 1—2ct’ ct
0 cb’ 1—2c0" bt
Bn(c,0) =
cd 1—2c0 ct’ 0
: ct’ 1—2c0 ct’
0 0 2c’ 1—2cH

and so our #-scheme is condensed in the following equation,
Apn(e, DU = By, (e, HDU™ + Chn,

where again U™ = (ug,uy,...,uy) and Cp, = (—2cc1Ax, 0, ...,0,2ccoAx) is a constant vector that
deals with the conditions at the boundary.
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3.5.  Stability analysis

We have previously defined the condition for a linear scheme to be stable. Luckily, the scheme for
the heat equation is in fact linear, so we can apply them. Remember the condition is there exist a
constant K > 0, independent on At and Ax, such that,

lu"| < K[lu®l] ¥n > 0,Vu® € RY.
This condition was equivalent to asking that the following condition holds,

[A™C) < K|lu®|| ¥n >0,Vu’ € RY,

which reduces to a matrix norm inequality,

|A"| < K Vn >0,

when considering the following matrix norm,

Mu
Ml = sup 122Ul
u€RN u£0 HUH

For simplicity, we will consider the L? norm for the study of stability, allowing us to use tools as
Fourier analysis and Plancherel’s equality.

3.5.1.  Stability in L2

The L? norm is easy to study thanks to Fourier analysis. We will be assuming periodic border
conditions for our heat equation, since this helps us apply the Fourier transform without problem.
These conditions are better written as u(t,x + 1) = u(t, z), for all = € [0,1] and all ¢.

Since our vector u" = (uf)o<;j<n is discretized, its Fourier transform would always be zero. To fix
this, we will "complete" this function by extending its values into the rest of the domain, therefore
getting a function u"(z) defined on all [0,1]. This means,

u'(x) = vl if ;

1
i=3

where z;, 1 = (j 4+ 3)Az for 0 < j < N. Defined this way, our function u™(z) belongs to L?(0,1).
Thanks to Fourier analysis, every L?(0,1) function can be decomposed into a Fourier sum,

u"(x) = Z " (k) exp{2mikzx},
kEZ

where 4" (k) = fol u™(z) exp{(—2mikz)}. We also have Plancherel’s theorem applied to our functions,

[ s = X

kEZ

A property of the Fourier transform is that when translate our function by a fixed value, its
Fourier transform can be studied in the same frequency by multiplying by an exponential according
to the following formula,

v (z) = u"(x + Ax) = 0" (k) = 0" (k) exp{(2mikAz)}.
Let us begin studying the stability of the explicit scheme, defined by its formula:
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u" M (z) = &Atu”(x + Azx) + (1 - QM) u"(x) + Z—Asu"(a@ — Ax).
x

Ax? Ax?
After applying Fourier transform to both sides, we get

An+1 o K,At . At n K,A _ i
" (k) = A:z2u "(k) exp{(2mikAx)} + (1 2A 5)a" (k) + AxQu "(k) exp{(—2mikAz)}
KAt o
= <1 A2 (exp{(2mikAx)} — 2 + exp{(— 27ml<:Aa:)})> (k).
We can show that e*® + e72% — 2 = —4sin? (z). In fact, using Euler’s formula for complex

exponentials, we have e'* = cos x + ¢ sin z, therefore

e* 4 e ¥ — 2 = 2cos (21) —
2

= 2(cos? (z) — sin? (2)) — 2
= 2(cos? (z) — 1) — 2sin? (2)
= —2sin? (z) — 2sin? ()

= —4sin® (z).

Using the previous property, we finally get our formula for the Fourier transform of 4"*1(k),

@ (k) = (1 + 2 (expl(2mika)) — 2+exp{(—27rik‘Ax)})> a" (k)
= (1 — ZAE sin (ﬂ'kAx)) " (k).

We see that this formula is clearly linear, in other words

B 4k At
Az?

a"t(k) = A(k)an (k) = A(k)"a0(k) with  A(k) = sin? (thAz).

For k € Z, the stability condition is |A(k)| =1 — 4““ sin? (tkAz) < 1, that is

2kAtsin? (TkAzr) < Az

For this condition to be satisfied for any value of k, we define our CFL condition to be,

kAL 1

If this condition is indeed satisfied, then by Plancherel’s formula we have,
1
el = [ @iz = 3 )P < 300 = [ e = )
ke keZ 0

which means that our explicit scheme is L? stable.
On the other hand, if the stability condition is not met, then one could choose Az small enough,

and ko big enough, and an initial condition with one non zero Fourier component 4°(kg) # 0 with
sin (mkoAx) = 1, such that |A(ko)| > 1, so the transfored iteration matrix would grow exponentially
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in each iteration. This translates in unbounded oscillations of our simulation.

Therefore, we have that the explicit scheme is stable if and only if the CFL condition Zﬁﬁ < %

is satisfied.

Let us now study the stability of the implicit scheme. Remembering that this scheme is,

B kAL
Ax?

At At
—Z—xQU"H(x — Azx) + <1 + 22362) "t (x)

u" x4+ Az) = u"(x),
we can apply Fourier transform to both sides to get

an (k) (1 + %(— exp{(—2mikAz)} — exp{(2mikAz)} + 2)) — (k).

In other words,

kAL

-1
A2 sin? (ﬁkAx)) .

A L(k) = A(k)a" (k) = A(k)"Ha®(k) where A(k) = (1 +4

Since |A(k)| < 1 always, then by Plancherel’s formula we have that the implicit scheme is L? stable
for any choice of At and Ax, a property we will call unconditional stability. This means that
this scheme poses no conditions on our grid size for it to be stable, at the cost of being expensive
to compute, since it involves inverse matrices of huge dimensions.

3.6.  Visualizing numerical schemes for the Heat equa-
tion

We will show that these schemes actually work in practice through one example. For this, we will
take a heat equation with a known solution, and check the plot of our numerical solution against
the real solution.

Let us consider the following heat equation with both Dirichlet boundary conditions,

4y = Uy, 0<2<2,6>0

uw(0,2) = 2sin (%) — sin (7z) + 4sin (27z).

This equation can be solved via our previous methods to get exact solution,

u(z,t) = 2sin (?) exp{ (—T;t) } — sin (7z) exp{ (—ﬂ:t> } + 4sin (27x) exp{(_WQt)}.

To study our numerical schemes in a detailed manner, we focus our attention on both explicit
and implicit finite difference schemes.

First, let us see how our explicit scheme finite difference solution is plotted against the real
solution of this PDE.

We know the CFL condition for our numerical scheme is that ¢ = ( AA;)Q < % Let us check how
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our numerical solution behaves against the real solution, so we can

Heat equation with CFL = 0.499

easily check it converges.

t=0.0 t=0.16 t=0.32
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Figura 3.2: A comparison between an explicit numerical scheme solution
with a CFL number of 0.499, and real solution.

For a CFL number lower than %, as is seen in Fig. 3.2 where a CFL number of 0.499 is chosen,
we can see that the plot against our numerical solution is equal to the real one. This comes at the
cost of having to solve multiple equations, since for a small (Az)?, we must have that At < J(Az)?,
which bounds our time step by a really small amount.

Heat equation with CFL = 0.5
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Figura 3.3: A comparison between an explicit numerical scheme solution
with a CFL number of 0.5, and its real solution. This is the highest value
the CFL number can take before numerical inestabilities are seen.

We can even plot the solution for a CFL value of exactly 0.5 in Fig. 3.3, and check that even for
extreme values of the CFL number the explicit scheme has no problem being stable and behaves
pretty well, being almost identical to our real solution. The hability to choose a high enough value of
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CFL number to study more complex PDEs in a higher time interval, while simultaneously choosing
it sufficiently low to not lose stability, is what makes this value special. In this case, choosing a CFL
number of 0.1 or 0.5 makes no remarkable difference, since the cost of our simulations is really low,
but eventually one may encounter code where even the highest posible value for our CFL number
doesn’t allow us to solve it in reasonable time, but that’s a problem for the future. Let us now
study our solution for a slightly higher value of the CFL number.

Heat equation with CFL = 0.51
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Figura 3.4: A comparison between an explicit numerical scheme solution
with a CFL number of 0.51, and its real solution. The CFL condition is
not satisfied in this case, and one can see how oscillations beging to grow
as time evolves.

To end our analysis, we check our solutions for CFL numbers higher than 0.5. In Fig. 3.4 we
choose a value of 0.51, just slightly higher than our extreme value. Even if our value is extremely
close, as long as it is higher than 0.5 one can see that soon enough this scheme stops being stable,
up to the point where oscillations are so big that they don’t even fit our plots. In this case, a CFL
number of 0.51 violates our condition, so we expected the iteration matrix to be unbounded by our
Fourier analysis. For slightly smaller numbers, as long as it is strictly higher than 0.5, there will
always be a time step in which our solution will begin to oscillate unboundedly and diverge.
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Let us now focus our attention to the behavior of the implicit scheme for this same equation,

and for different values of our CFL number.

Heat equation with CFL = 0.5

t=10.0 t=0.16 t=0.32
6 Numerical ,.’ o b Numerical Numerical
—-—- Real ;A —-—- Real ——- Real
4+ VA i v i
S JEEAN ¥ \ s
w 2+ \ i A R ¥ N 1 e
< r‘ \ 1 \ o 4 N e ~
T oqd \ ! \ 1 g A N R |
\ / v/
\ I N/
—27 N/ >4 1
T T T T T T T T T T T T T T T
t=3.04 t=32 t=6.4
[ Numerical 1 Numerical Numerical
——- Real ——- Real ——- Real
44 4
L
=2
T 2 B
>
T B I S S N A SR A N SR R
04 mm———————— e I A AN
—2 4
T T T T T

T
0.0 0.5 10 15 2.0

x value

T
0.0 0.5 1.0 15 2.0

x value

0.0 0.5 1.0 15 2.0

x value

Figura 3.5: A comparison between an implicit numerical scheme solution
with a CFL number of 0.5, and its real solution. The CFL condition is
satisfied in this case, and one can see the scheme is stable.

Let us now pick the highest value for our CFL number where we know it was stable for the
explicit scheme, and plot it as seen in Fig. 3.5. Picking this value of 0.5 shows the scheme is stable
and consistent as was the explicit scheme for this value. Our fourier analysis showed that no matter
what value for the CFL, the scheme would be stable nonetheless, so let us plot a solution using a
bigger value.

For an extreme value of 0.5 for the CFL number, the implicit scheme is very much stable, as we
would expect. What is interesting is what happens for higher values of the CFL number.

Heat equation with CFL = 0.8
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Figura 3.6: A comparison between an implicit numerical scheme solution
with a CFL number of 0.8, and its real solution. The CFL condition is not
satisfied in this case, yet the solution is stable nevertheless.

Fig. 3.6 shows that for higher values of the CFL number like 0.8, even if the CFL condition is
not satisfied by a big amount, one can easily see that the solution doesn’t oscillate and stabilizes
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itself pretty well. This is what we mean when we say that the implicit scheme is unconditionally
stable; one may choose any value for the CFL number as big as one would like, and solutions should
never diverge in value. If one checked the time elapsed between these two simulations, however, the
implicit scheme is certainly slower. One must find a way to use this knowledge to optimize the time
our simulation will run in.
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Capitulo 4

Numerical methods for the Wave
equation

4.1. Introduction

The 1-D wave equation is a linear second-order PDE which describes the propagation of oscillations
at a fixed speed. This equation is a good description of a wide range of phenomena, typically used
to model small oscillations about an equilibrium. Solutions to the wave equation play crucial roles
in electromagnetism, optics, gravitational physics, and heat transfer.

It is different to consider a one dimensional problem of waves on a string stretched in the z-axis,
and radial waves within a sphere. The latter make use of Fourier series, Laplace’s spherical har-
monics and their generalizations, but we will, for now, limit ourselves to the first case.

The 1-D wave equation has the following form,

1 0%u 0%u
cjﬁ(l‘,t) = @(ffat),

where c is the speed at which the wave propagates.

Numerical schemes for this equation come in various forms, by taking different time values at
each equation, or even taking fractional time values. Most schemes used are also multi-level schemes,
taking into account two time steps in each equation. In this chapter we explore another important
one, the linearized wave equation scheme. This allows us to reduce the order of time derivatives,
while adding a variable to work with.

4.2. Derivation

We will focus on the context of a piece of string obeying Hooke’s law. Letting our string be stretched
on the z-axis, we define u(z,t) as the height of our string at the point x and time ¢. Let us start
considering the below diagram (Fig. 4.1) showing a piece of string displaced a small amount about
an equilibrium.

We will focus on the forces acting on a small mass element dm contained in a small interval dz,

allowing us to approximate the forces. For small displacements about the equilibrium, the horizon-
tal forces acting on this mass element is approximately zero.
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x | - x+dx

Figura 4.1: A piece of string displaced from its equillibrium. We study its
height about the equillibrium at each position and time.

The vertical force acting on this mass element is,

. ) 0%
ZFy = —T'sinfy — T'sinf; = (dm)a = de@’

where p is the mass density p = %—7; of the string.

On the other hand, since the horizontal force is approximately zero, we have T cos 6 =~ T" cos 6 ~
T, therefore,

piG  T'sindy+ Tsinf) _ T'sindy | Tsind,

T T T T
_T'sinfp T +sinb,
T cos 0, T cos 6,

= tan 6 + tan 6.

However, for small angles, we have that tanf; + tanfy = —Ag—; (since the tangent is approxi-
mately equal to the slope), where this difference is taken between z and = + dz.
Diving over dz, we get:

pdt  tanf +tanfy 0%
T dx T dx
Thus giving us the final equation:
1 0%u B 0%u
o2 o

where c is the wave velocity ¢ = ﬁ/%.
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4.3. Analytical solution of the wave equation

We begin considering an elastic string with fixed ends at x = 0 and z = L. The governing equation
for u(z,t), that is, the position of the string from its equilibrium, will be,

w(t,0) = u(t, L) = 0
u(0,z) = f(x)
ut(oa .T) = g(ﬂ?)

For this, we define new coordinates a = x — ct and b = x +ct, representing right and left propagation
waves, respectively. By solving for  and ¢, one gets that their derivatives are rewritten as:

dr 2 \0a b or2 4\ da?

0adb ~ Ob?
3_C<3_3) L _ ¢ _,& &
ot 2\db da o2 4 \ da? dadb ~ Ob? |~
Substituting in for the partial derivatives yields the new equation in coordinates a and b:
0%u
dadb 0

Integrating twice yields the general solution:

u(t,z) = F(a) + G(b) = F(z — ct) + G(x + ct),

where F and G are two C? functions.

To solve for F' and G, one uses the initial conditions to get that:

w(0,z) = f(x) = F(z)+G(z) = f(z)
w(0,7) = g(x) = G'(z) - cF'(z) = g().
Integrating the last equations yields:

x

cG(z) — cF(z) = / g(&)dE + c;1.

— inf

This last equation allows us to solve the system for F' and G, whose solution is given by:

F@) = 5 (~ef@+ ([ s@dc+a))
Gw) = 5. (~ef@) - ([ _s@ag+a)).

Reeplacing this on our initial solution,

u(t,z) = F(x — ct) + G(x + ct),

yields the general solution, often called d’Alambert’s formula:

u(t.) = 37— et) + S b et + - [ ge)de
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4.4. Finite differences for the wave equation

For this section, we will focus on a specific form of the wave equation, which we will call the lin-
earized first order wave equation. This is the wave equation we will later use to solve for the
light waves on a black hole background.

For this, we consider the usual wave equation with the following boundary conditions:

Ut = Ugy
ur=1u, at =20

u=—u, at x=1.

These new boundary conditions are often called Sommerfeld conditions, where at x = 0 and
x = 1, we demand that there be no radiation coming from the left or right respectively. To solve
ou

this, we introduce two new variables v = 3¢ and w = %. Using these new variables, the equation

#()- (0 0)5 ()

vy=v, at x=0

can be expressed as:

(4.1)
wy=w, at x =0
vy=—-v at x=1
wy = —w, at x=1.

To solve this via finite differences, we begin creating a system of equations, using centered derivatives
on x and forward derivatives on t:

+1 n +1 +1 n n
vit Y _ a’w?ﬂ —wih F(1- e)ij — Wi
At 2Ax 2Ax

+1 n +1 +1
wiT — wj _ 91’?+1 — 05 +(1-6) Uy — Uiy
At 2Ax 20x

Leting ¢ = QAA—I;, this is equivalent to the following system,

oIt — Phpuw™ T+ 9g0w;-‘f11 = v + A1 — 0)pwiy — (1 —0)pwj_,

J J+1
w;”rl — ngv?j:ll + 0<pv;”f11 =wj + (1= 0)pvi — (1 —=0)pv] ;.

For the boundaries, we will use second order forward and backward derivatives, which for a random
function are expressed as follows:

f,(x)forward == _3f(z)+4f(r'2"AAff)—f(z+2Az)
f'(®)backwara = B (”c;i?ﬂ(zfmx).

At the boundary x = 0, we will use the forward derivative for both v and w:

n

n+1 n+1 n+1 n+1 n n n
vy =] -0 —3vy T H4v T v, + (1 _ 9) —3vgy +4v —vy
n+1 n n+1 n+1 n—+1 Qqqu n n
wy T —wg 0—3w0 +4w; " —w, + (1 _ 0) —3wg +4w —wy
At - 2Azx 2Ax '
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Similarly, at £ = 1, we use a backward derivative:

ntl_,n ot _gyntl ntl 3v —4u? 4o
NN = — 1:+1 2an+11 NT:1+ (1-0). ——+ évAgfl =
wxj;;w]’{] 9. _SwN 74121)£,I_1+w1\,_2 + (1 . 0) ) _3w}§—4w2'1{,A_I1+w}{,_2 .
All this leads to the following equations for the boundaries:
(14 30p)vy ™+t — 40pvP ™+ + Gpui ™ =(1-3(1—-0))pvy

+4(1 = 0)pv] — (1 — 0)pvy
(14 30p)wyt — 40wt + pwi™ = (1 —3(1 - 0))pwy

+4(1 — 0)pw} — (1 — 0)puwh

(1+309)vr™ — 40pu™ + vy, = (1-3(1 = 0)p)oR +4(1 — Opv_,

—(1- 9)@”%—2
(1+ 36g0)w71(,+1 — 40g0w7]{,+_11 + 0g0w’1(,+_12 =(1-3(1-0)p)w

+4(1 = 0)pwy_y — (1 = O)pwy, 5.
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4.5. Visualizing numerical schemes for the wave equa-
tion
Considering our previous wave linearized system (4.1), we can impose some simple initial conditions

for our new variables. In this case, we will consider the following two initial conditions with vy =
id - wg, where id = 41,0, —1, and

z-ey2

wo(x,t) = e 3

that is, wg is a simple Gaussian pulse.

We can check that our initial Gaussian amplitude has a value of 1, and we will set a value of
A = 0.05 for it to be sufficiently smooth throughout our space domain. For our simulation, we will
be using a Crank-Nicholson scheme (# = 0.5) and a value of ¢ = 0.01. Let’s plot some evolution of
these values for our different values of id.

Let’s begin with a value of id = 1, in figures 4.2 and 4.3. It’s easy to see initial conditions are
indeed satisfied, and that it sets a perfectly symmetric problem; both variables follow a symmetric
system of equations and they have the exact same initial conditions. We can check how it perfectly
describes a wave that moves to the left, due to its positive velocity, and that it gets absorbed
completely at the left boundary, due to our Sommerfield boundary conditions.

Wave equation solution V=u_t, id=1
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Figura 4.2: Wave equation solution of our v = u; variable, with id = 1.

Our solution for id = 0 is a bit more interesting, and we see them in figures 4.4 and 4.5. We
notice, again, initial conditions are satisfied, and that waves are formed due to the coupling of our
equations. For v, waves are formed with opposite amplitudes and pushed to the sides, while w starts
as a Gaussian that splits into two equal smaller waves that are also pushed to the sides. Again, this
is the behavior we want for wave equations that get absorbed at the boundaries.

Finally, we plot our solutions for id = —1 at figures 4.6 and 4.7. Due to the opposite sign on
the initial conditions, it is expected that the waves formed behave the same, but with opposite
amplitudes. Again, they show waves moving towards the right boundary, and getting absorbed at
it.

While it is the most basic form and numerical scheme of our wave equation that we are studying,
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Wave equation solution W=u_x, id=1
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Figura 4.3: Wave equation solution of our w = u, variable, with id = 1.

Wave equation solution V=u_t, id=0
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Figura 4.4: Wave equation solution of our v = u; variable, with id = 0.

Wave equation solution W=u_x, id=0
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Figura 4.5: Wave equation solution of our w = u, variable, with id = 0.
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Figura 4.6: Wave equation solution of our v = u,; variable, with id = —1.
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Figura 4.7: Wave equation solution of our w = u, variable, with id = —1.

Wave equation solution V=u_t, id=-1

Wave equation solution W=u_x, id=-1

we will later on use this equation to describe waves in a curved spacetime. Watching these simple
wave equations, ones we actually know the behavior they must have throughout the domain, we can
deduce our scheme works. Again, since we're working with a Crank-Nicholson scheme, we can be
reassured it will be stable by the implicitness of it. Having solved our wave equation, we can save
our scheme for when we need it, and continue working our way to the theory of waves in curved
spacetime.



Capitulo 5

Relativity and Gravitation

5.1. Introduction

In this section we begin our journey to explain where and how to derive Einstein’s field equations.
We begin studying the basics of Special Relativity, which is a theory that explains space and time
perception when looking at inertial frames of reference. Concepts seen throughout this section are
crucial to then look at General Relativity, which amounts to understanding how to fit gravity in
the previous theory.

This section wraps up the study of mass, time, space, energy, and gravity when looking at the
world from a relativistic point of view. We begin this chapter by looking at how Special relativity
started and its key concepts.

5.2. Special Relativity

Special Relativity is a theory of the relationship between space and time, published by Albert Ein-
stein in 1905. This theory heavily describes how time and space are felt different between different
observers moving at different velocities. It is described on Einstein’s paper "On the Electrodynam-
ics of Moving Bodies", where the incompatibility of Maxwell’s equations with Newtonian mechanics
proved something was being lost in the study of small velocity moving objects.

This theory is based on two postulates, the two of which require some knowledge about inertial
observers. An inertial reference frame is a reference frame in which the first law of classical
mechanics holds, that is, a mass object on which no external forces act, either remains at rest or
move with constant speed. An inertial observer is any observer at rest with respect to an inertial
reference frame. Having understood this, we list the two postulates:

1. Any inertial observer perceives the same laws of physics.
2. The speed of light in vacuum detected by an inertial observer has always the same value.

This value is a constant called the speed of light and will be denoted by ¢ from this point on. It
is intriguing how the notion of relativity and symmetries naturally arise from these two postulates;
if all inertial observers perceive the same laws of physics, then there’s no preferred reference frame
to study the world in. Similarly, the second postulate will affect the perception of time and space
on a given reference frame, thus making these notions relative to the inertial observer we pick to
make measurements from. Many experiments have yielded that the speed of light value is indeed
constant in vacuum, the most famous being the Michelson-Morley experiment. Its accepted value
is ¢ = 299.792.458 m/s.
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5.2.1. The study of space and time

Let us consider an inertial observer, whose frame of reference’s origin is located at O. An event is a
position in spacetime, and it requires four components: three for the location in space, plus one for
the position in time. It is usually represented by a set of coordinates (¢, z,y, z) as measured by O.
Let us now consider two events labeled by Cartesian coordinates (t1,x1,y1,21) and (t2, X2, Y2, 22).
We call the lapse of time measured by O as At = t, — t; and the space between the two events in
the x axis, measured by O, as Ax = zo — z1. We define Ay and Az the same way. The spacetime
interval of these two events will be defined by

As® = —(cAt)? + Az® + Ay® + Az%

Let there be another inertial observer O’ moving at constant speed v with respect to O. This
observer will measure a new set of coordinates (¢}, 2, v}, 2]) and (t}, x5, y5, z5) for each event. If
O’ and O are moving side to side in the z-direction, we can use the second postulate that affirms
both observers measure light travelling at the same constant speed ¢, therefore one can prove their
coordinates will be related by

/ / /!

ct':'y(ct—fu%), ¥=qx—vt), Y=y, 2=z

Where v = % is called the Lorentz factor. It can be proven that this coordinate transfor-
1-(2)

mation preserves our quantity As?. This means that
—(Act)? + Az + Ay? + A2® = As® = —(Act')? + Az + Ay + A"

Coordinate transformations that preserve As? will be called Lorentz transformations.

The spacetime of special relativity is topologically R* when endowed with this measure of distance
between events, and it will be referred to as a Minkowski space. The invariant interval provides an
observer-independent characterization of distances between events. Thanks to this, we can group
events based on the sign of their spacetime interval:

e Two events whose separation is As? < 0 are said to be *timelike* separated. This implies
Ax? 4+ Ay? + Az2? < (cAt)?, indicating that a signal can travel from one event to another—a
term often referred to as *causality*.

* Two events whose separation is As? > 0 are said to be *spacelike* separated. Due to the
previous points, these events cannot have a causal relationship, and no observer can travel
from one event to another.

e Two events whose separation is As? = 0 are said to be *lightlike* separated. This implies
Ax2+Ay2+AZ2 9 . . . . .
==X/ = ¢, meaning that events with null separation are connected by signals travelling
at the speed of light. This is, in fact, the spacetime interval of light-separated events.

5.2.2. The Lorentz Group

The spacetime interval was previously defined as a measure of distance in a Minkowski spacetime
which is invariant under a Lorentz transformation. Let us try to characterize these transformation
and see what their general form is.

Let us sit in a fixed frame O. The coordinates of an event are written in terms of a four vector
X. Its components will be usually noted as

Xt = (ctyx,y,z) p=0,1,2,3.
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The invariant distance between the origin and this event will be
As* = —(ct)?* + 2> +y* + 22
We can see this as an inner product, defined as
X X =X"X = Xt X",
where the usual Einstein notation is applied. In this space, the matrix 7 is given by

-1 0

O O = O
= o O O

o 0
M = 1
0 0

This matrix that defines the inner product is often called a metric, and this particular metric is the
Minkowski metric.

A Lorentz transformation can be thought of as a matrix A, that rotates coordinates from a frame
O to coordinates in a frame O’, such that

X' =AX.

In index notation, this means X’* = A#X". The solutions for these equations can be shown to
be rotations in 3-dimensions (that is, only in the space dimensions of our four-vector), and boosts
between time and space.

5.2.3. Proper Time

Time is a quantity that is measured differently between various observers, but there is a way to
uniquely determine the time lapse between events that is unique to them, and that is the proper
time.

Whenever we can describe the trajectory of a particle in an inertial frame we use z(t) and 2£(t)
for the position and velocity respectively, and thus one could ask what would be the best time
(relative to an observer) to parameterize our equations with.

Let us consider a particle at rest in the origin of an inertial frame of reference O, and two events
measured by it such that Az = 0. The invariant interval is therefore:

As® = AP

The invariant interval between two events is proportional to the time experienced by the particle.
Since it is true for the particle’s frame, it must be true for all of them. This time is called the proper
time and we denote it by 7. In all frames, it is given by

9\ 1/2
AT = (—A,j> ,
c

where one can easily note that this quantity is real as long as the events are timelike, that is, the
particle does not travel faster than the speed of light. Since all frames agree on the proper time
between events, it provides a much better way to parameterize our equations of motion, that is
x(7),t(7) and u(7).

This raises the question, how do we use the proper time if we can’t always move alongside our
test particle? Indeed, the only information we have is the velocity of our particle (its frame of
reference), and we need a way to make use of this.
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Let us determine the time experienced by a particle moving along a general trajectory. Along a
infinitely small segment, it experiences a proper time (as measured by us), such that

ds* = —(cdr)? = —(ct)* + dz?.

dx? 1 /dx\? u?
_ 2 _ _ _ — _
dT—\/dt =2 —dt\/l c2<dt> =dty/1 2

at

a0
From this, the proper time elapsed between two events can be easily computed by standing in any
inertial frame, knowing the velocity of the co-moving frame and the time measured between these

two events, and summing these infinitesimal small proper times, that is

1
T:/dT:/fdt.
v

This implies that

from which we get

5.2.4. 4-Velocity

It is no surprise that since there’s a special way to parameterize our equations, they get their own
names and unique properties. Let us begin considering a general trajectory in spacetime

From this equation, we define the /-velocity as,

dt dt

-5 ()~ ()
€T €T
dr ar o

Using the previous equations for our 7 parametrization, and that u = ‘fl—“f, we then get that

U_y(z).

Since our proper time dr is invariant, this means whenever two set of coordinates are transformed
by a Lorentz transformation matrix A, that is, X’ = AX, then the observer in the O’ frame will
measure

U' = AU.

This is, the 4-velocity is also transformed by the same Lorentz transformation. Quantities that are
transformed only by Lorentz transformations are called 4-vectors.

Since our 4-velocity is also a 4-vector, we can apply previous analysis to get this vector’s norm,
and see that it is also invariant,

2

C C C
U-U:’v< )’y( )z'yz(cz—u2)=v22:02,

u u 0

a value agreed on by all inertial frames.
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5.2.5. 4-momentum

Just as the 4-velocity, the 4-momentum is defined similarly,

moyc
P=mU= < i ) ,

myu
where m is the particle’s mass. It will turn out that P is a quantity that is conserved. We note
that the spatial components show the relativistic generalisation of the 3-momentum,

p = myu.

We note that as the particle’s speed approaches ¢, the momentum diverges, because of the formula
for . Since momentum is conserved, this gives us a bound for a massive particle’s speed. Indeed,
one can think of m~ as the relativistic mass of the particle, and it diverges as the particle approaches
the speed of light.

One thing that is usually done is considering the time component of the 4-momentum P°, and
expanding it in a Taylor’s series,

1 1
P = __me 2 (m02+2mu2—|—...).

V1—u?/c? o

The first term is a constant, while the second term actually looks like the non-relativistic kinetic
energy of the particle. This suggests that the right interpretation of PP is the energy of the particle
over ¢, though proving that requires more depth on the subject, but the interpretation will turn out

to be correct, so
p—(Fl).
p

E = ¢P® = myc®.

The expansion for P° shows that,

Again, we recognize a bound for the particle’s speed. As the particle’s speed approaches c, its
energy (and thus the energy required to make it go faster) gets infinitely bigger.
For a stationary particle, all its energy is contained in its rest mass, giving us Einstein’s famous

equation
2

E =mc”.
If we place ourselves on a particle’s rest frame, we get P = (mc,0,0,0), therefore,
P-P = —(mec).

Also, for a moving particle, we already know that
E? 9
P-P= — =z +p°.
Since the 4-momentum is invariant, we can equate these two equations to get the following equation,
E? = p? + m2&,

an equation mostly used for particle collisions and general systems where energy is conserved.
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5.2.6. Massless Particles

All our previous discussion is built on the notion of a trajectory’s proper time, where it was defined
for timelike trajectories. But for lightlike trajectories, proper time is zero, and all our notions of
velocity, momentum and energy begin to fall apart. Let us focus our attention in massless particles,
the ones capable of travelling at the speed of light (thanks to our previous discussion on energy of
massive particles), and study their trajectories.

We can sidestep the need for an analysis on proper time by looking at the 4-momentum of a
massless particle. Indeed, since m = 0, then the 4-momentum must be null for their trajectories,
that is,

P-P=0.

But particles with zero 4-momentum (and therefore As? = 0 and dr = 0) necessarily follow the
trajectory of a light ray.

We know of two types of massless particles: the photon and the graviton. The photon is heavily
studied in various subjects since they are easy to capture and experiment with. Not a big surprise,
since it is what allows us to see everything around us. On the other hand, gravitons are the
quantum particles that we use to explain the presence of gravitational waves in our Universe.
These are generated by accelerated masses of an orbital binary system, and were first detected on
14 September 2015 by the Laser Interferometer Gravitational-Wave Observatory (LIGO). On the
next chapters we explain the existence of these waves and the physics behind them.

5.3. General Relativity and Differential Geometry

5.3.1. Introduction

In 1915, Albert Einstein finished developing his theory of gravitation, also called General Relativ-
ity. According to this theory, the observed gravitational interaction between masses is not due to
their induced "gravitational field", but because of the wrapping of space and time which alter the
trajectory of free fall of moving objects around them. This theory is easily noticed by the sight
of bent light ray trajectories around extremely massive objects, on which Newton’s law of gravity
would not work, since it requires mass for a force to exist.

General relativity also predicts the effects of gravity, such as gravitational waves, gravitational
lensing and gravitational time dilation. It provides the foundation for our current understanding
on black holes; regions of space where mass is so dense that the gravitational attraction they create
is so strong that not even light escapes.

Two physical facts are what inspired Einstein to come up with this theory:

* The principle of general covariance, which essentially says that physical phenomena does
not depend on a particular frame. Even though physical laws may take different forms in
different reference frames, it should be possible to express them in frame-independent formulas.
The objects that will represent these formulas will be tensor fields.

* The fact that Newtonian gravitational acceleration is the gradient of a scalar field. This fact
expresses the Newtonian equivalence of inertial and gravitational mass.

In this theory, gravity can be seen as a tensor field and, in the absense of external forces, motion
of test particles is determined by this tensor field, and not on the mass of the particle. The space
where these tensors live are 4-dimensional Lorentzian manifolds (V,g) called the spacetime. The
trajectory of test particles correspond to the geodesics of the metric g.
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One always begins explaining this theory with the weak equivalence principle. This corresponds
to the fact that in general Lorentzian spacetimes, geodesic equations are locally the same as in
Minkowski spacetime. This means that in small enough regions of spacetime, the effect of gravity
and all laws of motion for freely falling particles are the same as in unaccelerated reference frames.
It can be also stated as "At every point in spacetime on an arbitrary gravitational field, it is possible
to choose a locally inertial coordinate system such that, within a small enough region, laws of nature
take the same form as in unaccelerated Cartesian coordinate systems.

To further understand this theory, specially the wrapping of space and time, we need some
tools that will help describe the geometry of curved spaces on higher dimensions. This area of
mathematics is called differential geometry.

5.3.2. Tensors

Spacetime is defined as a 4-dimensional differential manifold M endowed with a Lorentzian metric
g. The metric is a structure that allows defining distances and angles on a manifold. More precisely,
a metric at a point x € M is a bilinear form defined on the tangent space at x, that is, a bilinear
function that maps pairs of vectors to a real number. We call the pair (M, g) a psudo-Riemannian
manifold.

In these spaces, we can define tensors, which are algebraic objects that describe multilinear
relationships between objects in this space. They are mappings between different objects such as
vectors, scalars and other tensors as well. A crucial property of tensors is that they are frame-
independent. This means that one can define a tensor in a specific set of coordinates, and uniquely
transform it to a tensor on another set of coordinates, thus forming an equivalence class.

A covariant p-tensor can be defined on a point x € M as a p multilinear form on the p direct
product of the tangent space T, M, whereas contravariant p-tensors are p multilinear forms on p
direct products of the cotangent space T, M. For instance, a contravariant 2-tensor 7" at x € M
can be thought of as a 2-dimensional matrix that allows for coordinate transformations from (M, ¢)
to (M, ¢'):
oz" Ox*
where Einstein’s summation convention is applied.

Covariant 2-tensors at z, also called 2-forms, live on the space denoted as Ty ® T, whose natural
basis associated with local coordinates ' is denoted by dx’®dz?. Thus, T is given by the expression

CZ_;;/]‘/ =

T = Tyjdr' @ da?.

As mentioned before, this tensor is a direct product of the tangent space, meaning that it takes two
vectors and produces a real number:

T(v,w) = Tjj(dz’ @ do?) (v, w) = Tyjv'w.

The fundamental tensor in general relativity is the metric tensor, a covariant 2-tensor. We men-
tioned that the metric tensor allows us to compute distances between objects in our manifold.
Indeed, this tensor induces an inner product inside our manifold that takes the form:

g(v,w) = g, (dat @ dz¥)(v,w) = guv'w”,

where it can be easily shown that this tensor is symmetric, that is, g, = g,
One can abbreviate the basis dz* ® dx¥ as dz*dx” whenever it causes no confusion, and therefore
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define the infinitesimal line element as:
ds* = gudxtdx”.

This interval imparts information about the causal structure of our spacetime:

* Whenever ds? < 0, the interval is timelike, and one has the formula for the incremental proper

time
dr = v/ —ds?.

e If ds? = 0, the interval is lightlike and can only be traversed by massless particles moving at
the speed c.

* When ds? > 0, the interval is spacelike. Massive objects cannot traverse these intervals of
spacetime, and one can define the proper length as:

dl = vds?.

The metric tensor plays a key role in the manipulation of indices, the coefficients g, of the metric
tensor g provide a link between the covariant and contravariant components of other tensors. It has
the following properties:

1. guwA” = A%g, = A,.
2. g"A, = A, g" = AM.
3. g,wg”)‘ = 5;}.

5.3.3. Riemannian connection

The partial derivative operator 9, acting on components of tensor fields are not intrinsic operators
on a manifold, since the mapping it provides depends on the coordinate system used. We therefore
try to define a covariant derivative operator V, that performs the same function of the partial
derivative, but is independent of coordinates. We require V to be a map from (k,[) tensor fields
to (k,l+ 1) tensor fields, where (k,1) represents the rank or order of the tensor, and to satisfy two
properties:

1. Linearity: V(T + S) = VT + VS,
2. Leibniz product rule: V(T'® S) = (VT) ® S+ T ® (VS).

These conditions actually provide a form for the covariant derivative. If we consider a vector
V" and get its covariant derivative, we arrive to some coeflicients called connection coefficients I', .,
which do not transform as tensor fields themselves, but help transform a partial derivative into a
tensor field. These are used in the general form:

A
V.V =0,V" + T V"
This gives us idea of how the covariant derivative looks like; a partial derivative plus a correction
coefficient, but this doesn’t help us see how it would act on different tensor fields, specially on higher
order ones. For this purpose, we must introduce two new rules that are crucial for understanding
how the covariant derivative acts on different tensor fields:

1. Commutes with contractions: V,(T*y,) = (VT), s,
2. Reduces to partial derivatives on scalar functions: V,¢ = 0,¢.

These two new properties of the covariant derivative (that we have imposed) actually shows us
how the covariant derivative looks on any tensor field. Basically, for each upper index we introduce
a term with a single +I', and for each lower index a term with a single —TI,
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This gives us how the covariant derivative acts on any tensor, but it does not yet gives us a
definite form. One could define a large number of connection and get distinct notions of covariant
differentiation. However, this is no concern since we impose the last two conditions to get our
connection used in general relativity:

A

1. Torsion-free connection (symmetric on lower indices): F/’)V =17,

2. Metric compatibility: V,g,, = 0.
These conditions let us arrive to an unique connection, called by many names such as Christof-

fel connection, Levi-Civita connection, and sometimes the Riemannian connection, and has the
following form in terms of the metric:

1
I = §gap(augw + OuGpu — OpGun)-

5.3.4. Parallel transport and geodesics

An important thing about manifolds is that vectors are elements of tangent spaces at each individ-
ual point. This means that it makes no sense to compare a vector defined at two different points,
without observing how tangent spaces are transformed from one point to another. When working
with flat spaces, the notion of "moving a vector from one point to another while keeping it constant"
is natural to all of us, we have always worked with vectors in that way, but in curved spaces it is
not that simple.

The concept of moving a vector along a path while keeping it constant is known as parallel
transport. This is defined whenever we have a connection. One important difference between flat
and curved spaces is that, while flat spaces keep vectors constant when moving them along a path,
curved space parallel transport gives different results depending on the path taken.

Let us work how to solve this issue. Suppose we have a curve on our manifold x#(\). The
requirement for a tensor 7' to be constant along this curve in flat space is % = %‘?—; = 0. We
can therefore define a covariant derivative along our curve to be given by:

D _dat
dx  dx "

and define the parallel transport of a tensor T along the path x#()) to be the condition that,

along this path,
D\ Hik2-pk
<d>\T) Viva..vp 0

This is the equation of parallel transport, ensuring that the tensor T’ remains constant along the
path x#()). For a vector, it takes the form

d dx?

—VHE4THE —VP =0.

dA TP dA
One can clearly note that this equation depends on the connection chosen. Whenever we have a
metric compatible connection, we clearly have that the metric is parallel transported along any path
(its covariant derivative is everywhere zero), so that we can see that the inner product of parallel
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transported vectors is preserved:

D D D D
p,”rl/ — ,unrl/ i IIrV v Wrt/ —
d)\ (g/U/V ) <d)\gull> V +gul/ <d)\v > -l-g,WV <d)\ > 0,
=0 =0 =0

so then all notions of angles and norms are also preserved.

Once we understand parallel transport, the next step is to get to geodesics. Geodesics are the
notion of straight lines in curved spaces. They make use of the fact that straight lines are paths
that parallel transport their own tangent vectors.

dxt

‘> so the condition

Suppose we have, again, our curve z#(\). The tangent vector to this curve is
for parallel transportation reads,

Dt _d#a L, do? do?
d\ d\  _d\? P dN dX

*

Here, the terms represent the acceleration of the curve ddQTI; the the influence of the connection
coefficients I'*, on the curve’s tangent vector. The geodesic equation, denoted by (*), represents
the condition for parallel transporting the tangent vector of a curve along the curve itself. It is a
second-order differential equation that characterizes the path of objects in ’free fall’ within our
manifold.

The preservation of the inner products of vectors (in particular, these tangent vectors) while
parallel transported imply that the character of timelight /lightlight /spacelike curves never change,
since they are characterized by the inner product of the tangent vector of the path with itself. One
can also prove that timelike geodesics are curves that maximize proper time between two events.

5.3.5. The Riemann curvature tensor

While in flat spaces, parallel transport around a closed loop leaves the object unchanged, in curved
spaces this does not necessarily happen. How much objects are transported around closed infinites-
imal loops is what we will use to characterize the curvature of our manifold. For this purpose,
we define the Riemann curvature tensor. To speak mathematically, curvature will signal the non-
commutativity of covariant derivatives.

For this, we consider a commutation (V,Vz — V3V, )0v* of two covariant derivatives (character-
ized by the spacetime connection V) of a vector v. This is a rank (1,2) tensor which we can prove
depends linearly on v, therefore there exist coefficients ¥ R7 o5 such that

(VaVs — VsV )v? = DR, 50k,

These coefficients form a rank (1,3) tensor called the Riemann curvature tensor.
Expanding covariant derivatives with our chosen Riemann connection, we can derive a formula
for this tensor, yielding
4
WRY yop = 0aT, — 05T, + T, 1%, — T} T,
Clearly when a space is flat, the Riemann tensor vanishes (since Christoffel symbols would be zero
everywhere). However, one can also prove that if the Riemann tensor vanishes on a domain of the
manifold, then the metric is locally flat in this domain.
Since our goal is to work with Riemann tensor components, we would be talking of a total of
4 x4 x4 x4 =256 components, and that would be a lot of different equations to solve. Luckily,
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the Riemann tensor has a few symmetries that allow us to get a minimal number of independent
components. They are listed as follows:

* Antisymmetry on its last two indices:
(4)R“/Wﬁ — _(4)Rvuﬁm
* Antisymmetry on its first two indices:
(4)R“/Wﬁ _ —(4)R“7a/37
* Sum of cyclic permutation of lower indices vanishes:
(4)Rvua6 + (4)R7aﬁu + (4)Rvﬁlm =0,

* Symmetry on permutations of the first two indices with the last two indices, when all indices
are lowered:
(4)R)\/wcﬁ = (4)Raﬁ)\p,~

These are all non independent equations (some imply the others), but they are nonetheless
all true. Given these relationships, we can prove the Riemann curvature tensor is left with 20
independent components.

In addition to the algebraic symmetries of this tensor, there’s a differential identity it obeys. If
we consider the covariant derivatives of this tensor we obtain the Bianchi identities:

V)\(4)Rpo'#y + vp(4)Ra/\/¢V + VU(4)R)\0#V = O

We will often need to take contractions of the Riemann tensor, but due to the number of symmetries
and anti-symmetries, most of these contractions are zero. The only non zero contraction gives us
the Ricci tensor:

(4)R;w — @ pr

UAL S

where the symmetries of the Riemann tensor show this tensor is also symmetric.

Using the metric, we can take one further contraction and form the Ricei scalar:
@R = ¢*’Ras = R%.
Let us take our Bianchi identities and contract twice,

0=g""g" (VA Ry + V," Ron + VoD Ry
= 99" (VA" Rpops + VoW Ryvor + Vo Ry
= guo(vu(4) Rpopw + Vp(4)R£\o—,\ + vo(4)RZW)
= "7 (V" Ryop = V, R}, + V,URY,)
— gW(V”M)RgWu _ Vp(4)RW + Va(4)Rpu
= Vu(4)RZW — Vp(4)R + vV(4)RpV
=v*IR,, —V, YR+ VDR,

=2V+WR,, —V,YR.

Equivalently,
1
VFIR,, = §VP<4>R.

49



Transforming V, into g,,V*, we get:

1
V“(4)RW — ingu@)R

Linearity of the contravariant derivative leads us to our final equation:
(@ Le)
Vv RPH - igp“ R|=0
We then define the FEinstein tensor as
1
4 4 4
@G, =R, — §Quu( )R,
and so, with a subtle change of indices, the above equation is equivalent to
v'a,, = 0.

This result brings us one step closer to obtaining Einstein’s equations.

5.3.6. The Newtonian limit

As we have mentioned earlier, geodesics are the paths that free particles move along in curved
spacetime. This way of looking at gravity changes the whole paradigm of how gravity works, but
we know that when looking at small bodies (compared to huge stars and black holes), then gravity
is a good theory to work with. Thus we would like to know how the geodesic equation related to
Newtonian gravity, defining thus the Newtonian limit.

Let us begin remembering the geodesic equation:

Azt dxf dx®
+ o
d\? PTdN d\

To define the Newtonian limit, we impose three requirements: the particles move slowly (with
respect to the speed of light), the gravitational field is weak (considered as a perturbation of flat
space), and the field is static.
Taking the proper time 7 as an affine parameter, we check that moving slowly means that:
dx’ da’ dt

1 at
i@ < T ar Sar

The geodesic equation with this affine parameter thus becomes,

d2zt dt \?
— +Th (—) =0.
dr + oo (d’i‘)
The field being static allow us to not consider partial derivatives of the metric, thus our equations
for the Christoffel symbols become,

1 1
Ity = ig“A(aog,\o + Jogoxr — Orgoo) = —59‘“&900-

The weakness of the gravitational field also allow us to decompose the metric into its Minkowski
form plus a small perturbation around it:

Gpv = N + Ny, ||huV|| <1,
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where 7, is the canonical form of the metric and everything is expressed in Cartesian coordinates.
To get the inverse metric, we can see that the inverse of (I + A) is (I — A) when A2 is small, that
is, g"¥ = n*¥ — h*¥. Therefore we have that,

1
Moo = —577”/\3Ah007

to first order in h.
The geodesic equation can then be rewritten as

RN dt\ 2
= _phA il
a2~ 2" O <d7'> ’

Since the field is static, we have that dyhgy = 0, therefore the y = 0 component of this equation
is
d’t
dr?
dt

This just means ¢ is constant. Let now examine spacelike components of the geodesic equation:

dr
e _L(dYy,
drz ~ 2 \dr) "

Diving both sides by (4£)2, we get that

21

i~ g0

Remembering that in Newton’s theory of gravitation we have that there exists a potential such that
d?x’
dt?

= 0;®,

ma’ =m
we can compare it to the previous equation to get that,
hoo = =29,

and consecutively,

goo = —(1 +29).

This means that the curvature of spacetime is sufficient to describe gravity in the Newtonian limit
as long as the metric takes the previous form, and that for a single gravitating body we can recover
the formula

GM

r

b —

5.3.7. The Einstein Equations

We will be trying to find an equation that supersedes the Poisson equation for the Newtonian
potential:
V2® = 47Gp,

where V is the Laplacian in space and p is the mass density. We know that the left-hand side is
a second order differential operator acting on the gravitational potential, and the right-hand side
is a measure of mass distribution. What we would like to get is a tensor generalization of the
above equation. A tensor generalization of the mass density is the energy-momentum tensor 7),,.
We could guess that the gravitational potential should be therefore replaced by the metric tensor.
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Using that for the metric in the Newtonian limit we have that g9 = —(1 + ®), and that Toy = p,
we see that in this limit we are looking for the equation that predicts

V2hoo = —8mgToo,

but with all tensorial elements. We remember we have a known tensorial object that involves second
order derivatives of the metric, and that is the Riemann tensor R’"h"(wy. Since it does not have
the right number of indices, we contract it to form the Ricci tensor R,,,. We could guess that the
gravitational field equations are,

R,uz/ = RT,LLIH

for some value of x, but this does not hold when V#R,,, # 0, since by the conservation of energy-
momentum in curved spacetime we always have V#T),,, = 0. On the other hand, we do know another
tensorial equation whose divergence vanishes, and that is the Einstein tensor G, = R, — %ng,.
We can then guess that the equation for the metric is:

G = KT),.
We can check that this equation does reproduce gravity in the Newtonian limit, that is,
Vhoo = —kTpo,

when k is set to 87G. Having found our proportionality constant thanks to the Newtonian limit,
we arrive to FEinstein’s equations for general relativity:

1
Ry = 5 Ry = 87GT,.
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Capitulo 6

Numerical Relativity

General relativity states that the Universe is a 4-dimensional curved spacetime, with the Einstein
Equations describing its dynamics. To solve these equations numerically, it would be hard to
consider a time evolution when there is no a priori concept of "flow of time". To do such, we will
need to adopt a different strategy.

Throughout this chapter, we will consider a spacetime (M, g), where M is a 4 dimensional real
smooth manifold and g is a Lorentzian metric on M. At any given point p € M, we denote T,(M)
as the tangent space of p. Its dual space of all linear forms at p will be denoted by 7,"(M). Naturally
we have:

TM = U M) T"M = T,M).
peEM peM
Since we will be dealing with manifolds and hypersurfaces, we will deal with indices separately:
Greek indices run in {0, 1,2, 3}, and lower case Latin indices run in {1, 2, 3}.

6.1. Fitting a hypersurface into a Manifold

We begin considering a space-time given by a 4-dimensional manifold M with a metric g, defined
on it. The coordinates in this manifold will be denoted by z‘. We define the embedding of 3-
dimensional hypersurfaces (X;);cr as the foliation of M by this family of hypersurfaces such that:

M:UEt

teR

For it to define an embedding, we demand that the hypersurface does not intersect itself. A
hypersurface can be defined as a set of points for which a scalar field on M, ¢ for instance, is
constant. This means that if ¥,, represents our n-th hypersurface, then:

VpeM, pex, < t(p)=n. (6.1)

From now on we will talk about a single hypersurface > whenever there’s no reason to talk about
a specific one.
The metric g = g, on M induces a metric v = 7;; on X as given by:

Yi; = YGij,

representing the values of g which are only in 3.
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6.1.1. Normal vector to our hypersurface

Taking ¢ as our scalar field on M that defines our hypersurface ¥ (6.1), then the gradient 1-form dt
is normal to ¥. This means that for every vector v tangent to 3, we have (dt),v* = 0. Using this,

we have that the vector V¢ whose components are V¥t = g"'V,t = g"(dt),, is a vector normal to
3.
For spacelike hypersurfaces, we will define our unit normal vector n as the vector colinear to \%

such that:
n-n=—1, (6.2)

and its components as (n)* = nt.

6.1.2. Orthogonal projector

When working with our equations, our goal will be to study variables within our hypersurface itself,
and later check how they change as the hypersurface changes. For this, we will derive an operator
that will take tensors from 7,(M) to T,(X).

Taking n as the vector normal to our hypersurface, we can decompose each tangent space 7,(M)
into a direct sum as follows:

Tp(M) = T,(%) © (n),

where (n) stands for the subspace generated by the vector n.
We can define the orthogonal projector onto ¥ as the operator associated with the previous
decomposition, that is:

7: To (M) — Tp(%)
v— v+ (n-v)n.

By the normalization condition on n (6.2), this projection satisfies
F(n)=0 and YveT,(Y), H(v)=v.

Since it is clearly a linear operator, this means that it transforms every vector into one whose
components lay completely on X. If we express our vector v in terms of a basis (e,) of 7,(M), that
is,

v = 0%,

then our projection operator acts the following way on the components of v:
7%5(v%)

=v* + (vﬁnﬁ)na

= v75% + vPnng

=07 (6% + nng).

(v'e;)™

We therefore have the components of ¥ with respect to any basis (eq):
’yag = 5(15 + n“ng.

This operator can also be used to induce a metric on 7,(M) (in contrast to 7;; = g¢;; that only
works for vectors in ). Indeed, we can lower the index of this orthogonal projector to get:

Yap = Jap V'8 = Jap + Nang- (6.3)
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We can see this metric works by checking that if v and u are vectors tangent to X, then:

Y(u,v) = g(u,v) + nau® ngv® = g(u,v),

——
=0 =0

by the orthogonality of 7.
On the other hand, if we have that u = An, then:

Y(u,v) = Ag(n,v) + X (nen®)(ngv?) = AMg(n,v) — ngv® ) = 0.
=1 (r.v)
=— =g(n,v

On a last note, we will use this projection operator to project any tensor on M. Given a rank (p, q)
tensor T' on M, we denote by YT another tensor on M such that its components in any basis (eq)
of T,(M) are expressed in terms of those of T by:

(,7T)Ol1 ..Aapﬁluﬂq — 7a1u1 m,yoapup,yul 8 m,yl/qﬁunl...upylmyq )
We notice that for any tensor T, 47T is tangent to X.

Using our induced metric v, (6.3), we can project our 4D tensors on the Einstein equations
straightforwardly onto 3D spatial slices. For instance, the 3D Christoffel symbols:

a 1 a
g5 = 57 " (Vup.s + Vb — Voo

and consequently the 3D Riemann tensor
Ry = 0,15 — 051"y + T 2T 55 — T2 g,
the 3D Ricci tensor
Rop = Rusp,

and the 8D Ricet scalar
R = R}.

It is important to note that these are all tensors on ¥, in the sense that components that are on
n are transformed into 0, but they are still expressed in the 4 dimensional basis, hence the Greek
indices.
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6.2. Extrinsic curvature

One may wonder where’s the information of the 4D Riemann curvature tensor that is not present in
our 3D one, that is, how does one explain the curvature of our spacetime manifold just by looking
at our hypersurfaces {¥;};. We therefore need to study the way a hypersurface is embedded in a
higher dimentional space.

For this, we define the extrinsic curvature tensor K,g, which describes how the hypersurface
curves within the spacetime. It contains information about the rate of change of the spatial metric
as one moves along the normal direction of the hypersurface, capturing all the bending, stretching,
and shearing as it evolves within the spacetime.

Remembering the definition for the spatial projection operator v, = §*, + n*n,,, we can project
the components of a rank 2 tensor to its spatial projections in the following way:

PTos =" 3T,
so the definition of the extrinsic curvature tensor is:
K.3 = —PVang.
We apply this definition to calculate the value of this tensor.

Ko3 = —=PVang = —4"oh" sV, n,
= —[5'ua + n“na”(sy/g + n”n,g}vuny
—[6"00" g + 0¥ an"ng + n*nyd” g + nfnan’ng|V,n,
= —[(Vang) + n"ng(Vany) + ntne(V,ng) + nfn"neng(V,n, )]
—[Vang + n'ne(V,ng) + n"ng(Van,) + nfn"neng(V,n,)].

Let us work out this part

We notice there’s two n”(Van,) terms on that this last sum. We can think of this as the normal
projection of the covariant derivative of the normal vector. Since this vector is normalized, its
derivative will always be tangential to hypersurface, so the normal projection will be zero. We can
actually prove this:

Beginning with the fact that the normal vector is normalized, n'n, = —1.

0 =Vi(n"n,) =n"Vyn, +n,Vn”
=n"Vin, +n,Va(g"'n,)
=n"Vin, + ¢"'n,Vin, (by metric compatibility)
=n"Vyn, +n'Vyn,

= 2n"Vn, (by equating dummy indices).

The above equations finally prove that n*Vn, = 0.
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This leads us to finally conclude that:

Kaﬂ = —Pvanﬁ = —h“ahugvunl,
= —[Vang + n*no(Vng) + n"ng(Van,) + n#n"nang(Vn,)]

Let us rearrange the relevant terms
= —[Vang + non*(V,ng) + ngn”(Van,) +nangnt n”(V,n,))
=0 =0
= —[Vang + nan*(V.ng)].

So our equation for the extrinsic curvature is:
Kag = —[Vang + nan“(Vung)]. (64)

It is clear that K,z is a purely spatial tensor, that is, n“K,3 = 0. It can also be shown to be a
symmetric tensor. Combining these two facts, it is clear that

Koo = Koi = 0.

Because of this, we will generally consider only spatial components Kj;.

6.2.1. Symmetry of the curvature tensor
We remember our extrinsic curvature tensor equation reads:
K.3 = —PVang = —(Vang + nontV,ng),
where V,, represents the covariant derivative represented using Christoffel symbols as:
Vang = 0ang — F’\aﬁn,\.
Let us prove K;; is a symmetric tensor
Beginning with our formula for Kj;:
K;j =-Vn; + nin)‘v)\nj.

We consider two non-zero vector fields X and Y tangent to our hypersurface. By definition, we
notice that:
NeXC = gegnX° = g(n, X) =0,
nY¢ = geanYV° = g(n,¥) = 0.
Then let us consider:
XYVIK;; = —XVIVin; + X' Vinn*Vyn,
= —XVIVn; + I Xin; n*Van,
=0
= —Xiijmj.

We also use the fact that,

0= Vi(¥n;) = YVin; +n,;V; )7,
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to conclude that, , )
yJij = —njviyj-

So our equation becomes,
XYV K;j=-XYIVn;
= X'n;V; )
=n,; X'V, )7
= 0y (XY, VY
= gijn’ (V)
=g(n,Vx)).

Where we have used that the derivative of a vector v’ with respect to a vector field Z is
Vvt = ZFV 0.

Our previous calculations all lead us to our result:

XY (Ky — Kji) = XK — XVIK;,
= X'VK;; — X Y'K;
=g(n,Va)) —g(n,VyX)
=g(n,VxY — VyX)
=g (n,[¥,X])
= 0’

since the commutator of X and ) is also on the hypersurface.

This last result (6.5), called the Frobenius theorem, is easy to establish:

Vt- (X, Y] = (dt, [X,V])
= Vut[X”V,,y“ — V'V, XH
= VX"V, V' — VYV, X
= X[V,((V)IV") = YV, V] = VY[V, ((V,) X) — X4V, 9,.1
——

——
=0 =0

= XFYY(V, Vit — V,V,t) =0,

where the last equality is the result of our connection being torsion-free.
Using the fact that these vector fields are non-zero, we can conclude that the (K;; — Kj;) term
vanishes, that is, K;; is symmetric.
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6.3. Gauss-Codazzi relations

The next step is to work with our Einstein equation,
1
4 _4 4
ba,, =Y R, - §< Ry, = 87T,

for which we will decompose our 4-D Riemann tensor in terms of quantities relative to our spacelike
hypersurface, namely the induced metric « and extrinsic curvature tensor K.

For this, we define our Gauss-Codazzi relations, which constitute the basis for the 3+1 for-
malism of general relativity.

We start by defining the projection of a covariant derivative, which is a tensor field itself, there-
fore our previous calculations and definitions apply. Given a tensor field in 7" in 3, we define its
covariant derivative with respect to the connection of the metric v as DT, as to be distin-
guished from VT which is the covariant derivative with respect to the spacetime connection
of the metric g.

As explained in previous chapters, DT is expressible in terms of VT according to the formula:
DT =AVT,
with a component version formula as given by:

DT %5, g, =V Y Y 817 8, Vo TPy

6.3.1. Gauss relation

We begin considering the Ricci identity defining the three-dimensional Riemann tensor, which mea-
sures the difference of two covariant derivatives with respect to the three-dimensional connection D,
associated with the three-dimensional metric v on X. The four-dimensional version of this identity
(where indices range from 0 to 3) is:

(DoDg — DDy )v” = R 00",

where we will consider v to be a generic vector from the vector field tangent to . Noticing that
Dgv7 is a tensor itself, we can relate the D derivative to the V derivate with our previous formula
to get:

Do Dpv" = Do(Dgv") = "o 57",V (D) = ’Y“aVVB’Yvau('YUu’YpAvaUA)-

We expand this formula by using that the derivative of the projection operator is,
Vo7, = Vu(8%, +nny) = V,(nn,) = (Vun)n, +n(Vuny).

We will use the following facts about the projection operator:

* The projection operator is orthogonal to the normal vector,
/yl/ﬁny = 7”/371[3 =0.
* The projection operator is idempotent,

Yo 7PA =77

59



* The explicit formula for the extrinsic curvature,
’Yﬂafyyﬂvunu = _Ka6~

Let expand the aforementioned formula:

D\Dgv” = Do(Dgv™)
= 7ua7y,3’}ﬂpvu(Duvp) = ’Yﬂa’)/y,@’wpvﬂ(vgu’ypx\vvv)\)
=787 ((Vw"u) VAV + 97, (V,1”2) Voot +77,9° (v#vaqﬂ))

= Vlua’yyﬂr)ﬂp ( [(Vung)nu + ng(vunu)} ’Yp)\van)\
—_——

Y gny, =0

+7, [(Vunp)m\ +n”(VunA)} Voo + 797,92 (VMVUUA)>
—————

77 pnP=0
= W“aVVﬁVVP(”U(VM”V)VP)\VUUA + 77 (Vun”) Voo
AV
=—7 PAIDN

+ 97 (VuVavA))
= 'Y#a'YV,B’Y’yA(vu”V)nUVUUA
— Va0 s ANV ) Vony + 10y 57 AV, Vor?
-
=777 g
= ,y’y)\ ’Y”a'}’yﬁ(vuny) ngvav)\
—_—
—Kug

— YT VP 7 5V ema v + Y07 57 AV, Vvt

=—K" =—Kpa

= — aﬁ’y%\navgv)‘ — KA/@KIB)\UA + ’y”a’y”g’yﬁvuvav)‘.

To form D,Dgv" — DgD,v?, we can check the first term vanishes by the symmetry of K,g, so

then what remains is,

DoDpvY — DD = (Kop K75 — KpuK70) 0" + 42077 570 (V, Vv — VoV, 07).
Now, we have that for our 4-dimensional connection, the Ricci identity reads:

(V, Vo — VoV 0 = RN vk,

Therefore,

DaDgv’ — DgDo” = (Kop K75 — K5, K7 o) 0 + 4207 57 (W R o vh).

Ultimately, what we are looking for is a formula for the projection of (Y R upo on all its indices.

For this, we can use that v* = v*,v7 to introduce the projection operator, but this will change the
index over v, and we need them all to be equal. Rearranging free indices so all v’s have the same
upper index, we arrive to the equation:

Yo’ 87 VAN R g0t = RV papv® + (K70 Kpg — K7 Kap)v™.

Since v can be replaced by any vector on 7,(M), we arrive to the Gauss relation, which relates
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the projection of the 4-dimensional Riemann curvature tensor (the one induced by the metric g) to
the 3-dimensional Riemann curvature tensor (induced by the metric v) and the extrinsic curvature:

Vparyyﬂfy’yp/ya)\M)Rpauy = R’Y)\aﬁ + (KVO[K)\B - K’YﬁKa)\)- (66)

6.3.2. Codazzi relation

We now derive a formula for the 3 projections in space and 1 projection in time of the 4-dimensional
Riemann tensor. For this, we consider the 4-dimensional Ricci identity applied to the normal vector
n:

(VaVs — VVa)n? = WRY ,ont.

Projecting this relation onto X, we get:
')’Ma'?/yﬁ'yvp(Zl)Rpa;wnU = ’Yua'YUB'va(Vuvunp — V,,V#np).

We will begin projecting the first term on the right hand side of the equation. For this, we
will define a = V,,n, and use an equation that extends the definition of the extrinsic curvature to
vectors defined on 7,(M) as K,p (in contrast to our usual definition, that only works for vectors
on 7,(X) denoted by K;;:

Vigne = —Kag — agng.

Using this last definition, we get:
Y*ab 87 oV uVur? = a5y )V (K, — any)
= =787 (VK + (Va?)ny, +a”(Vyny,)
0
'YDBnV:

= —DQK’YB + a”Ka/g,

where we have used the definition of K to get v*ov"gV,n, = —Kqug.

By permutating indices a and [, and using the symmetry of K, we get the Codazzi relation,
which relates the mixed projection of the 4-dimensional Riemann tensor to the 3-derivatives of the
extrinsic curvature:

Vo oy 5 R gy = DKo — Do K75 (6.7)

61



6.4. Lie Derivatives

In numerical relativity, a useful strategy for simplifying the field equations system is to focus on
solutions with some kind of symmetry. By adapting the coordinate system to a given symmetry of
the solution, we can reduce the number of relevant coordinates, thus making our model much easier
to handle.

For example, in the case of axial symmetry, we can take the azimuthal angle ¢ to be one of our four
spacetime coordinates. In this adapted coordinate system ones has

8¢gul/ = 07

thus making all our relevant tensors be also symmetrical with respect to this parameter.

From a group-theoretical point of view, we can identify ¢ with the parameter labelling a continu-
ous group of transformations, usually known as a ’Lie group’. These transformations are interpreted
as mappings from a spacetime point P into a continuous set of points. These set of points define
an orbit of the group.

We recall that the Einstein Equations are tensor equations, thus we need to explore ways to
describe the evolution of these tensors along important spacetime curves, in particular, we want
to study the change of these tensor fields along orbits of symmetry parameters as described in our
spacetime models. This means finding a way of expressing derivatives not along certain parameters,
but along curves defined in a way that help us reduce the difficulty of our equations. In this way
we start defining the Lie derivatives.

6.4.1. Derivation of the Lie derivative formula

We consider a manifold on which some vector field, u’(z) is defined, as seen in Fig. 6.1. The integral
curves of this vector field are given by z*(\, i), such that at all points they have a tangent vector
given by: '
7
803; =u'(x).
Clearly each point of the manifold has only one curve passing through it, thus we say that the
curves form a congruence.

u+du

U

H—du
A-dA ; A+dA

A

Figura 6.1: Figure illustrating the congruence of our curves, all defined by
our tangent vectors.
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We now define a curve C with parametrization z*()\) and tangent vector,

;dat
g_a)

and two points on C that are infinitesimally separated, P(z) and Q(z + dx). Fig. 6.2 illustrates
this nicely, where the curve’s tangent vectors defined by u’(z) lie along z‘()\). In this case u'® is
treated as a coordinate in our space.

u+du

O(x +dx)

7

Curve, (

u—du

a=da P A+di

Figura 6.2: Two points along our u coordinate defining a curve C

We can now define another vector field v*(z) in the region of the curve C. We will evaluate how
this vector v*(x) changes as it moves along the curve C. An example is given in 6.3, where a specific
vector at P is distorted on our whole space when changing its origin to an arbitrary point Q. This
change is of course studied infinitesimally, hence Q is located at x + dzx.

u+du

O(x+dkx)

7

vi(x+dy)

u—du

A-dA

A+dA

A
Figura 6.3: We study the way a vector field changes from P to Q.

First, we consider what happens to the vector at the point @ in terms of its value at the points
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P. We do this by considering a new set of primed coordinates ' which represent an infinitesimal
coordinate transformation. That is, from P(z) to Q(z + dz) = Q(2’), we have:

o :xz+dx2:xl+%d)\:xz+.§ld)\.

Now, tensor transformation law forces:

; o'
/1t N 7
v (2") = 507 ¥ ().

Combining these two results, we get:
; ox'"
1 7
vi(a) = -7 (T
(=) ox’ ()

ozt O¢ -
= (8xf + 9 dM\)v! (x)
= (0" + 9;€'dN)V ()

=" (x) + 9;607 (x)dA.

Since this new point z’ ‘ represents the point @ on the curve, we can write:
v"(Q) = v'(P) + 8,67 (P)dA.
Now, we can do a first order Taylor expansion to express v’ at Q:
v (Q) = v'(zx + dx) ~ v'(x) + da? 9’ (2)
~ v'(P) + & o;v'(P)dA.

Finally, we define the Lie derivative as the infinitesimal change of v’ as it moves from P to Q. That
is, the change between v"'(Q) and v*(Q).

EEUZ(P) — lim Uz(Q) — U/i(Q)

A0 dA
i V(@) =V (P) + 0,6 (P)A — (v (P) + 99,0 (P)d)
dA—0 d\

= 00" (P) — v/ (P)9;€".
Finally, considering the equation for the covariant derivative of a vector reads:
iji = 8jwi — Fijkwi = 8jwi = iji + Fijkwi.

We notice that replacing this in our Lie derivative equation, the Christoffel symbols cancel out
thanks to a dummy index rearranging and using the fact that the connection is, in this case,
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symmetric on both lower indices:
Lev (P) = &0, (P) — o) (P)3,¢'
= &(V0'(P) + T 0" (P)) — 7 (P)(V;€ + T jit")
= V0! (P) — 0! (P)V€" + (€08 (P)Iyy, — €57 (P)T51.)
= &IV 0' (P) = (P)V;€ + (€0 (P)T g, — €08 (P)Iy)
= &V 0! (P) — 0! (P)V€" + (€0"(P)) (I, — T'ky)
= ¢V, (P) — v (P)V,E.
With this in mind, one can show that given a vector field &, we can compute the Lie derivative
for any tensor:

* For a scalar function ¢:
Leh = 'V, = €0,
since the covariant derivative reduces to a normal derivative on scalars.

* For a V* vector field, the Lie derivative is given by the commutator:
EgV“ =&V, VY = VYV, EF =€, V]

* For a w, 1-form:
ngu =&"Vow, +w, V.87

* For a generic T#, tensor of (1,1) rank:
LT, = EVATH, — TNV + TH\V N
In particular, for the metric tensor we have:

Eé'guu = 5)\8)\9;11/ + gu/\auf)\ + g)\uauf/\'
Likewise, we have:

vufv + Vug,u = ,ugu =+ &Jgu - 21—‘/\“1/5)\
= ugzx + aufu + 5)\8)\9/11/ - anugV/\ - f)\az/gu)\
= gAaAg/w + gVAang)\ + gu)\aug)\a

from which we find that:
Lggu = Vo + Vi
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6.5. Lapse function and foliation kinematics

We have previously defined >; as the set of points for which a scalar field ¢ is constant. With this,
the unit vector m normal to our hypersurface ¥; is collinear to Vi, for which we may write:

n = —Nﬁt,

where o
N := (=Vt-Vt)~ V2,

The value of NV just ensures n is an unit vector, and the sign ensures that n is future-oriented. The
scalar field N will be called from now on the lapse function.

6.5.1. Normal evolution vector

It is certainly useful to have an expression for an unit vector given any scalar field generating it,
but we may also need to adapt this vector so it successfully takes points from one slice to another,
as these may be differently separated for different scalar fields. For this we define the normal
evolution vector:

m := Nn.

An important fact about this vector is that one has

(dt,m) = N(dt,n) = N? (—(dt,Vt)) = 1
—_———
—N-2
A geometrical consequence of this relation is that one can move between two hypersurfaces >;
and ;5 by a small displacement of §tm of each point of 3;. Indeed, let us consider a point p of
¥, and displace it infinitesimally by dtm to get the point p’ = p + dtm, then

t(p') = t(p + dtm) = t(p) + (dt, tm) = t(p) + ot (dt, m)
\:,1_/

= t(p) + ot,

so then p' € Yy 5.
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6.6. The shift vector

We have the illusion of living in a 3D space, where its easy to tell computer to perform step by
step simulations. So our recipe involves decomposing our 4 dimensional manifold into space-like
3-dimensional hypersurfaces. After this, what we will need is to transform all tensorial equations
(valid for any coordinates) into PDEs easy to solve on our computers, and for this we will need to
introduce a coordinate system on our manifold.

Given our spacetime manifold M, described by a 4-metric g,,,, we foliate it via our previously
described hypersurfaces {¥;}, where ¢ is now the parameter that defines 8; = %. This vector is now
not necessarily normal to our hypersurfaces, but rather a vector tangent to the lines of constant

spatial coordinates. We will need these We also define our spatial coordinates (z%) = (z!, 2%, 23)

and their corresponding basis vectors 9; = %. These vectors (0,) = (04, 8;) denote the natural

basis of 7,(M) associated with coordinates (z®).

One can check that this @; vector is also dual to dt, as is the normal evolution vector m. This
means that (dt,d;) = (dt,m) = 1, so 9, also drags the hypersurfaces ¥; as m does. These vectors,
however, often differ and only coincide if the lines ' = constant are orthogonal to the hypersurfaces
P

The difference between 8; and m is called the shift vector and will be denoted by A3:

8t:m+ﬂ

Clearly (dt,8) = 0, so then (3 is tangent to ;. Since we are most interested in the normal vector,
it is often useful to rewrite our equation in terms of n:

Figura 6.4: Representation of our lapse function and normal coordinate
(red), our time coordinate (green), and our shift vector (yellow).

Let us start remembering that proper time between two events is the time as measured by a
clock moving with an observer between these two events. We denote the proper time as 7. The
lapse function N now measures proper time between two hypersurfaces by traversing them along
the coordinate ¢.

dr = N(t,z")dt.
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We now consider a specific foliation and take two adjacent hypersurfaces ¥; and ¥; 4. The
geometry of the region between these two hypersurfaces can be now determined from three ingre-
dients:

* The three-dimensional metric «;; which measures proper distances within the hypersurface
itself:

dI* = ~;jdz'dx? .

* The lapse function N(t,x%) which measures proper time elapsed by an observer moving along
the direction normal to the hypersurface (an Eulerian observer):

dr = N(t,z")dt.

* The relative velocity vector 3%(t,z7), also called the shift vector between Eulerian observers
and lines that correspond to constant spatial coordinates:

Thya = Ty — B'(t, 27 )dt.

These elements constitute the A DM formalism of numerical relativity. Let us see how to write
the space-time line element in terms of the new ADM variables. The line element between two events
p(xi,t) and p'(2° + dx',t + dt), can be decomposed into two parts: the square of the distance over
the hypersurface containing p, minus the square of the proper time between hypersurfaces:

ds® = 7;;(dz’ + B'dt)(dx? + B7dt) — (Ndt)?
= (=N + B'B))dt* + 2B;da’ dt + ~;jdz’ dx?,
where Bi = ’)/Z'jﬁj.
We can calculate the spacetime metric and its inverse using this line element:
G = —N?+ B85 B
- Bi Yij|

o _1/N2 6l/N2
ST N i piai N
one can check that our normal vector in the ADM formalism satisfies:

1 1
[ 11
=yt §h

1, . 1,

= —(1,0) — —(0,5")

N N
= (1/N7 _BZ/N)'
Similarly, lowering our index with our metric g,,, it is easy to show that:
n, = (=N, 5)

It is easy to see that this vector is also normalized, so we can summarize its components below:

n* = (1/N,—B"/N), n,=(-N,0), nn,=—1.
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6.7. Evolution of the 3D metric

Substituting the explicit form of the normal vector n* = <%, —%) and n, = (—N , 6), plus our
formula for the covariant derivative in terms of Christoffel symbols in the definition of the extrinsic

curvature, we get:
K;j = — (Vin; + nnt'V n;)
= — ({&'nj — Z]n,\} + n;n {@mj — F’\W‘HAD

=T%;no
= —NI";.

The term I'%;; can be easily computed from the metric:

% = 59" (8igj + 9j9in — 9u95)

N | l\D\H[\D\I—'

r—|'_\

(8 90; + 0;9i0 — Oogi;) + QOk (0igr; + 059 — 8kgij)}
Bk
(0iB; + 0jBi — Orvij) + N2 (Oivkj + O5vik — Okyiz)

b
N2
[ Ovij — 0iB; — 9:B:) + Bid™ (9 vy + Oyvin — 3k%’j)]
{ Oyyij — 0iB; — 0jB;) + QﬁlFlzj]
577 (

Ovyi; — DiBj — Djp;) .

S-8-4-

Therefore, our equation for the extrinsic curvature using the ADM variables is:

Kij ( at'%] + Dzﬁ] + DJ/BZ) .

2N

This gives us an evolution equation for the 3-dimensional metric:
Ovij = —2NKij + V;3; + V5.
Remembering our equation for the Lie derivative of the 4-dimensional metric tensor,
Leguw = Vu&v — Vilu,
we can derive the same result for the derivative of the induced 3-dimensional metric tensor:
Levij = Di&j — Dj&;.
This means that our previous equation reads:

Oryij = —2NKij + L57i;,
- (815 — ;CB)"}’” = —QNKZ‘]‘,

= (L — £~)”yij = —2NK,j, since 0y = L4 (6.8)
= LynYij = —2NK;;, sincet — 8 =Nn
== Lm7ij = —2NKjj, since m = Nn.

69



6.8. Ricci equation

We have worked out our projection of the spacetime Riemann tensor fully onto ¥, yielding the
Gauss equation (6.6). We have also projected three times onto ¥; and once along n, yielding the
Codazzi equation (6.7). These decompositions involve only fields tangent to ¥; and derivatives in
directions parallel to ¥, so it was natural to define them for a single hypersurface. We will now
form a projection of the spacetime Riemann tensor twice onto ¥; and twice along n. This will be
the last non trivial projection of the spacetime Riemann tensor.

To begin our analysis, we will first derive some important relations. Taking our previously
defined a = V,,n vector, let us work out its components.

a, = n)‘V,\nu = —n)‘V,\(NVMt)
= —nMVAN) (Vut) —Nn*VyV,t
N—— N—_——

zan/N =V,.Vit
= Nnﬂv VAN + Nn V}L(_Nn)\)
1 A A 1 1
= Nn“n V)\N—I—NTL ((—N)V/_Ln)\ +n)\vl—b(_ﬁ))
1 1 1
— Nn#nAVAN + NnA(—N)V#nA + n'ny NV#(—N)
—_———
- =VuN
1 A A 1 A
= _ VAN — n'V ——(V,N
N”un A Ve N( 2 )nnlA
=0 =—
1
= N(VMN—kn“n)‘V)\N)
1
1
- NDMN
=D,InN.

Therefore, using our formula that relates the 4 dimensional extrinsic curvature to the spacetime
derivative of the normal vector (6.4), we can replace the a vector to get:

Viang = —Kap — aanp
= —Rap — DalnNng.

Having derived this equation, we can now take the 4 dimensional Ricci identity, and project
twice onto ¥; and once along n:

Vaung’yyﬁ(vuvanu - vavunu) = r}/a#ng’yyﬁ(Zl)RuﬂVUnp'
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We can now use our derived equation to further work with these derivatives:

YouY gD RE 1yonP = Yoy’ 5[V, (—K*, — D*In Nn,) — V,(—K*", — D*In Nn,))]
= Yo’ g[— V., K", —( Vyn, )D¥InN
N—— N——
n°Vy K+t =—KHr,V,n° n°Vyne=0
ne  (V,DMInN)+ V, K",
~—

nne=—1
+  (Von,) D*InN+ n, (VoD'InN)]
N—— ~~
n°Ven,=D,In N Y gy =0
= YoV g K"V, +V,D*¥In N +n’V, K*,

~—~—
’Y(XMKMV:K(XV:’YMOLKMV

+ D, In ND"In N]
= —KooK%3+DgDoIn N + 7" sn" VoK,
+ (Do In N)(Dgln N)
1
=—KoK5+ Dﬂ(NDaN) +"aY gn Vo K
+ (Do In N)(Dgln N)
1 1
= —Kao K° DuN)(Dg—) + —DgDN
g+ [(DalN)(Ds7) + 37 DsDalN]
+ fyua’yyﬁno'vaKp,y -+ (Da 111 N)(Dﬁ ln N)
1 1 1 1
- —(Dp— —DgD,N
N 1/N( s7v) T DsDalV]
+ 70V Vo Ky + (Do In N)(Dgln N)

= Ko K73+ [=(DaN)
1
=—KuwK3+ [-(DoInN)(Dgln N) + ND[;D@N]
+ a7 sn° Vo Ky + (Do In N)(DgIn N)
1
=—KoK73+ NDﬁDa In N + "7 s Vo K .

We can see that the v*,v"sn°V,K,, term is related to L,,K,g. For this, let us derive an
expression for the gradient of m. Indeed, Vm = V(Nn) = NVn + n ® VN. Since we already
have an expression for Vn, we get:

Vgma = NVgng +nqVaN
= —NKa5 — N(DoIn N)ng + noVsN
= —NK,3 — (DoN)ng+noVgN.

We can easily raise indices to get our equation for Vgm®:

ng“ = —NKag — (DQN)TZQ + naV5N.
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With this in mind, we get that the Lie derivative of K along m is:

LmKapg = m”V#Kag + Kugvam“ + Kaqum“
= N0V, Kop + Kug(—~NE"o — (D" N)ng + n*V,N)
+ Kou(=NK"3 — (D*N)ng +n*VsN)
= N0V, Kop — (NK,sK"o + NKo, K" 5) —K,5(D"N)n,

KugKto=y" K, sKva=KavK"g

— Ka#(D“N)ng + (KMBRNVQN + KQ#TLMVQN)
K}LBn“:KQHTLHIO

= NV, Kop — 2NKop K" g — K,5(D*N)ng — Keop(D*N)ng.

We can project this equation onto ¥; by applying the projection operator 4 on both sides. Using
the fact that £, K lies on ¥; (that is, YL, K = L, K), we get that

LnKop = Nn’V,Kop —2NK,oK°3 — K;3(D°N)ng — Koo (D7 N)ng
=Y s(Nn°V,K,, —2NK,;K°, — Ks,(D°N)n, — K,,-(D’N)n,)
= Ny" s VoK,, —2NK,, K'g

So replacing this expression for v*,7"3n?V,K,, on our previous projection, we get successively

1
Yaun®” sV R o = —K oo K + N PsDaln N + 907" 5n Vo Ky,
1 1
= —KQUKUB + NDQDQ InN + NﬁmKa@ + 2KaaK05,
leading us to our final result,
PAY 0 (4) pu 1 1 iz
Yaun' " gn” VR e = NﬁmKag + NDQDQN + Ko K. (6.9)
This relation is called the Ricci equation and constitutes the last non trivial decomposition of

the Riemann tensor. This one, together with the Gauss equation (6.6) and the Codazzi equation
(6.7), completes the 3+1 decomposition of the spacetime Riemann tensor
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6.9. 341 expression for the spacetime Ricci tensor and
scalar curvature

Taking our previously defined Gauss relation,
'YHQ')’Uﬂ'Y’Yp’YO)\M)RPJ;W — R’y)\aﬁ + (K’YQK)\B _ K’YﬁKa)\)y

we can contract on the indices v and «, using that v#,7%, = v, = 0*, + n¥n,, we obtain the
following expression, called the contracted Gauss relation:

Yo’ 5V Ry + Yaun” 1 sn" DR, = Rap + KKog — Ko KFg. (6.10)

We notice that we already have an expression for the spacetime Riemann tensor projection term,
and replacing it on our contracted Gauss equations (by changing corresponding free indices so they
fit) yields an expression for the projection of the spacetime Ricci tensor:

1

NDaDﬂN + Raﬂ + KKaB — QKQHKMB.

y 1
7“0/7 ﬁ(4)R/,W = _NﬁmKaﬁ -

By taking the trace of this equation with respect to the metric v, which means contracting with
B .
~P | yields,

vaﬁ,y#a,yl’ 5(4) R, = ’YW(4) R,

1 1
= P L Kap — NyaﬁDaDﬁN + 7" Rag

N”Y
+ Ky Kop — 2y Ko, K*
1. 1 . g
= —Nw.cmmj - NDiDlN + R+ K? - 2K;;KY.

By replacing 7" WR,, = (¢ + ntn")Y R, = DRt R, ,n n” and noticing that,

N L Kij = =L (V7 Kij) + Kij Lm??
= —ﬁmK + Kij['mp)/ij7

with an equation for £,,,7% being:

0= Lo

— Em ('Yik:fykj)

= %k»cm’)/kj + ’ijﬁm%k

= Y Vit LY + YA Lo ik

= 5lk['m'7kj + 7i17kj£m7ik

= LAY — 2Ny Ky,
Therefore, plugging this into our previous equation yields

AL Kij = — Lo K + 2NK;; K.

Leading us to our equation for the spacetime scalar curvature:

1

1 .
DR+ WR,,n'n" = R+ K* - wLmK = - DiD'N.
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If we used to Gauss relation and contracted it twice, it can be proven yields a result that allows us
to get rid of the Ricci tensor term (4)an“n” . This gives us a final equation that only involves the
spacetime scalar curvature:

2 2

DR=R4+K?*+ K;;K¥ - =K — —D,D'N.
+ + 17 N m N 7
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6.10. 341 decomposition of the Einstein equation

Let us consider the Einstein tensor equation on a spacetime (M, g):
1
@R, — §<4>ng = 87T (6.11)

As mentioned in previous chapter, we will consider a globally hyperbolic spacetime and consider
a foliation (X¢)icr of M by a family of spacelike hypersurfaces.

6.10.1. Projection of the stress-energy tensor

To fully project the Einstein equation, we need to consider projections of the stress-energy tensor
T, For this, we will define:

* The double timelike projection of the stress-energy tensor, called the matter energy density:

14
E =n'n"T,,.

The mixed time and spatial projection, called the matter momentum density:

Pa = —nVWUaT;w-

The double spatial projection, called the matter stress tensor:

Sa,B = '}/ua’yyﬁTuu'

The trace of S,g with respect to the metric v, or equivalently with respect to the metric g:
S = ’YZ]SZ] = glwsuy-

An important formula is one that recovers T from E, p and S. A consequence of this formula

proves that:
T=5S-F.

6.10.2. Projection of the Einstein equation

The final step in numerical relativity is to use all our previous equations to derive how to Einstein’s
field equations work when looking at them in their projected form. Since we study all possible non
trivial projections, these would give us an equivalent form of the full Einstein’s equations. We will
consider the Einstein’s equations in their equivalent form,

1
@R, =8 <TW - 2Tgm,> : (6.12)
(1) Full projection onto X,

We apply our projection operator to our equivalent Einstein field equations on both sides,
~(4) A
YV Ry = 8w (VT — §T'yg .

This yields,

1

1
NDaDgN + R+ KKQB — QKQMK/’LB =87 [Saﬁ — 5(5 — E)’yag .

1
_Nchaﬂ _
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Since each term is a tensor field tangent to ¥;, we can restrict indices to only spatial indices
without loss of generality. By rearranging terms we get finally:

(2) Full projection perpendicular to %;
We begin taking our previously contracted Gauss relation (6.10):

’y“a’y’jg(‘l)RW + ’ywn”’ypgn"(‘l)R“,pa =Rop+ KKop — Ko K.
and taking its trace with respect to v. Noticing that
fyaﬂfyaufyﬂ 5”0(4) RM,py = ’ypun”n”(‘l) R,y = 4) RF0 00 + (4) RM,py = 4) R,,m"n",
——— ———
—@WR,, =0
we obtain the scalar Gauss relation,
WR 4+ 2WR, n"n" = R+ K? — K;; K.

We notice the left hand side is just two times the perpendicular projection of the Einstein equation,
which is,
1
W Rapnn® — W R g snn® = 8 T, 5n°n”

Leading us to the so called Hamiltonian constraint:
R+ K?+ K;; K" = 167E. (6.14)
(3) Mixed projection
Now, we take the Codazzi relation,
’Y’ypng’yﬂa’YV,B(Zl)RpaW = DsK", — D K73,
and contract it on the indices a and ~. This yields,
V“png’yyﬁ(4)Rpauu = DgK — DHK;L/B.

Let us work out the LHS term:

’YﬂanVUﬁM) R o = (0% + nunp)nUVUﬁM) Rl
= n”7”5(4) Ry, + 7”5(4)Rpguynpn”n“
= 177"5" Roy + 4" 5[V R 0 (gpan®) (97 nr) |
= n”’y”ﬁ(4)Rg,, + 7”5[(4)RaAuynan,\]n“
=195 Ry, + 75" Ro? punn,y|n*
= n"v"ﬁ(‘l) Ry +7"5 [—(4)Rpg,wn"np] nt

BDRe G py=—E)RP,,,,=0

— n07yg(4)ng.
Therefore, we have the contracted Codazzi relation:

n°y" sV R,, = DsK — D, K"5.
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We now project the Einstein equation in its first form once onto ¥; and once perpendicular to
it, and notice the LHS is actually the contracted Codazzi relation, while the RHS is the matter
momentum density:

1
(4)Ra5na75ﬂ — 5(4)Rgaﬁn°‘75u = SWTaﬂnavﬁu
——
=0
— WRn’, = 8nT,5m*y°, (6.15)
— D,K — D\K*, = —87p,,
— DjKji — D;K = 87p;. (since these tensors are tangent to ;)

This last equation is called the momentum constraint.

6.11. The 3+1 Einstein system

We have now derived all the equations necessary to solve the Einstein system. Indeed, the four
constraint equations ((6.14) and (6.15)) are the necessary and sufficient integrability conditions for
the embedding of the spacelike hypersurfaces (2,7, K,,) in the 4D spacetime (M, g,,), and the
evolution equations defined by (6.8) and (6.8) allow us to evolve our unknowns and get the following
FEinstein system,

5 — Lp) i = —2NK;
R+K2 - Kinij = 167FE
Djsz‘ - DlK = 87sz‘.

The covariant derivatives can be expressed in terms of partial derivatives and Christoffel symbols
in the following way:

0? ON

D;D;N = ———— —T*,—

/ 0x'dxl 7 Ok

Y < .
DK’ = — =+ IV K*; — T Ky,

0K
DK = —.
ox*

Lie derivatives can also be expressed in terms of partial derivatives:

98 0B;
Lgij = i (%Z — 2T B,
OK;; 08" o8
E,BK’L] - /8 Ok + Kk] Oz + sz Oxd

For completeness, we also mention the expression of the Ricci tensor, scalar curvature and

7



Christoffel symbols in terms of partial derivatives of the metric:

Yo odk o
R =~"Ry;,

Tk, = },ykl (3’Ylj v 5%j> .

R

+ TP Ty — T Ty,

2 ozt Oxi  Ox!

One usually works with systems where matter source terms (E, p;, S;;) are given, so the Einstein
system constitutes a second-order non-linear PDE system of the unknowns (v;;, Ki;, N, 5%).
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Capitulo 7

The Wave Equation on the
Schwarzschild Background

7.1. Introduction

We begin with the verification of some equations of motion, with our end goal being usage of
finite-difference codes to study the spherically-symmetric dynamics of a massless scalar field on
a Schwarzschild background, so the spacetime will be completely known a priori. We focus on
the physics describing the absorption and/or scattering of spherically-symmetric pulses of scalar
radiation which fall onto a black hole. The domain of our simulations will exclude the interior of a
black hole by limiting the spatial domain to the region r > 2M. Since r = 2M is null, no special
boundary conditions are needed for this scalar field; we will apply the equations of motion (the
covariant wave equation) up to and including r = 2M.

7.2. Wave Equation

Let the general 3+1 form of the Schwartzchild spacetime be:
ds? = (—a2 T a252) dt® + 242 Bdtdr + a®dr? + r? (d92 + sin? ed¢>2) :

where o = a/(r) and a = a(r). In 3+1 language, « is known as the lapse function, while 5 is the ra-
dial component of the shift vector, i.e. 8= (53,0,0), 3; = ;8 = (a*B,0,0) , where ~;; is the usual
metric of spacelike hypersurfaces defined by ¢ = const, that is to say v;; = diag (a?,r?,7?sin? 6).

Let us show the null geodesics of this metric is are given by

(§).-2+2

We start noting that we are working with a spherically symmetric metric, so the angular com-
ponents are not taken into account for the study of %. So we view ds? as a tensor field on R? that
assigns to each point a bilinear function of the following general form:

(t,r)—= ft,r)dt@dt+g(t,r)dt@dr+h(t,r)dr@dt+k(t,r)dr®dr.
For this problem, we will consider the % vector in R?. To see this is in fact a vector in R?, we note
e 0 a0 o, dry
ot dtot  dtor T dt
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Therefore our tensor field can be viewed as a quadratic form that assigns two vectors, a =
(a1, as), T = (b1, b2), a quadratic form,

—o? 4+ a?p? d?B| |b
{al CL2:| a,2I8 a2 b2 .

Taking our two vectors to be equal to %, we get the following tensor equation:
ds? — [1 ﬂ} —a?+a2B? 28] [1
di a2p a2 % ’
which finally solves

dr
2 (2, 272 a2

Since we are looking for null geodesics, we impose ds®> = 0, so we are left with:

0= (—ozz—i—azﬁZ) + 2a 25 + (ZZ)

dr\?
_ 2 =
= -« +<a5—|—adt> )

(5),-5+2

This equations will help us solve for the radial velocities of our wave given some lapse function
and shift vector that will determine our hypersurfaces. The two signs correspond to both ingoing
and outgoing pulses. When studying these pulses around our black hole, this function will give us a
way to solve for the speed of light far away from the event horizon, giving us a boundary condition
when simulating in a finite spatial grid.

That finally gives us a solution

Vadp(r,t) =0, (7.1)

can be written as the pair of first-order-in-time equations:

9P = 0,(BP + 21I)
oIl = L0,(r*(BIl + 2®))

where,
{(I)(r, t) =00
H(Ta t) = g(atqb - 587"(;5)

When solving for the covariant wave equation, one can expand using our connection and partial
derivatives. This quickly leads us to its alternate version,

1 0 0¢
- o P\ —
/—g Oz ( 99 &T“) 0,

where g is the determinant of the 4-matrix, and where the components g*” of the inverse 4-metric
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are given by:

—a? Ba™2 0 0

o Ba=? a?2—-p%2 0 0

7= o 0 2 0
0 0 0 7 2sin"240

We can compute the value of /—g by solving the determinant of our metric, and get the value of
/—g = aar?sin 6, and since it is positive, we can cancel it and only study the derivatives.

0=0; (V-9 (g"0d+ ¢"0,0)) + 0r (V=9 (9" 0r¢ + g0, 9))
= aar2 sin 0& <_218t¢ + (1 - B2> 8r¢>
(%

a? ao?

» p 1 §
+0r | aar®sind | 0+ | 5 — — | 0@
o a o
=sinf (arzat (_18t¢53r¢> + 0, (7‘2 [5 (a (O — B&«qb)) + a&gf)D)
o o o a

in 0 (_ﬂat <Z (6 — mﬂz))) + 0, (ﬂ (BH + 2‘@)))

=sinf <—7“28tH + O, <r2 (BH + Z@))) .
Dividing by sin 6 and rearranging terms we end up with the evolution equation:

8,11 = igar (73 (511 i a@)) :
r a

Finally, to describe the evolution of ® we use the commutation of partial derivatives:

8, = 8,0,
== 8r (at(b)

—9, (53@ +22 (00 - /38@))
=5, (6(1) + Z‘H> :

leaving us with the desired system of first-order-in-time equations.

7.3. Schwarzchild Solution in Ingoing Eddington-Finkelstein
Coordinates

We now consider the Schwarzschild form of the original metric, bearing in mind we will be restricting
attention to r > 2M:

2M 2MN\
ds® = — (1 - T) dt* + (1 - T) dr? + r?dQ*.

We now define the "Regge-Wheeler tortoise coordinate’, r,:

r
c=r+2Mn(— —1),
r r+ n<2M )
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then u and v defined by
Uu=t—r.
v=1t4+7,,
are outgoing (u) and ingoing (v) null coordinates.

We will show that adopting a timelike coordinate, #, based on the ingoing null coordinate, v,

defined as

~ T
t=v—r=t+2MIn|——1
v—r + H(QM ),

then the Schwarzschild metric takes the ingoing Eddington-Finkelstein form
2M AM . 2M
ds® = — (1 - ) dt* + —dtdr + (1 - ) dr? + r2dQ>. (7.2)
r r r
By definition we have ¢ = ¢ + 2M In (5% — 1), then differenciating both sides yields,

- r -1

which is a 1-form on its own. We can ’square both sides’ since we are working with tensors and
luckily they have the algebra required to do so, so we compute dt? as,

2o o2 N\ N
dt® = dt 2 Wi 1 dtdr + Wi 1 dr”.

Replacing these tensors on our original spacetime interval, we get the desired equation,

2M 2M\ !
ds? = — (1 - ) dt® + (1 - ) dr? + r?dQ’

r r
2M 2 g r -2
=—(1-"—)|d?*-2(—1) did —— dr®
(-2 a2 (g ) i (5 -1) o)
2M\ !
+ (1 — ) dr® + r?dQ?
T
2M 4M - 2M
= - (1 - ) dt* + ——dtdr + (1 + ) dr? + r*dQ°.
r r r
We will show that in the limit r — oo, the wave equation can be written:

Ot (T¢) = Oy (T¢) .

Clearly the limit to the black hole solution when r — oo is the Minkowski metric in spherical
coordinates, that is,
ds? = —dt* + dr? + r?dQ2.

So we recognize the determinant of the metric being g = —r*sin?6, so \/—¢g = r?sinf. Then,
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applying the formula used in problem 2:

1 0 v 99

0= = (x/—TJQ “W)
:végwm—wW@@+a«%m&@)
:ﬁiﬁgz@ﬂmw¢wg+&@%m0@@)

:-@¢+%&(ﬁ&@
— O+ %2 (2r0.6 +r20,10)

= —Opd + % (Or ¢+ Orp + 10r,d)

:_@¢+%@¢+awa@>
= 0o+ % (Or (¢ +10r0))
= ~0ub+ (0, (0 (r0))

= —Opo + %87"7" (ro).

Rearranging terms leave us with the final equation

Ot (T(b) = Oy (Td)) .

The outgoing solution of this equation can be thought as radial pulses, ie:

(r¢) (r,t) = g(cyt—7).

Now, from our first problem we have that

dr «
(dt)+ =Cy = _/3+Ev

so that, asymptotically, we should expect

() ) =g ((-8+2) e 1),

which we can also express as

@(nm-%<—5+-z>a,@¢):o.

So we will solve the wave equation on the finite spatial domain 2M < r < R, to finally impose this
last equation a a boundary condition at r = R.
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7.4. Initial Data for the Simulation

To solve the coupled equations, we must supply initial conditions

We will assume that the initial configuration of the scalar field itself, ¢(r,0) = ¢o(r) describes some
"pulse’ shape, such as a Gaussian:

oo (r; A, 10,0) = Aexp{ (— (T _ATO>2> }, (7.3)

for some A, rq and A adjustable parameters. To get an initial condition for our system of equations,
we need a way to get an initial condition for the time derivative of our scalar pulse, that is, d;¢(r, 0),
but we cannot derive this from ¢,. To solve this, we use the fact that (r¢)(r,t) initially solves an
ingoing wave equation, thus,

at (T¢) (T’, O) - ar (T¢) (7", O) =0.

From the above equations, we derive initial conditions ®g(r) and Ily(r), in terms of ¢g(r) and
q
@y(r). We can use limits to get the initial condition for ®, indeed,

= lim
h—0 h

_ lim ¢o(r + h) — ¢o(r)
h—0 h

= ¢p(r),

so all we need is to get an initial condition for II(r,¢). Making use of our above approximation,
we derive an explicit equation for d;¢(r,0),

O (r) (r,0) =rd; (¢) (r,0)
=0, (r¢) (r,0)
=¢(r,0) +7(0:(9)) (r,0)
= ¢o(r) + rop(r).

Therefore, an initial condition for II(r,¢) can easily be computed in terms of our initial scalar
pulse ¢q as:

Ho(’l”) = H(T, 0)
(at¢(rv 0) - /88T¢(T7 0))

(15600) + o) - ()
(Gen(r) + (1= Byp(r) )

Sle 2laele
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7.5. A conserved mass for the model

We recall the stress energy tensor, Ty, for the scalar field satisfying the wave equation is

1
Tab = va¢vb¢ - §gabvc¢vc¢'

We consider a foliation, ¥;, of spacetime with an associated unit normal field n®. Let us assume
that the spacetime has a timelike Killing vector field, t*. Then we can define an energy-momentum
4-vector,

J¢ = T%¢,.

Which is conserved,

Vad® = Vo (T) = (VaT™) ty + T (Vats) = (VaT™) t, + T“"w =0,

—_———
=0 =0

by virtue of the conservation of 7% and Killing’s equations. If we integrate V,J* over a spacetime
volume and apply Gauss’s theorem:

/ VoJo= [ J%n,=0=0,
1% v

where OV is the (three-dimensional) boundary of the integration region, n® is the normal vector
to dV, and both integrals are taken with respect to the natural volume elements on the respective
manifolds. If we now take our "Gaussian pillbox" to be the region bounded by any two hypersurfaces,
Y¢, Xy, then assuming J%n, — 0 at spatial infinity (the timelike part of the pillbox), we have:

a a
J na—/ Jn, =0,
R 2,

and since t and ¢’ are chosen to be any value of our time coordinate, we can easily deduce that,

Moo = J%n, = constant,
3¢

which means that our quantity m«., is the mass density integrated at each hypersurface, is constant.
Using our current 3 4+ 1 metric, we have:

Moo = Jny
¢

= /T“”t,,nudE
- / TV, dS
= /(—osz)(ar2 sin? 0)drdfde
= 477/—r2aaTttdr,
where we have used t* = (1,0,0,0) and n, = (—«,0,0,0). For the purposes of monitoring our

calculation, it is convenient to define a space- and time-dependent "mass aspect" function, m(r,t),
via

mlr,t) = / CAm D



d
d—T = —drrlaaT}.

This function is not time-independent since we are integrating on subsets of our hypersurface, and
thus we can calculate the mass thanks for our formula for the energy-momentum tensor 7,; of
our scalar field satisfying the wave equation. Let us begin getting an explicit value of dm/dr to
integrate.

We begin noting that the covariant derivative of any scalar field simplifies to the normal deriva-
tive, that is, V,¢ = 0,¢. Also, since ¢ = ¢(r,t), derivatives with respect to angular components
will always be zero.
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Let us get an expression for aaT}:

ngut)
= aa (¢"Ty + " Ty)

(
—aa (g |6 - uV"oV.6| + 4" [060.0 — S0 VooV,

adT} = aa

1
= aa | ¢"(9:¢)* + 9" 0,00 — ) (9" 91 + 9" gur) [VOV 0]
————
:gutgut:(;f:l
1
(900 + 9" 0100,6 — 5 [V°6V.0))

+ D0, [vcwceﬁ])

1
—E(aﬂf))z

=~ (La07 ~ Poono+ % (veov. ¢])
— (%02 - —ﬁamarqs + 2 V6V + V6V, ¢])
a3

(@10 = 000.6+ 5 49,8V + g Vu67,9)

ﬁ

(010)” = “20,00,6 + 5 [g" (Vi) + €29 ViV, + g”(Vrcb)QD

(0i0)* - %8@6@ + [g“<at¢>2 +12000,6+ 97 (0,07 )

aa g ap

+2000) 00 + 5 0.0 + (=L + aag™) 060,)

i h)uer (24 2))
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So that finally, we end up with an expression for our mass radial density,

d
d—T = —4rr?aaT]}
— —dmr?. {— (0‘ [HQ + @2} n 6(1)1'[)]
2a
= 4orr? (O‘ [H2 + @2} T ﬁ(I)H) .
2a
We notice that to integrate this expression, we must first solve our equation to get our values
for I and ®, which is what we will do in the next section.

7.6.  Solution to the equations of motion

Let us write a program that solves the wave equation on a Schwarzschild background in IEF coor-
dinates. This means that we will solve the system,

0P = 0,(pP + 21I)

Il = 50, (r* (B + 2@))
O(r,t) = 0,¢

II(r,t) = £(0i¢ — BO:¢),

- \1/2 . \"1/2
where a = a(r) = (HQM) ,a=a(r)= (MM) and 8 = f(r) = 2L

We will begin changing our notation so our code looks tidier. Our new variables are X (r,t) =
®(r,t) and Y (r,t) = II(r,t). This also helps us work on our Python script, for which we work better
with one-letter named variables, hence X and Y.

Our new system with its initial conditions are, in terms of X and Y,

X(ryt) ,Y(r,t)€[2M,R] x [0,T)
X = 0,(BX +2Y)

aY = 50,(r*(BY + 2X)) :
X(r,0) = ¢p(r)

Y (r,0) = 2 (+¢o(r) + (1 — B)dp(r))

and finally, we replace for our values of «(r),a(r) and B(r),

X =0,(Z2LX + Y

r+2M ) 7'+2]\/3[3
_ 14 (2Mr T
8tY —r? 87"(7‘+2MY + 7‘+2MX))

X(r,0) = ¢(r)
Y (r,0) = =34 go(r) + ¢p(r)

Now, to solve this system, we use a finite differences scheme on the spatial-temporal grid [2M, R] X
[0, 7).

We will assume r lies between p and ¢, and use this to create our partition and define a function

88



that will give us our value of r for each 7. That is,

0<p<r<q = W(i)Ep—l-i(qu):ijiAr ie{l,..,N—1}.

To use better notation, we define two functions that represent implicit and explicit discretization.

n_ |2M yn (1) n
fa:(X, Y)i = @XiQ"i_ n(z‘)+2Miz‘ ]
n _ | 2Mn(3) n (i) n
FyX Y = | S Y + 7r(i)+2MXi]

Our plan is to use the Crank-Nicholson scheme, but we will generalize to a #-scheme and re-
place # = 1/2 when needed. Also, our spatial derivatives will be O(h?) centred finite difference
approximations in the interior of the domain, with O(h?) forwards and backwards approximations
for spatial derivatives at the boundaries.

Center terms:

From now on, we will adopt a new variable #’ = (1 — ), that will represent the explicit part
of our discretization scheme. This helps to make our equations a bit smaller. Our 6-scheme for
discretization finally reads,

X;l+l—X7:-n _ 0 fx(X’Y);Tllffx(X7Y);i‘—ll n 0/ |:f1;(X,Y)?+lffx(X,Y)?71:|

At 2Ar 2Ar
e | [fy(X,Y)?jf—fy(X,Y)?ff} L. [fy(X,Y)?H—fy(X,Y)?_l}
At - 7(2)2 2Ar m(2)? 2Ar

Let us write the equation for the pentadiagonal matrix equation that will be used to calculate the
center terms (since boundary points are to be calculated with forward and backwards schemes)

To help with notation, we define our CFL number to be ¢ = ﬁTtT. Luckily, since we will be using
a Crank-Nicolson scheme, our solution will be stable for any value of ¢, though we will be fair in
our simulations and set it to be small nevertheless. The equations are,

2M 2M
Xn—H ) 7Xn+1 fo—"""
i 807_[_(24_1) i+1 + 9071'(1,—1)
(it + 1) 1 (i —1) ynil

G Ty g, T Ty
Prlr ) L2M i T o
oM oM

n / n _ 0
X' +0p———=X]" 090771(@'—1)

m(i+1)

m(i+1) , (i —1)
_ AT vy g SN0y
m+1)+2M VPR ) 2 Y

n+1
Xi—l

n
Xi—l

+6p

bp 2Mm(i+1)* .. Op 2Mr(i—1)* .,
m(i)2w(i4+1)+2M T w2 w(i— 1) +2M T
b m+ 1)y fp w(i— 1) et
()2 7w+ 1) +2M Y w2 w(i— 1) +2M !
v 0o 2Mm(i+1)? n 0o 2Mn(i—1)? n
P2 w1 F2M T w2 (i — 1) +2M
0o w(i+1)3 " 0o w(i—1)3
r(i)2w(i+1)+2M T w2 w(i—1) +2M

n+1
YYi _

n
Xi*l'
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This is equivalent to a matrix equation:
AZ" = BZ" where Z =[X,Y]".

Boundary terms:
We recall that the forward and backward O(h?) approximations are:

2Ar
(%) backwara = @A -l (@ 2Am)

{f/(‘r)forward —3f(2)+4f (z+Az)— f(m+2Az)

This leads us to the final equations for ¢ =0

6M 8M M
Xn+1 0 Xn+1 9 Xn+l 0 Xn+l
MO Tt TR
37(0) 4m(1) 7(2)
0 7}/71-‘1-1_ 7}/“4‘1 9 7)/”_’_1
+ SOyr(0)+2M 0 A2t Ty o
6M 8M oM
NP il ¢ P siniclly R (Y ity ¢
- )0 TR TRy
T 0 g ) o w()
(O)+2M (1) +2M ! m(2) +2M *°

For ¢ = N, that is, our boundary condition at » = R, we will use that in the limit » — oo the
wave equation becomes,

6tt(’l”¢) = 87=T(T'¢>.

The outgoing solution of this equation is:

(ro)(r;t) = g(t =),

where one considers the characteristic speeds for ingoing and outgoing solutions (which we have
been implicitly assuming to be equal to one, that is, ci =2 = ¢? = 1), and introduce them into
our equation,

(rg)(r;t) = g(et — ),

where,
a r—2M

=Pt = o

The above equations can also be expressed as:

e
Oe(ro) + (—/5’ + a) or(r¢) = 0.
This will be imposed as a boundary condition on r = R.

We notice that for r — oo, the spherical wave equation becomes

0y ®(r,t) = 0,11(r, )
OIl(r,t) = 0,®(r,t)

with ® = 0,¢, and Il = 0;¢. Again, we use our new variable names ® = X and Il = Y for the next
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equations. Using the above formula for the boundary condition at r = R, we get that,

7@¢+<—B+3>W+T&M=0-

Dividing by r, we get that,
1
Orp + (—5 - 2‘) [Tgﬁ - aw} =0,

which, for big enough r, leaves us with the approximation,

B + (—ﬁ + Z) 8,6 = 0.

Considering our change of variables, we represent this as:
Y+ (—ﬁ+0‘)X:o.
a
Let us begin differentiating with respect to t. Using the fact that 0, X (r,t) = 0,Y (r,t), we get

an equation for Y,

oY + (—,8 + O‘) (X =Y + <—ﬁ + a) 9:Y =0.
a a

Now, using the fact that 0;Y (r,t) = 9, X (r,t), we get an equations for X,

oY + (—5 + :) X =0,X + <—ﬁ + Z) 0 X = 0.

Finally, using that (—j + %) = :;g%, we get the system of equations at the boundary r = R:

_ r4+2M
{atX - _Ti_gMarXa

aY = —1=2M5.y.

We will use an O(h?) backward approximation at this point, therefore our equation reads.

BXR—4XT _ +XT

X"+1_Xn R
N N _ _ R+2M
At - CN ( R—2M |: 2Ar ] ’
vitt-ve CN (—B=2M SYF—4AYY +YN
At - R+2M 2Ar :

Where our C'N(-) function does a Crank Nicholson #-scheme, and will just serve to make our equa-

tion tidier.

Let us save some notation using ¢ = — gf%%
Finally, using that R = ¢ in our code (our last value of r), that ¢ = ﬁ—w and making the full

f-scheme equation, and simplifying all terms, our equation at the boundary will finally read as:
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(1 —3chp) X + 4chp X — chpXnth
= (14 3cl' o)X} —4cl Xy | + 0 X},

1 1 1
(1=3-00) Yy +4-00Y T — —0pY %)

1 1 1
=1+ 329/90)Yﬁ - YEHISOYJ(LI + Eglﬁpyﬁf?

We develop our finite difference scheme using all the equations and approximations computed on a
Python script, which is added at the ’Codes’ section at the end of this thesis.
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7.6.1. Analyzing solutions for the equations of motion

We now focus on running our finite differences scheme to solve the previous equations of motion.
Firstly though, it is important to study what should happen in our simulations. The wave equation
in this form is something we have previously studied, but in a non-flat background it should take
a different form due to the curvature of the geodesics governing the scalar pulses. Let us begin
noticing a couple things from our equations, which we recall are,

9@ = 0,(BP + 21I)
oIl = L 0,(r* (Bl + 2®))

O(r,t) = 0,0

I(r,t) = §(0p — BO-¢)

O(r,0) = ¢o(r)

II(r,0) = &(;¢o(r) + (1 = B)dy(r)),

1/2 —1/2
where a = a(r) = (T+2M> ,a=a(r)= (HTZM) and B B(r) = r+2M
First, we notice as 7 — oo, get get that & ~ 1 and 8 ~ . This approximates our equation to
the following system:

Oh® ~ 0,(L0 +1I)
oI ~ 0, (111 + @))
®(r,t) ~ Or¢

t) ~
M(r,t) ~ ¢ — 10r0
O(r,0) ~ ¢ (r)
I(r, 0) ~ yéo(r) + ¢5(r).

So for big r, this system resembles our usual wave equation, but for small r we can see extra
terms are taken into account. Also, if we choose an initial condition ¢o(r) with approximately
compact support in big r, then both IT and ® will start as ¢;(r).

Let us generate a Python script that solves our original system, with initial condition depending
on

do(r; A, ro, A) = Aexp{(—(r _ATO)Q)},

Q%J(T; A) 70, A) = -

So our initial conditions for ® and II are:

2(r,0) = 6)(r).
T1(r,0) = (- go(r) + (1~ A1),
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We run our Python code, setting A = 1, rp = 50, A = 1, and T" = 70 (T was chosen so that
the pulse touches the event horizon eventually), and plot the results for both the ® (Phi) wave
(Fig. 7.1) and the IT (Pi) wave (Fig. 7.2).

Evolution of Phi wave
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Figura 7.1: Solutions of ® for different times. We start with our differ-
entiated scalar pulse, and it evolves, moves and grows towards the event
horizon, leaving a trail behind.

The metric near the black hole distorts the pulse, and increases the wavelength as it gets closer
to the event horizon, thus reducing its frequency due to gravitational redshift.

The pulse does not travel in usual wave motion. Remembering that the initial condition for
® was the spatial derivative of a Gaussian pulse, the scalar pulse is actually over the r-axis. By
noticing what happens as r approaches the event horizon, different frequencies of the r derivative
start to appear, which would distort our spatial pulse by spreading it apart in a wave-like manner.
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Wave amplitude

‘Wave amplitude

Evolution of Pi wave

t=0.0 t=98 t=19.6
0.5 1
0.0
—0.5
T T T T T T T T T T T
t=294 t=39.2 t=49.0
104
0.5
i A
W
0.0 T
-0.5 |
—1.04
T T T T T T 1 T T T T T T T T T T T T
0 20 40 60 80 100 0 20 40 60 80 100 0 20 40 60 80 100
Distance from singularity Distance from singularity Distance from singularity

Figura 7.2: Solutions of II for different times. We start with our differenti-
ated scalar pulse plus a small term, and it evolves, moves and grows towards
the event horizon, leaving a trail behind.
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The results look pretty similar to one another. This is because both equations are approximately
symmetrical for big r (which in our domain 2M < r one could say r is still ’big’), and because the
initial condition correction term is a Gaussian term divided by r, but since this term has its support
for already big r (that is, r around ry = 50), then it changes little of our equation.

We can check there has been no mistake in plotting both solutions by showing some plots of
their absolute difference, and checking if they in fact are the same solutions.

Difference between Pi and Phi waves
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Figura 7.3: Difference between ® and II solutions for various time iterations.
Since they are not zero everywhere, we can assume they in fact are solutions
for our two variables.

The initial difference is of really low order, and thus almost not noticeable by eye in our first
plots. As time evolves, the differences grow and we can check that, effectively, the solutions are
different.

7.6.2.  Analysis of the scalar wave solution

For the analysis of the mass function, we will work with our initial Gaussian wavepacket being
really narrow in space, thus having a value of A = 1, but let’s devote some time into analyzing our
original solution ¢(r,t). Let’s begin remembering we are studying our covariant wave equation 7.1
on a Schwarzschild metric background written in ingoing Eddington-Finkelstein coordinates (7.2).
The regularity of this metric at the event horizon (r = 2M) makes numerical simulations more
stable near the horizon.

Let’s notice what happens for numerical solutions when the wavepacket is very narrow, as in
figures 7.4 and 7.5. The pulse begins to 'wiggle’ really fast as soon as it starts moving towards
the event horizon of our black hole. When this narrow wavepacket propagates through a region of
spacetime with varying gravitational potential, different parts of the wavepacket experience vastly
different potentials as they traverse different radial positions, making it wiggle due to the inter-
ference caused by these rapid changes on potential. We also see how the amplitude of our pulse
increases as it gets near the black hole. In the vicinity of the event horizon, an observer would
perceive an increase in the apparent amplitude of the wave due to the redshifting. The wave might
appear to be growing in amplitude, a behavior sometimes referred as ’superradiance’. As the wave
crosses the event horizon (where no boundary conditions were imposed, just the usual wave equation
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with boundary derivatives, which we can do by the regularity of our metric at this boundary), it is
essentially entering a region from which no signals escape, effectively being absorbed by the black
hole and disappearing. Let’s also notice no waves are being bounced off our black

hole, a matter that makes sense in the context of the scheme we are studying, in which our coordi-
nates forces our pulse to be as ingoing as possible.

Evolution of phi wave with Delta=0.5
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Figura 7.4: Solution of our wave equation, where the initial scalar pulse’s
A has been set to 0.5.
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Figura 7.5: Solution of our wave equation, where the initial scalar pulse’s

A has been set to 1.

What happens for higher values of A is quite interesting. By having a bigger value of A, we
notice that our initial conditions for ® and II (7.3) begin as a low amplitude wave. Since this works
approximately as a normal wave equation, this low amplitude wave moves throughout spacetime,
and since ® 0,¢, this means that our wavepacket experiences small change throughout. Let’s plot
different time steps, from the initial condition up until the wave is almost fully engorged by the
black hole, in figures 7.6, 7.7 and 7.8, where our values for A are 4,10 and 30 respectively.

As seen in these figures, the wavepacket is wider and more spread out in its position space. These
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Evolution of phi wave with Delta=4
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Figura 7.6: Solution of our wave equation, where the initial scalar pulse’s
A has been set to 4.

Evolution of phi wave with Delta=10
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Figura 7.7: Solution of our wave equation, where the initial scalar pulse’s
A has been set to 10.

wavepackets are indeed affected by the gravitational potentials of our black hole, but its width influ-
ences its sensitivity to local changes in the potential. The apparent smoothness in the evolution of a
wider wavepacket is a result of reduced sensitivity to rapid variations of the gravitational potential.
As discussed above, the wave moves towards the black hole almost describing a flat wave solution
(due to large values of A), reducing the impact of rapid variations of the curvature of spacetime
described by the metric behind our equation.

There’s another thing that we can notice about these figures. When the wave arrives to the
event horizon, it begins to change sign (in the y-axis, which can be understood as the displace-
ment value of the wave). This can be associated with the gravitational redshift near the event
horizon. When the wave crosses the event horizon, the redshift can cause a phase shift in the
wave, leading to a change in the sign of the amplitude, transitioning its behavior as it enters the
strong gravitational field near the black hole. This effect is not seen clearly on our last figure 7.8,
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Evolution of phi wave with Delta=30
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Figura 7.8: Solution of our wave equation, where the initial scalar pulse’s
A has been set to 30.

since the wave is initially so scattered throughout space, that the curvature around the spacetime
averages the effect throughout our pulse, making it seem as it just enters the event horizon smoothly.

One last thing to note, is the strange flat vertical line that begins to form while our pulse is
entering the black hole. These are numerical ’errors’ due to the big spatial discretization used near
the black hole for our finite differences scheme. Our original wave ® = 0,.¢p moves toward the black
hole growing largely in amplitude, and when we are integrating this big value in our space direc-
tion (the radial axis), it translates to extreme variations of the amplitude of ¢. When considering
smaller meshes in our spatial dimension, one could expect smoother growing waves close to the
event horizon, which are the remains of our pulse closely entering our black hole.

In conclusion, the metric governing our wave equation forces two things: (1) our pulse be ingo-
ing, and (2) the pulse be regular near and in the event horizon. These are characteristics of our
specific wave equation numerical scheme, and its plots can be explained using the background met-
ric’s characteristics. We can therefore relate the behavior of our wave simulations, with what the
background original metric represents. For narrow wavepackets, the redshift caused by rapid gravi-
tational potential variations (due to our initial conditions for our first-order-in-time wave equation
system), cause a 'wiggling’ of our wave, changing its sign constantly and finally making its amplitude
grow bigger near the event horizon. For more spread out wavepackets, the initial conditions again
play a role on explaining the dynamics of our wave, making local changes really small. Physically,
the wider wavepackets experience an averaging of the local gravitational potential variations, thus
making them move smoothly towards the black hole.
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7.7. Solution to the conserved mass model

We recall that we have an expression for ‘2—7;? in terms of ® and II, which is
dm 2 [ @ 2 2

We can integrate our solutions numerically, to get an approximation of what our conserved mass
is at each time step, and study it around our black hole. Let us graph our integrated function
m(r,t) at different time iterations (Fig. 7.9). The first six iterations correspond to the scalar pulses
plotted in the previous section, while the other three correspond to extra time steps that are added
to understand the physics behind the problem.

m(r,t) for different time values
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Figura 7.9: The mass around the black hole for different time steps.

Let us begin exploring just what do we mean by 'mass around the black hole’. When the scalar
pulse was emitted, we can derive its mass in terms of its momentum, which we know. By studying
each graph, for a fixed time, we notice that one can compute how much of the initial mass can
still be measured at each distance from the black hole. Whenever ® and IT are non-zero (that is,
starting from our Gaussian pulse and watching it bend toward the black hole, leaving a small trail
behind), terms will be contributing for the mass function. As the pulse moves toward the black
hole, the mass recovered (or better said, measurable) from the pulse will depend on smaller r each
time. For big enough r, the mass function converges towards the total mass of the scalar pulse that
we can measure, that is, the mass that hasn’t been absorbed by the black hole.

Comparing results for our plots of ® and II waves, we notice that for the first 5 time steps, the
waves do not yet reach the event horizon. Also, it does not matter that the waves are stretched and
leaving lower amplitude waves; we check that the total mass is always the same for those 5 time
steps. At the 6th time step however, we check that both ® and II waves get to the event horizon
and start entering it. Although it reaches the end of our simulation domain, boundary conditions
were set to explain the physics of what would happen to a wave entering it. As soon as the waves
start to touch the event horizon, we notice that the total mass recovered starts diminishing, that
means that it has entered the point of no return. Further time steps are plotted to check that, as
time passes, less and less mass is to be recovered, until it must finally reach a value of 0.
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Capitulo 8

Using the Einstein Toolkit

8.1. Introduction

The Einstein Toolkit is an open-source community-driven software framework for the numerical
simulation of astrophysical systems, particularly in the field of general relativity. It provides a set
of tools and libraries that enable researchers to develop and run simulations of phenomena such as
black hole collisions, neutron star mergers, and gravitational waves.

This software is based on the Cactus framework, where a collection of scripts called ’thorns’ are
selected for each algorithm we would desire. The toolkit is designed to be flexible, allowing users
to customize and extend its functionality according to their specific research needs.

The primary purpose of the Einstein Toolkit is to provide a comprehensive and flexible environ-
ment for conducting research in relativistic astrophysics. By bringing together numerical methods,
high-performance computing, and advanced visualization techniques, the toolkit empowers scien-
tists to explore the world of black holes, neutron stars, gravitational waves, and other fundamental
aspects of the universe.

8.2. Installation and Setup

The Einstein Toolkit can be either used in the tutorial server, or installed in one’s own computer.
Considering that we will make much use of this code, we will prefer installing it in our own work-
station.

The main requirements our machine needs are:

* Client tools for Source Code Repositories: SVN and git (used by the GetComponents
utility, which we will talk about later).
e Compilers: C, C+-+ and Fortran 90.

* MPI Implementation: The message passing interface is a standardized means of exchanging
messages between multiple computers running a parallel program across distributed memory.
This is needed for the Carpet driver.

* Standard development tools: Programs for data management like Python, Perl, etc.

* Operating System: Cactus and the Einstein Toolkit is supported on all commonly used
variants of Unix (Linux, MacOSX, AIX). On Microsoft Windows machines the Einstein Toolkit
can be partially used with the cygwin environment, although this is not regularly tested and
we will not be using it.
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The installation guide can be easily found the Einstein Toolkit community site, and it can be
worked in our laptop’s terminal, or in a Jupyter notebook for easier visualization.

8.3. Overview of "Thorns"

One of the Einstein Toolkit is most important aspects involve its thorns. These are special files,
self-contained modules that implement specific physics, numerical methods, or analysis tools.

Many thorns are already made by the community and ready to be used, but we are also able
to create new thorns suitable to our needs. We start listing the main components of a new Cactus
thorn:

e 3 Cactus thorn must have a name.
* a Cactus thorn must live in an arrangement.

* a Cactus thorn must have four ccl (Cactus Configuration Language) files:

— interface.ccl
— schedule.ccl
— param.ccl

— configuration.ccl

* a Cactus thorn must have a src (source) directory.

* a Cactus thorn must have a file in that source directory.

After all files are set up, we can end making a final file called "make.code.dfn". This file tells
Cactus the names of the source code files to compile. In the case of evolution equation thorns,
for example, our source code files would be: init.c , evolve.c and boundary.c . These files would
contain all the information about initial conditions, evolution equation and boundary conditions,
respectively.

8.4. Components and Functionality

The Einstein Toolkit comprises a vast collection of components and modules designed to simulate
and analyze relativistic and astrophysical phenomena. These components provide researchers with
tools necessary to explore general relativity. We highlight some key components and their associated
functionality.

8.4.1. Solver Modules

These modules enable the numerical integration of Einstein’s field equations and other relevant
equations governing relativistic astrophysics. Examples of solver modules available in the toolkit
include:

* EinsteinEvolve: This one forms the core of the Einstein Toolkit, providing solvers for evolving
Einstein’s equation. It employs finite difference or finite volume methods, with adapted mesh
refinement and numerical techniques to solve for the dynamics of spacetime.incorporates

* HydroBase: This modules solvers for hydrodynamics, who play crucial roles in modelling
phenomena involving fluids (accretion disks, supernovae, neutron star mergers, etc.).

* GWBase: This module helps work with gravitational wave astronomy. It facilitates the study
of gravitational waveforms produced by compact object mergers.
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8.4.2.  Analysis and Visualization Tools

The Einstein Toolkit provides analysis and visualization tools to help researchers interpret and ex-
tract important information from simulation data. Some of these visualization components include:

e Carpet: This is a framework for adaptive mesh refinement (AMR), allowing researchers to
work with high spatial resolution in regions of interests (like the event horizon in a black hole
simulation), while using computational resources efficiently elsewhere. It refines the grid based
on different criteria, such as presence of shocks or strength of gravitational fields.

* VislIt: This powerful tool offers visualization capabilities for large-scale simulation data. It
generates interactive visualizations and custom plots, all needed to successfully understand
the data gained in our simulations.

8.4.3. Setting Up a Simulation

We need to configure the Einstein Toolkit according to our specific research requirements. This is
done by selecting (if not creating) different files that will be used on the Cactus framework.

Many of the required files have the Cactus Configuration Language (CCL) extension, and are
used to define the parameters and setting for our simulations. Below is a list of the most important
".ccl" files:

* cactus-config.ccl: This file sets up the overall framework configuration, that is, how the
Einstein Toolkit actually runs in our computer.

* schedule.ccl: As the name suggests, it specifies the schedule of our simulation, defining the
order in which functions are executed during the simulation.

* param.ccl: This file contains parameter definitions specific to the simulation we are trying to
set up. Here we find information about our numerical parameters, physical constants, initial
conditions, boundary conditions, and other settings relevant to our simulation.

* thornlist.ccl: Here we find the thorns used in our simulation. This helps to configure which
thorns will be active and what are their dependencies.

¢ interface.ccl: Here is where the interface between different thorns is defined. This helps to
specify how data is exchanged between modules.

8.5. Parfiles inside the Einstein Toolkit

After all other files and directories are created, we make use of a final file called the ’.par’ file. These
serve as a centralized file where various thorns (modules) within the toolkit read their respective
parameters and settings. They will be used to include initial conditions, boundary conditions, nu-
merical parameters, and to specify the behavior of the thorns involved in the simulation.

These files also ensure the integration of multiple thorns, while also allowing them to interact
and work together by sharing its parameters among all modules.

Below we show an example of a .par file used to run a Heat Equation code.

%%writefile {par_ dir}/heat_ eqn.par
Cactus::cctk_run_ title = "scalar"
Cactus::cctk_ full warnings = yes
Cactus::highlight__warning_messages = no
Cactus::terminate = "time"
Cactus::cctk_final_time = 5.0
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29
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31

32

33

34

35

36

ActiveThorns = "Carpet CarpetLib CarpetInterp CarpetReduce CarpetSlab"

Carpet::verbose = no
Carpet::veryverbose = no
Carpet::schedule_ barriers = no
Carpet::storage_verbose = no
#Carpet::timers_verbose = no

CarpetLib::output__bboxes = no

Carpet::domain_ from__coordbase = yes
Carpet::max_ refinement_levels = 1

driver::ghost__size =1
Carpet::init_ fill timelevels = yes

ActiveThorns = "NaNChecker"

NaNChecker::check__every =1 # 512
#NaNChecker::verbose = "all"
#NaNChecker::action_ if found = "just warn"
NaNChecker::action_ if found = "terminate"
NaNChecker::check__vars ="

HeatEqn::U

ActiveThorns = "Boundary CartGrid3D CoordBase SymBase"

CoordBase::domainsize = "minmax"
CoordBase::spacing = "numcells"
CoordBase::xmin = -10.0
CoordBase::ymin = -10.0
CoordBase::zmin = -10.0

CoordBase::xmax = +10.0
CoordBase::ymax = +10.0
CoordBase::zmax = +10.0
CoordBase::ncells_x = 40
CoordBase::ncells_y = 40

+ CoordBase::ncells_z = 40
CoordBase::boundary_ size_ x_ lower =1
CoordBase::boundary_ size_ y_ lower =1
CoordBase::boundary_ size_ z_ lower =1

CoordBase::boundary_ size_ x_ upper =1
CoordBase::boundary_ size_ y_ upper
CoordBase::boundary_ size_ z_ upper

CartGrid3D::type = "coordbase"

ActiveThorns = "Time"
Time::dtfac = 0.0125

ActiveThorns = "InitBase"
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ActiveThorns = "HeatEqn"

ActiveThorns = "IOUtil"
IO::out_dir = $parfile

IO::checkpoint_ dir = $parfile

5 10::checkpoint_ ID = no
IO::checkpoint__every_ walltime_ hours = 6.0
I1O::checkpoint__on_ terminate = yes
IO::recover = "autoprobe"

IO::recover_ dir = $parfile

ActiveThorns="CarpetIOHDFb5"

IOHDFb5::out2D__every =16
IOHDF5::out2D__xz = no
IOHDFb5::out2D__yz = no
IOHDFb5::output__buffer_ points = yes
#IOHDFb5::one_ file_ per_ group = yes

IOHDFb5::output__symmetry_ points = no

IOHDFb5::compression__level =1

IOHDFb5::use__checksums = yes

IOHDF5::out2D__vars ="
HeatEqn::U

Grid::Coordinates{out_ every=1000000000} #we only want this to print once

IOHDFb5::checkpoint = no

Notice how it includes important parameters of the simulation, while also specifying which thorns
will be used to ensure a correct simulation.

Finally, ".par" files can be downloaded from uploaded code in sites such as Github. These would
be ready to be ran and worked with in our own terminal. To modify these files, one can open any
".txt" file compiler and change the necessary parameters, and allocating the file accordingly.
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8.6. Running an example from the Einstein Toolkit
site

Let us begin showing how to run an example from scratch. The Einstein Toolkit community website
has all the documentation needed to correctly install the toolkit in your computer, and to under-
stand how everything works. The first thing to do, is of course check if your computer has all the
requirements necessary to be able to run code. In our case, we will be working inside Ubuntu, a
Linux distribution that works best with the Einstein Toolkit. We will be also be working inside a
jupyer notebook, that will help us better visualize what is happening inside our terminal.

We start going to the Einstein Toolkit community website, https://einsteintoolkit.org/, where
we will easily spot two titles: ’Get Started’ and 'Documentation’ (Fig. 8.1).

Get Started Documentation
If you have never used the Einstein Toolkit before, A lot of the documentation within the Einstein
we provide a tutorial to get started You can also Toolkit is generated from comments in the source
download the latest release and learn about code, and more can be found on the Einstein

visualize your simulations. Toolkit Wiki or other documents. We provide links

to guides, tutorials and references.
| |

Figura 8.1: Location of tutorials and documentation for the Einstein Toolkit

At Get Started, we can find a tutorial, that details how to correctly install the libraries needed
for the code. One can either select 'First Steps’ or 'Download’. Downloading the notebook in our
laptop is easy enough, so when clicking on "Download’ we will be greeted with a read only version of
a Jupyter Notebook. This notebook details everything needed to type in different cells of a Jupyter
notebook to correctly install the Einstein Toolkit in our machine.

After running every cell with no error, we can assume the Einstein Toolkit works correctly in
our computer and therefore we can work with any .par file that is presented to us.

Let us work with a specific example: the Multipatch Wave Equation.

We come back to the Einstein Toolkit website to find an image gallery (Fig. 8.2) in the top left
corner,

Inside this gallery (Fig. 8.3) we will find various examples. Since some of them take days to run,
we will work with a simple example, and click on Multi Patch Scalar Wave Equation:

After clicking on this section, we notice a brief description (Fig. 8.4) of the code at hand, which
helps set up context of what the parfile is doing internally. Parfiles usually only contain thorns
and values of parameters, so it is important to know what is it that we are trying to solve. In this
case, the description tells us that the parfile solves the wave equation on a Kerr background. It
specifies that it has certain symmetry on its Cartesian coordinates axes, and one can check it does
actually use symmetry thorns. Also, one must also know what it is that the simulation shows. In
this case, starting from an spherical harmonic with (I,m) = (2,2) in angular directions, it shows
the amplitude of waves outside of the event horizon.
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Figura 8.2: Gallery where some examples are presented and ready to be
simulated

Einstein Toolkit Gallery

This page contains example simulations that can be run using the Einstein Toolkit, either exclusively or in combination with external codes. The parameter files
and thornlists required to reproduce the simulations are provided. Some examples also include images and movies, analysis and visualisation scripts, example
simulation data, and tutorials.

Binary black hole GW150914 Poisson equation Multi Patch Scalar Wave Equation

N
)

Single, stable neutron star Binary neutron star

hydrobaserho. maimum

Figura 8.3: 5 examples presented, each with its own tutorial and documen-
tation to understand the physics behind them.
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Gallery: Multipatch wave equation

The Llama code is a 3-dimensional multiblock infrastructure for Cactus based on Carpet. It provides different patch systems that cover the simulation domain by
a set of overlapping patches. Each of these patches has local cooordinates with a well-defined relation to global Cartesian coordinates. Information between the
different patches is communicated via interpolation in the overlap zones.

Here we show an example evolution of a wave equation on a Kerr background using the "Thornburg2004nc" patch-system, consisting of 90 degree by 90 degree
wedges centred on each of the +x, -x, +y, -y, +z, -z coordinate axes. This provides a complete covering of a region between rmin and rmax with smooth inner and
outer boundaries. The initial data is an [=2, m=2 spherical harmonic in the angular directions, and a Gaussian in the radial direction. An alternative patch system,
"Thornburg2004", adds a cubical patch enclosing r < rmin in which standard Carpet box-in-box mesh refinement can be employed. This is used in the
GW150914 gravitational wave gallery example.

We ask that if you make use of the Llama code, then please cite Llama, the Einstein Toolkit, the Carpet mesh-refinement driver and Cactus.

Figura 8.4: Brief description of the simulation for the Multipatch wave
equation
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Just below the description, some important information for our simulation is given, like the one
seen in 8.5. The parfile is available for all to download and change as needed. Also, within the
Cactus framework one needs to execute a script that calls this parfile, gives the simulation a name,
and begins to create all directories necessary for Cactus to run the simulation. This is all done
with the ’simfactory/bin/sim’ script, which is inside the ’Cactus’ folder in the given path. Also, not
every simulation can be ran in any cluster, since some need bigger RAM and resources to not run
out of memory. In this case, the simulation can run in our laptop, and results can be tested.

Simulation details

Computational details

Parameter File Kerr-Schild Multipole.par

simfactory/bin/sim create-submit Kerr-Schild_Multipole --parfile arrangements/Llama/LlamaWave Toy/par/Kerr-

Submission command Schild Multipole.par

Total memory 800 MB

Run time A little over 1 minute using 56 MPI tasks and 56 cores on Frontera; or about 10 minutes on two laptop cores

Results (gzip 234MB, uncompressed

468MB) Kerr-Schild_Multipole-20231116.tar.gz

Figura 8.5: Brief description of the simulation

Finally, results are also given for each simulation example. One can download these, and follow
the respective tutorials to plot relevant variables. In this case, one can use the ’Vislt’ program to
view a 3-D representation of the wave equation. More variables are available for every simulation,
all which need some understanding of the parfile to know what is it that is being given by the
toolkit.
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Capitulo 9

Gravitational Waves

9.1. Introduction

Since the formulation of the field equations of general relativity in 1916, Albert Einstein found that
when linearizing the weak-field equations, the solutions had wave behavior. These were transverse
waves that travel at the speed of light, and are fundamentally different from other type of waves, for
example: while electromagnetic waves propagating in space and time are created by the acceleration
of electric charges, gravitational waves are created by the acceleration of mass, and are waves of the
spacetime fabric itself.

All objects with mass moving accelerating through spacetime, in theory, generate gravitational
waves. However, to truly be able to observe and measure their effects, the sources studied are
usually accelerating masses of huge binary stars and black hole mergings. An example of this is
depicted in Fig. 9.1.

Figura 9.1: Basic display of how the spiraling of two massive objects could
cause wave ripples that travel through spacetime.

The significance of gravitational wave detection extends beyond confirming a prediction of Gen-
eral Relativity. Gravitational waves offer a new tool for probing the universe’s most energetic
events. One notable example is the observation of the binary neutron star merger GW170917. This
event, detected in both gravitational waves and gamma-ray bursts, marked the beginning of multi-
messenger astronomy. It provided valuable information about the origin of heavy elements in the
universe and confirmed that such mergers can be observed through multiple channels.

The most known example of gravitational wave detectors is the first one, detected on September
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14, 2015, by the Laser Interferometer Gravitational-Wave Observatory (LIGO).

9.2. Historical context

Recent detection of gravitational waves by the LIGO and Virgo team in 2015 has baffled the physics
community as a huge achievement of experimental physics. They not only confirmed black holes
existed, but also showed there are binary black hole systems and that they collide to form larger
black holes. Though a massive breakthrough for researchers now, the theory behind these waves
was not always fully supported by the scientific community. In fact, it was not until the beginning
of the 1960s that the experimentalists were given the green light to start designing detectors, for
which there was no previous reason to convince anyone that this theory held any weight.

Gravitational waves were solutions to the Einstein field equations when approximating metrics
as we, the observers, are at approximately spatial infinity from the black hole mergers. Hence
one could approximate solutions to be small perturbations of flat metric and arrive to these wave
ripples of spacetime travelling at the speed of light. The fundamental problem in Einstein’s time
is that not every theory can be proven without experimental teams working on it, and it requires
great effort and money to do so. Therefore, the scientific community had to prove, at least, that
gravitational waves were something that was worth looking into, and that it had no dead end in sight.

Because of this, Einstein was faced with a number of questions: What is the definition of a plane
gravitational wave? Does this plane defined wave exist as a solution of the full Einstein field equa-
tions? Do these waves carry energy? What is a definition of a gravitational wave with nonplanar
front? What is the energy of such waves? Do there even exist solutions to the full Einstein system
satisfying this definition? Does the full theory admit solutions corresponding to the gravitational
waves emitted by bounded sources?

A. Einstein N. Rosen

Figura 9.2: Einstein and Rosen, the first scientists to examine exact gravi-
tational wave solutions.

Answering all these questions would, of course, give reason to develop strategies to look further.
Nevertheless, since the prediction of Einstein in 1916, the very definition of a gravitational wave
in the nonlinear Einstein theory was not provided until Einstein’s death. If so, what approach
did scientists have to convince the community to begin research? For this, we look into the first
question, what’s the definition of a plane gravitational wave?

The first approach was simple, a gravitational plane wave is a spacetime metric, which in some
coordinates (t,z,y, z), with ¢t of course being timelike, has metric function perturbations depending
on u =t — z only. This would then mean that the perturbation satisfies the wave equation in flat
metric (by approximating the general metric to first order and eliminating higher order terms) and
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could then be called gravitational waves. This approach was tried but failed, as seen in the following
example:
Let us consider the metric:

v = (v + hyy)datdx”
= N dr*dz” + cos (t — x)(2 + cos (t — x))dt*
—2cos (t — x)(1 + cos (t — z))dtdx + cos®(t — x)dz>.

We clearly see that the terms corresponding to the perturbation are oscillatory, and travelling
at the speed of light ¢ = 1 along the x-axis. Clearly the coefficients h,, satisfy the wave equations
(by depending on the null coordinate u = ¢ — ). One can also show that the full metric g had Ricci
curvature 0, thus providing a solution of the vacuum Einstein equations R, = 0 in the fully non-
linear theory. The problem is, this was actually not a gravitational wave! If we take our Minkowski
flat metric 7, = dt? — dz? — dy? — dz?, and changed our time coordinate to t = ¢ + sin (t — x), we
would recover our metric g. Because of this, our original metric g, is just the flat metric written
in different coordinates, thus not corresponding to a gravitational wave. This posed a problem to
physicists: gravitational waves were not solutions of the Einstein field equations that had wave-like
behavior, and so a different mathematical precise definitions had to be given.

It was hard for anyone to continue working on this theory, since in 1937, twenty years after the
formulation of the concept of a plane wave, Albert Einstein and Nathan Rosen (Fig. 9.2) worked to
definitively prove that physically acceptable plane gravitational waves were not admitted by Ein-
stein’s theory of General Relativity, in fact, after having found one solution of the vacuum Einstein
equation representing a plane wave, they observed that it had singularities and should not be con-
sidered physical. Einstein-Rosen’s paper was later shown to Howard P. Robertson for an anonymous
revision, who recognized said singularities arise from a wrong choice of coordinates, and then sug-
gested they use cylindrical coordinates instead, thus generating cylindrical waves. This story could
be further expanded to talk about the gossip it generated amongst the science community, where
Robertson’s notes angered Einstein and made him switch the publication magazine, but what’s
really important is that it discouraged physicists to prove the existence of physical gravitational
plane waves.

It wasn’t until 1957 where Bondi, Felix Pirani, and Robinson wrote papers describing found
singularity-free solutions of gravitational plane waves that carried energy. The answers to our first
questions were finally here: A gravitational plane wave is a spacetime that satisfies vacuum Ein-
stein’s equations Iz, = 0 and has a 5-dimensional group of isometries. The motivation came from
the isometries of plane electromagnetic waves, and it was later proven that the isometries found
on these plane gravitational waves were isomorphic to those of the electromagnetic waves. A sad
realization was that these waves had already been discovered in 1925 by a mathematician H. W.
Brinkmann who came up with pp-waves (plane-fronted waves) that explained massless radiation,
and for which a special case were our gravitational plane waves. However, it was purely mathemat-
ical work and it wasn’t fully understood in its time.

The final questions were finally answered by Felix Pirani and Andrzej Trautman by the 1960s.
Pirani suggested specific conditions that a gravitational wave spacetime must satisfy for gravitational
waves to exist, giving rise to a purely geometric definition of this spacetime. He argued gravitational
radiation would be detectable when these conditions are met, and hinting how to define what
radiation is in general relativity. Trautman made the final move by answering all previous questions
in his two papers submitted to Bulletin de I’Academie Polonaise des Sciences. In these papers,
he defines boundary conditions to be imposed on gravitational fields due to isolated systems of
matter, and consequently proposes a 4-momentum P* (o) of a gravitational field attributed to every
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space-like hypersurface o of a spacetime satisfying the previously mentioned radiative boundary
conditions. If solutions satisfied all previous conditions, and also that p* = PH(o1) — P*(02), we
could finally know that the waves carried energy. In fact, these solutions were finally found by
Robinson and Trautman, and the green light was finally given to begin research on gravitational
waves.

9.3. Gravitational Waves in Einstein’s linearized the-
ory

We begin trying to understand what ’linearized gravity’ is and how it is applied to General Relativ-
ity to predict gravitational waves. While trying to study star binaries and black hole collisions, one
may try to approximate their effects (on our frame of reference) by thinking that they perturbate
our current flat metric 7, by a small amount h,,. Of course the Earth affects the spacetime around
us, but at this scale one can say that our metric is basically flat. Using this, instead of working
with the whole spacetime metric g,, to solve Einstein’s field equations, one works with A, which
we already know is small. Let us show that our h,, tensor admits wave solutions.

Recall that the Einstein field equations describing the geometry of spacetime are:
1
R, — §ng, = 87GT ).
We then assume that the metric that solves the equation takes the form,
Guv = Nuv + hul/a
where clearly 0,1, = 0, and ||h,,|| < 1. We restrict ourselves to coordinates in which n,, =
diag(—1,+1,+1,+1). By assuming h,,, is small, we are implicitly setting h,, ~ €h,,, so all terms
of higher than first order in this quantity are to be ignored. These formulae allow us to simplify
the equations by only working on derivatives of h,, and eliminating all higher order terms. A

substitution of the general spacetime metric for this perturbative approximation in the formula for
the Ricci tensor yields:

1
R/w = §(aaauhgu + afavhgu - aﬂal’h B Dh/“’)’

where h = n*"h,, is the trace of the perturbation, and O = n*¥9,0, is the D’Alambert operator in
flat space.

We notice we have raised indices on our perturbation. The formula for the inverse metric can
be easily derived as follows.

First, we assume the metric g"” will take the same form of flat space n** plus a small perturbation
. We derive the form of A'*” in the following way:
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61/0 + hlug + hVO‘ —_ 6110

hll/o_ + huo— — 0 / . T’U,U
= A = _pH,

=
=
_ nl/g + hlua— + hl/g — 51/0_
=
=

Therefore, our equation for the linearized inverse metric is:
g[l/l/ — 77}1411 _ h}Ll/‘
Combining this with the equation for the Ricci scalar,
R =n,R" = 0,0,h"" —Oh,

allows us to reduce the left side of the field equation to
1 1
Ry = 5 Rgu = 5(0,0uh7y + 050,17y = 0u0yh — Dby - NuwOpONRP> + 1 TIR).

We have obtained the linearized form of the Einstein field equations, expressing the perturba-
tions to the spacetime metric caused by the presence of matter and energy. Now, let’s delve into
the physical interpretation of these equations in the context of gravitational waves.

Gravitational waves are ripples in spacetime, propagating outward at the speed of light. In our
linearized theory, the metric perturbation h,, encapsulates the effect of these waves on our flat
background spacetime, represented by 7,,. The key components of our linearized field equations
are associated with the dynamics of these perturbations.

The term 0,0,h%, +050,h?, captures the spatial derivatives of the metric perturbation, signify-
ing the stretching and squeezing of space as gravitational waves pass through. The trace h = n**h,,,
represents the overall amplitude of the wave, providing insight into the strength of the gravitational
disturbance. Additionally, the appearance of the D’Alambert operator O in the equations reflects
the wave-like nature of gravitational perturbations. It describes how these waves propagate through
spacetime, akin to the behavior of electromagnetic waves.

Since we are still in the grounds of General Relativity, these equations are valid in any choice of
coordinates. This will give us some freedom in the selection of our system from which we will study
gravitational waves.

9.3.1. Gauge freedom

In classical Newtonian mechanics, the motion due to a force field is governed by f = ma. Whenever
we have f = —V®, the particle’s equation is,

d*z’
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This is a second-order differential equation for z*(t), which we can rewrite as a system of first-order
equations by introducing the momentum p:

dp’
AW
dt ?
d:vi_ii
at  m’-

This helps us set an initial-value problem, specifying a state (z°, p*), which serves as a boundary
condition with which the above system is uniquely solved. As seen in previous methods, a first-
order in time system of equations allows us to specify coordinates and momenta at some time t,
and evolve it forward to an infinitesimal amount ¢4 d¢, thus obtaining the entire solution by iteration.

We we would like is to formulate the analogous problem in general relativity. Recall Einstein’s
equations are G, = 8wG7T),,, where both sides are covariant; there’s no preferred notion of 'time’.
One can nevertheless pick a spacelike hypersurface ¥, specify initial data on that hypersurface, and
see how it would evolve to the next hypersurface (as seen in the chapter on Numerical Relativity).

Since our unknown in General Relativity is the metric g,,, we guess that we should consider the
values g, |x; of the metric on the hypersurface to be the 'coordinates’, and time derivatives 0yg,.|x
(after specifying the time coordinate) to be the 'momenta’ Recall the equations G, = 87GT),,
involve second derivatives of the metric. However, the Bianchi identity tells us that the contravariant
Einstein tensor is conserved, that is, V,G*” = 0. This equation can be rewritten as

GY = —9;G" —TH G — T \G".

We notice that the right hand side has no third-order time derivatives, meaning that the components
G cannot have second-order time derivatives. This means that the four equations

G = 8rGTY,

cannot be used to evolve initial data (gm,, atg#,,)\ ». They are thus constraints on this initial data,
setting conditions on combination of the metric and its time derivative on the hypersurface. The
remaining equations,

GV = 8rGTY,
are the dynamical evolution equations for the metric. These are six equations for the ten unknown
functions g, (7), so the solution involves a fourfold ambiguity. This is the freedom to choose four
coordinate functions throughout spacetime.

All up to this point tells us we must determine the evolution of the metric, up to an unavoid-
able ambiguity in fixing the remaining components gg,. This is analogous to electromagnetism,
where one cannot determine the evolution uniquely since there’s always freedom to perform a gauge
transformation A, — A, + J,A. In General Relativity, coordinate transformations will play a role
reminiscent of gauge transformations in electromagnetism, introducing ambiguity into the time evo-
lution. This we will call our gauge freedom.

Physically, gauge freedom implies that different observers might use different coordinates to de-
scribe the same gravitational wave, yet they will all agree on the observable effects of the wave.
This freedom to choose coordinates reflects the inherent flexibility in our mathematical description

of the gravitational field.

To cope with this problem we can simply "choose a gauge". A popular choice in the harmonic
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gauge, in which
Ozt = 0.

Remembering that x«* are just functions, not components of a vector, thus covariant derivatives
reduce to partial derivatives. So our equation can be expanded as follows:

0=0O«”

=VoV,z"

= V(0yx")

= ¢""V,(0,2")

= g7 (0,0,a" — F’\paakac“)

= g7 0,0,2" — gp”I‘)‘pgﬁ,\:c“

= gpaap(sug - gpar)\pgéu)\

Rl

By expanding the Christoffel symbol, this condition can be translated into a second-order differ-

ential equation for the previously unconstrained metric components ¢°. This finally fixes our gauge
freedom, in that we can now solve for the evolution of the entire metric in harmonic coordinates.

Let us use this gauge in our weak field approximation. We have already shown that the gauge
specified by Oz* = 0, was equivalent to,

g°TH . = 0.

In the weak field limit this becomes,

1
577p077”’\(3phax + aah/\p - 8/\hp<7> = 0;

which reduces to,
1
8uh“>\ - EaAh - 0

In this gauge, the linearized Einstein equations G, = 87G1T),, simplify to,
Ohu — %nuymh = —167GT),,
while the vacuum equations R, take the form,
Ohu =0,

which is the conventional relativistic wave equation. These equations determine the evolution of a
disturbance in the gravitational field in vacuum in the harmonic gauge.

One often works with a different description of the metric perturbation. We define the "trace-
reversed" perturbation h,, by,

1
hyw = by — =nuh.

2
The name comes from that fact that fL"M = —h*,. In terms of ﬁuy, the harmonic gauge condition
becomes, -
Oy =0,
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and the full field equations become,

Ohy, = —167GT),,.

9.3.2. Application to gravitational radiation

Let us apply the weak-field limit with our harmonic gauge to study gravitational radiation. We
begin considering the linearized equations in vacuum,

By = 0.

The D’Alembertian in flat space has the form O = —0? + V2, so the field equation above is in
the worm of a wave equations for h,,. To get solutions to this equations, we propose an ansatz of
complex valued wave solutions, given by

7 _ itkox?
hw/ = Cuwe 7

where C), is a constant, symmetric, (0,2) tensor, and k7 is a constant vector known as the wave
vector. To check conditions it be a solution, we plug in:
0= Dhu
= 1"70,05hyu
=070, (ikohy)
= —0"kpkohyu

= —kgk By

This forces a condition on our wave vector, since we are focusing on solutions where h,, is not
zero everywhere, we must have,

kok? = 0.

This is loosely translated into the statement that gravitational waves travel at the speed of light.
The timelike component of the wave vector is often referred to as the frequency of the wave, so we
write k7 = (w, k', k?, k3). The condition that the wave vector be null then becomes,

w2 = (ijlkj

The free parameters that specify the wave are then: ten numbers for the C), coefficients and three
for the null wave vector k7. We begin imposing the harmonic gauge condition:

0= 9,h"
— aﬂ(c;weikc,x")

o v ikox®
=1C" ke,

which is only true if,
k,CH = 0.

This means that the harmonic gauge conditions forces the wave vector be orthogonal to C*”. These
are four equations, which reduce our ten independent components of C,, to six.

Even setting the harmonic gauge conditions, we can still make a coordinate transformation by
setting x#* — x4 ¢, which will still satisfy the harmonic gauge condition as long as O¢* = 0.

We then have another wave equation for (*, so once we choose a solution, we will have used up
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all of our gauge freedom. We choose the solution,
(= Bue™e™
where £k, is the previous wave vector and B, are constant coefficients.

We claim that this remaining freedom allows us to convert from whatever coefficients wald) that

characterize our gravitational wave to a new set of coefficients C’ﬁew), such that

cmewr =0 and CUVg, = 0.

Let us see how this is possible by solving for our B, coefficients. Under our z# — z# + (¥
transformation, the change on our perturbation can be written

hnew) = pOD — Lehy,
= h,(ﬁjld) — LcGuuw
= hg)uld) - a}LCl/ - &Jc;u

which induces a change in the trace-reversed perturbation,

h(new) _ h new) 77 h(new

o 1 °
= h( Id) _ a,uCu - 31/@ - inlw(h’( - 28}‘4.)\)

= h Old ugu auCu + HMV&\CA-

Using the specific form of our perturbation l_LW = Oy e** and for our translation vector

Cu= Bueik°$a, we obtain that:
o) = O — ik, B, — ik, B, + inu,kxB*.
Imposing our condition C("eW)# u =0, we get that
0=CCI, 1 2ik,B* = kB = %C@ld)#,,.

Imposing our other condition C™%), = 0, we start setting v = 0:

0 =CPY — 2ikyBy — iky B
o . 1
= CPY _ 2ikyBy + 50(01“‘)““,

or,

_ (Old) (old)u
By=—— —|— .

Next, imposing for v = j, we get:
0=C"Y —ikoB; — ik; By

le) . . O. 1 o
= O — oy — ikl (O + SCOm, ),

2ko
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or,

7
B; —
7 2(kg)?

1
[~2ko G5 + by (Gl + SO, ).

Assuming we have performed this transformation, we will refer the new components Cff,iew)

as Cpp.

simply

Let us summarize what we’ve done. We began with ten independent components in the sym-
metric matrix C),,. Choosing the harmonic gauge, brought the number of independent components
down to six. Using the remaining gauge freedom led to (1) C(new)”“ = 0 and the four conditions
(2) €Wy, = 0. (So 6 minus 1 minus 4 = 1). But when v = 0, we get that (2) implies the one
of original four constraints k,C*” = 0, adding one additional constraint. So then we have a total
of two independent components. This means we have used all our possible freedom, and these two
numbers can represent the physical information characterizing our plane wave in this gauge. We
can see this explicitly by choosing our spatial coordinates such that the wave is travelling in the x>
direction, that is:

K= (w,0,0,k%) = (w,0,0,w),

where k* = w since the wave vector is null. In this case, k*C,, = 0 and Cj, = 0 together imply
that,
Cs, = 0.

Therefore the only nonzero components of C,, are therefore Cyy,Ci2,C21 and Cy. Since Cy, is
traceless and symmetric, we can actually write the matrix as:

0 O 0 0

oo 0 Cu Ci2 O
10 O —Cp 0
0 0 0 0

This means that for a plane wave in this gauge travelling in the 3 direction, the two components
Cy1 and Cq2 (along with the frequency w) completely characterize the wave.

We are finally close to exploring the true nature of these gravitational waves. For this, let
us consider the motion of test particles in presence of a wave. To obtain coordinate-independent
measures of the wave’s effect, we will consider the relative motion of nearby particles, as described
by the geodesic deviation equation. Let us consider nearby particles with four-velocities described
by a single vector field U*(x) and a separation vector S*. The geodesic deviation equation then
becomes:

D2

WS# = R!, ,,UUPS?.
We want to compute the left-hand side to first order in h,,. If we take our test particles to be
moving slowly (since we are studying the effects of the gravitational waves in their weak field limit),
then we can express the four-velocity as an unit vector in the time direction plus correction of
order hy,, and higher, but the Riemann tensor is already first order, so the correction to U can be
ignored, and so,

U’ =(1,0,0,0).

Therefore we only need to compute R*y,, or equivalently R,00,. From the equation of the weak
field approximation of the Riemann tensor, we have

1
RMOOO’ = 5(8080@0 + agauhoo — 8080huo — 8u30h00).
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But we have already computed values for h,,
=0,

since U0 = 0. The equation for the Riemann tensor then becomes
1
R,000 = 53030%(;-

Meanwhile, for slow moving partials we have 7 = 2 = ¢ to lowest order, so the geodesic deviation
equation becomes:

& _ 15,0

otz 27 ot?
where we can compute that h*, = n* hy, = hue, whenever p,0 € {1,2}. Since we know the wave
is travelling in the 22 direction, we will have h*, will only be nonzero when u, o € {1,2}. Therefore
only S' and S? will be affected.

huﬂ’

Figura 9.3: Both '+’ and 'x’ polarizations. White dots represent the posi-
tions of our test particles without the presence of gravitational waves, while
black dots show their position as the wave passes through.

Since our wave is characterized by the two numbers C7; and Co, we will from now on rename
them as Cy = C1; and Cy = (3. Let us consider their effects separately.

When Cy = 0, we have the equations

82 1 82 ikox® 82 2 1 2 82 ikox®
@Sl = gslw(C}e 7 ) and @S :—55 @(04,6 7 )

These can be solved to yield, to lowest order,
1 1 ikozy @l 2 1 ikox”\ Q2
St=(1+ §C+e *)S*0) and S*=(1- §C+e 7%7)5%(0).
This means that particles initially separated in the x! direction oscillate back and forth in the !
direction, and likewise for those with z? separation. If we start with a ring of particles in the x —y
plane, they bounce back and forth in the shape of a ” 4+ 7, as seen in Fig. 9.3.
The equivalent analysis for the case when C'y = 0 and Cy # 0 would yield the solution,

1 L o 1 L
St = 50) + ECXeZk"x S%(0) and S%=S%(0)+ 5O etko=” §1(0).
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”

In this case, the ring of particles bounce back and forth in the shape of an ” x 7, thus explaining
why we have labelled these constants this way. This whole analysis therefore explains how a gravi-
tational wave affects the spacetime it travels through in their weak field limit.

Now, how to these theoretical considerations connect to actual observations? In experiments
such as LIGO, which is designed to detect gravitational waves, the impact of these waves on test
masses in crucial. Gravitational waves passing through the Earth cause tiny, periodict stretching
and squeezing effects on spacetime. The geodesic deviation equation, as we've derived, describes
the behavior of these particles induced by gravitational waves.
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9.4. Observation of Gravitational Waves

Not long after having confirmed the theory behind gravitational waves, experiments began with
Weber and his resonant mass detectors in the 1960s. Interferometric detectors were also suggested
in the early 1960s and further developed on the 1970s. These showed a lot of promise by being
studied for their noise and performance, which led to proposals for long-baseline broadband laser
interferometers with the potential for increased sensitivity. It wasn’t until the early 2000s that the
first detectors were completed, including TAMA 300 in Japan, GEO 600 y Germany, the Laser
Interferometer Gravitational-Wave Observatory (LIGO) in the United States, and Virgo in Italy.
These detectors worked together to make joint observations from 2002 through 2011. In 2015,
Advanced LIGO became the first of a significantly more sensitive network of advanced detectors to
begin observations of a higher variety of gravitational-wave sources.

9.4.1. The LIGO detectors

The LIGO sites, situated in Washington (LIGO Hanford) and Louisiana (LIGO Livingston), are
separated by a distance of 3.002km. They each operate a single Advanced LIGO detector, which is a
modified Michelson interferometer that measures gravitational-wave strain as a difference in length
of its orthogonal arms. The idea of how these work is pretty simple and illustrated in figure 9.4;
each arm is formed by two mirrors acting as test masses, and are separated by L, = L, = L = 4km.
A passing gravitational wave would then alter the length of these arms, where the difference is mea-
sured as AL(t) = 6L, — 0L, = h(t)L, where h is the gravitational-wave strain amplitude projected
onto the detectors. By measuring the length variation, one can notice a difference on the phase
of the two light fields returning to the beam splitter, transmitting measurements that can then be
used to effectively make assumptions on how and where the gravitational wave was produced.
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Figura 9.4: Simplified diagram of an Advanced LIGO detector.

The strain of a gravitational wave is the amount by which distances are stretched and compressed
by a passing gravitational wave, relative to the original length; thus, it is a dimensionless number.
The LIGO detectors, being receptors of such sensitive data as are gravitational waves, whose strain
is of the order of 1072!, must achieve sufficient sensitivity to (1) be able to measure gravitational
waves and (2) be able to differenciate noise from relevant data, as is noise, light refraction between
the mirrors, ground vibrations, etc. The detectors included several enhancements to the basic
Michelson interferometers. These include adding mirrors to amplify the effects of a gravitational
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wave, operating in a vacuum to reduce light refraction, and optimizing the gravitational-wave signal
extraction by broadening the bandwidth of the arm cavities. To reduce seismic noise, test masses
(ones emitting the light beams) are suspended on quadruple-pendulum systems, minimizing low
frequencies. To minimize additional noise sources, all components, except the laser source, are
mounted on vibration isolation stages in ultrahigh vacuum.

9.4.2. The GW150914 signal

On September 14, 2015 at 09:50:45 UTC, the LIGO Hanford, WA, and Livingston, LA, observato-
ries detected the coincident signal of GW150914 (Fig. 9.5). Subsequent to the initial detection, the
data were successfully acquired and reported. Matched-filter analyses that use relativistic models
of compact binary waveforms cataloged GW150914 as the most significant event from each detector
for the observations reported.

One might wonder why there is no mention of observations from the Virgo and GEO 600 detec-
tors for this event. Unfortunately, Virgo was being upgraded at that moment, and GEO 600 was
not sufficiently sensitive to detect this event. Luckily, two detectors operating was enough to locate
the source position with 90% credibility.
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Figura 9.5: LIGO measurement of gravitational waves.

Basic features of GW150914 point to it being produced by the spiraling and merging of two
black holes. Over 0.2s, the signal undergoes a remarkable transformation, increasing in frequency
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and amplitude across approximately 8 cycles, ranging from 35 to 150Hz. This progression occurs at
velocities extremely close to the speed of light, where the amplitude of the wave reaches a maximum
and then decays in the black hole ringdown, as visually depicted in Fig. 9.6. This evolution is
explained by a two body problem in general relativity; the inspiral of two orbiting masses m; and
me, due to gravitational-wave emission. What explains the motion at lower frequencies is the chirp
mass:

_ (myms)3/° _ Ar5 A8/ p11/3 4 3P
N (m1+m2)1/5 N G 196

)

where f and f are the observed frequency and its time derivative.

The chirp mass of a compact binary system is a scalar that determines the leading-order orbital
evolution of the system as a result of energy loss from emitting gravitational waves. It also deter-
mines the frequency evolution of the gravitational wave signal emitted during a binary’s inspiral
phase. When analyzing gravitational wave data, it is easier to measure the chirp mass than the
two masses individually. By estimating f and f from the matched-filtering analysis of the LIGO
detection, a chirp mass of M x 30Mg, is obtained, suggesting that the total mass M = my + my is
approximately 70 > M. This bounds the sum of the Schwarzschild radii of the binary components
to approximately 2G M /c? > 210km. Since the gravitational wave frequency was 150Hz at its peak,
we would need an orbital frequency of 75Hz. To reach this, objects must’ve been very close and very
compact. Equal Newtonian point masses orbiting at this frequency (and having said chirp mass)
would only be approximately 350km apart. While a pair of neutron stars would have been compact
enough, they would not have had the required mass. On the other hand, a black hole neutron star
binary would have a very large total mass, and thus, it would merge at a much lower frequency.
This leaves black holes as the only objects compact enough to reach orbital frequency of 75Hz with-
out contact. Furthermore, the decay of the waveform on the merging ringdown is consistent with
damped oscillations of a black hole relaxing to a stationary Kerr configuration, leaving this as the
only candidate to have formed the famous GW150914 gravitational wave detection.

Inspiral Merger Ring-
down
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— Numerical relativity
I Reconstructed (template)
1 i

1 1
Adapted from Fig. 2 of Abbott et al., "Observation of Gravitational Waves
from a Binary Black Hole Merger”, Phys. Rev. Lett. 116, 061102 (2016)

Figura 9.6: Diagram of a binary black hole merger , starting from a low
frequency inicial inspiral, followed by the merging just after maximum fre-
quencies and ending with a decay in the ringdown phase.
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9.5. Using the NLHPC

For all simulations we are in need of high power computing, and for this we were given an account in
the National Laboratory for High Performance Computing (NLHPC) cluster, who helped us finish
this thesis successfully.

9.5.1. Introduction to the NLHPC

The NLHPC is a Chilean initiative that aims to provide high-performance computing (HPC) re-
sources and support various scientific research and projects. It focuses on advancing computational
research across a great variety of disciplines. It is currently located at the Center for Mathematical
Modeling (CMM) in the University of Chile, being to date Chile’s most powerful supercomputer
available to researchers throughout the country.

We translate and quote NLHPC’s mission:

"The consolidation of a national HPC facility by offering high-quality services and advanced train-
ing to respond to the high demand for scientific computing, developing connections between research
groups, industry, and the public sector.’

The NLHPC system uses two different different clusters, Guacolda and Leftraru. Leftraru was
the first cluster to begin operating in 2014, Guacolda coming in second in 2019 to expand the cen-
ter’s processing capacity by five times, reaching 266 teraflops and 5236 cores, with a hard drive of
274 terabytes and a RAM of 23 terabytes.

To begin using the NLHPC, one must enter its website http://www.nlhpc.cl and request an
account. After being accepted, one is given a specific username. For these simulations, the account
used is ’eiubini@leftraru.nlhpc.cl’

Accessing the NLHPC clusters requires the use of a terminal, preferably an Ubuntu bash terminal.
One uses the SSH protocol to log in remotely. With our specific account, the bash command needed
would be:

$ ssh eiubini@leftraru.nlhpc.cl

After typing our password, we are finally inside the cluster, and free to use its features.

9.5.2. The SLURM system

Since there’s a lot of researchers working on the NLHPC’s clusters, they need a system that manages
resources given to each user. It is central to the cluster’s accessibility and one must learn how to
use it to follow ones simulations.

SLURM (Simple Linux Utility for Resource Management) is an open-source job scheduling and
cluster management system, fault-tolerant, and highly scalable for both large and small Linux clus-
ters. As a cluster workload manager, Slurm servers three key functions: First, it allocates exclusive
and /or non-exclusive access to resources (compute nodes) to users for a specified period, allowing
them to perform their work. Second, it provides a framework for initiating, executing, and mon-
itoring jobs (typically parallel jobs) on the allocated set of notes. Finally, it arbitrates resource
contention by managing a queue of pending jobs. If you wand to launch tasks within Leftraru, you
must do so through Slurm.
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SLURM manages user jobs with the following key characteristics:
* Requested resource set:
— Number of coputing resources: nodes (including all their CPU’s and cores) or CPPU’s
(including all their cores) or only cores.
— Amount of memory: per node or per CPU.

— Time needed for user tasks to complete their work.

* Requested node partition (job queue).
* Requested Quality of Service (QoS) granting specific access to users.

* Requested account with limited resources.

The SLURM system manages different partitions in the NLHPC cluster, each one requested
and used according to specific needs of our simulation. NLHPC expects responsibility in the use of
these clusters, requesting small clusters for low-cost simulations and allowing others to request more
powerful clusters if they need it. The partitions SLURM manages (up to date) are as following:

* general: 48 nodes, 44 CPUs each, 187GB RAM

* largemem: 9 nodes, 44 CPUs each, 765GB

* gpus: 2 nodes, 44 CPUs each, 187GB RAM, with 4 GPUs Nvidia Tesla V100

* gslims: 132 nodes, 20 CPUs each, 46GB RAM

* debug: 4 nodes, 20 CPUs each, 59GB RAM, destined for jobs lasting no more than 30 minutes.

By default, users submit jobs to a specific partition called debug (designated for all users) and
under a specific account (predefined by the user). When submitting a job to the SLURM system, it
is assignated a specific Job ID, a number that grants access to the full time status of our simulation.

Also, SLURM has 5 basic commands used to perform most of the cluster’s fundamental opera-
tions:

e srun: This command executes a specific command or script in designated nodes.

* sbatch: This command sends scripts to the squeue, allowing the user to monitor the script
even when exiting the shell.

* squeue: This command displays our job’s status, letting us algo know which nodes are assigned,
Job ID, and current time running.

* scancel: This command erases a job running in the system.

¢ sinfo: This command displays the status on all the cluster’s nodes, showing which nodes are
available or in use.

9.5.3. The Eistein Toolkit inside the NLHPC

Since the Einstein Toolkit is an open-source framework, one must first install it inside the NLHPC.
This must be done by someone familiar with the cluster, since they can be a little tricky to work with.

Fortunately, the ET was successfully installed previous to our simulations, but our best bet
to download it in any cluster is to go to the Einstein Toolkit download tutorial, and follow the
installation guide. In this case, the code needed to be executed inside our cluster is:

1 curl -kLO https://raw.githubusercontent.com/gridaphobe/CRL/master/GetComponents

2 chmod a+x GetComponents

s ./GetComponents --parallel --shallow https://bitbucket.org/einsteintoolkit/manifest/raw/
— master/einsteintoolkit.th

If this does not work, further assistance should be requested by the NLHPC support team.
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9.6. Reproducing a quasi-circular binary merger

The Einstein Toolkit possesses all the tools to simulate the dynamics of black hole binaries: their
inspiral, merger, the resulting gravitational wave emission, and even the quasi-normal modes in
their ringdown phase. By working with a specific parfile, corresponding to the evolution of a system
of two black holes, one can adjust parameters to explore different possible mergings.

Several parameters are available for adjustment:

* **Initial conditions:** Specify the masses of each black hole, their initial separation, their
initial momenta (which sets the motion of the system), and also their initial spin.

e **The eccentricity of the binary orbit**

* **Grid resolution:** Allows for more detailed simulations. Users can specify higher resolutions
near the black holes, with easy-to-set parameters for precision.

e **Simulation Time Steps**

e **Physical parameters:** Include the equation of state, aiding simulations involving matter.
This is particularly relevant for modeling systems beyond black hole binaries, such as neutron
star binaries (NS-NS or NS-BH systems).

e **Simulation Domain Size Parameters:** Important to prevent radiation in the spatial bound-
aries from reflecting and affecting the central system’s motion.

e **Numerical Techniques Parameters:** Related to the numerical methods used to solve the
Einstein field equations.

o **Qutput Intervals:** Specify the quantity and type of data to be displayed.

We will start with an initial simulation of a quasi-circular binary, understanding the parfile used
and the parameters set to analyze relevant output. Following this, we will conduct a simulation of
the first gravitational wave detection, GW150914, on a supercomputer cluster. This process involves
analyzing the parameters set and comparing the simulated results with the actual detection.

9.6.1. Analyzing the parfile

The following parfile is an example of a black hole binary that takes about 20 hours using 40 CPUs
in a cluster to compute. To know what our simulation is doing, we analyze our Einstein Toolkit
parfile. All code inside this parfile is important on its own, but there are some we will focus on to
discuss how it changes our simulation.

Each parfile found or made can be different on its own, since they’re coded by programmers.
While every line in the parfile is essential, we specifically focus on those not prefixed with a '#’
sign. Cactus interprets lines with ’#’ as comments, excluding them from the software’s reading.

I e e e e e e e et Bt
(_>

2 # BBH: TwoPunctures - Mclachlan

I e e e e e e e e e e e e e e e et e e
(%

4+ # Changed output options wrt to example file

5 7

¢ # Cactus parameters:

-

’ 77

s #Cactus::cctk__run__title = "BBH"

o #Cactus::cctk_ full warnings = "yes"

10 #Cactus::terminate="runtime"
11 #Cactus::max_ runtime= 5120
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TerminationTrigger::max_ walltime = 12.0

TerminationTrigger::on_ remaining_walltime = 30 # minutes
5 TerminationTrigger::output__remtime_ every_ minutes = 60

Cactus::terminate = time

Cactus::cctk_ final_time = 200

The initial segment of the parfile is dedicated to configuring the essential parameters that govern
the simulation. One crucial aspect established in the parfile is the final time of the simulation. This
parameter, denoted as "cctk_ final time" determines the duration of the simulation run. Care must
be taken to set an appropriate final time, as an excessively large value may lead to undesired effects,
such as the gravitational waves generated ’bouncing’ off the simulation boundaries.

To mitigate this issue, one common strategy is to adjust the spatial domain of the simulation. By
ensuring that the spatial domain is sufficiently big, the gravitational waves can propagate without
encountering the boundaries too soon. In the provided example, the final time is set to 200,
representing the time duration of the simulation. It is worth noting that this value is carefully
chosen to balance between the capturing the relevant dynamics of the system, and preventing
unwanted reflections.

Additionally, within the parfile, there is typically a comment indicating the maximum permissible
value for the final time. In this specific case, the comment specifies that our simulation’s maximum
allowable final time is set at 5120. .

+£

T

# Activate all necessary thorns:
+E

T

ActiveThorns = "Boundary CartGrid3D CoordBase Fortran InitBase IOUtil LocalReduce
— SymBase Time"
ActiveThorns = "AEILocallnterp Locallnterp"
#ActiveThorns = "MoL ReflectionSymmetry RotatingSymmetry90 RotatingSymmetry180
< Slab SpaceMask SphericalSurface"
ActiveThorns = "MoL ReflectionSymmetry RotatingSymmetry180 Slab SpaceMask
— SphericalSurface"
#ActiveThorns = "MoL ReflectionSymmetry Slab SpaceMask SphericalSurface"
ActiveThorns = "Carpet Carpetinterp CarpetIOASCII CarpetIOHDF5 CarpetlOScalar
— CarpetLib CarpetIOBasic CarpetReduce CarpetRegrid2 CarpetSlab CarpetTracker
— CarpetMask LoopControl SystemTopology"
#ActiveThorns = "Formaline NaNChecker TerminationTrigger TimerReport"
ActiveThorns = "NaNChecker TerminationTrigger TimerReport"
ActiveThorns = "ADMbase ADMcoupling ADMmacros CoordGauge StaticConformal"
ActiveThorns = "PunctureTracker"

5 ActiveThorns = "TmunuBase"

ActiveThorns = "QuasiL.ocalMeasures"

# ActiveThorns = "ADMConstraints"

# ActiveThorns = "BLAS LAPACK GSL HDF5"

ActiveThorns = "TwoPunctures"

ActiveThorns = "SummationByParts"

ActiveThorns = "GenericFD NewRad"

ActiveThorns = "ML_BSSN ML_ BSSN_ Helper ML__ADMConstraints"
ActiveThorns = "Dissipation"

ActiveThorns = "AHFinderDirect"

5 ActiveThorns = "WeylScal4 Multipole"
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26 ActiveThorns = "SystemStatistics"

17

18

19

20

22

Next, we tell Cactus which thorns it will use on our simulations. We will give a brief explanation
of some relevant thorns, though it is important to mention that each thorn plays a part on our
coding.

S+

**MoL thorns:** These thorns correspond to Method of Lines thorns, which is a numerical
scheme to solve evolution equations. There are several MoL schemes, so one must later specify
which one to use.

¥ Symmetry thorns:** When working with symmetrical problems (like our spherically sym-
metric black hole, for instance), these thorns are in charge of reducing our computational work
when applicable.

**NaNChecker:** This thorn makes sure our simulation ends or warns us when there are NaN
(Not a Number) characters found, for example, when gradients explode or divisions by 0 are
being made.

**PunctureTracker:** This one is part of the thorns we will use most. This thorn keeps track
of our black hole punctures (singularities) position and momentum in our grid, and its used
to evolve to the next time step in our simulation.

**QuasiLocalMeasures:** This thorn holds a data array of 111 columns. Some important
columns are: coordinate spins, areas of the black holes, radii of the black holes, energy of each
black hole, etc. It implements the calculation of mass and spin multipoles from the isolated
and dynamical horizon formalism. It takes as input a horizon surface, or any other surface
that the user specifies, and calculates useful quantities such as the Weyl or Ricci scalar, in
addition to physical observables such as mass and momenta.

**WeylScald:** This thorn contains the Weyl scalars, which is a set of five complex scalars
Yo, ..., ¥4 which encode the independent components of the Weyl tensor on a 3+1 spacetime.
We will discuss how these are related to our gravitational wave radiation later.

77

# Run parameters:

Time::dtfac = 0.25

MoL::ODE_ Method = "rk4"
MoL::MoL_ Intermediate_ Steps = 4
MoL::MoL__Num__Scratch__Levels = 1

CartGrid3D::type = "coordbase"
5 CartGrid3D::domain = "full"
CartGrid3D::avoid_ origin = "no"
CoordBase::domainsize = "minmax"
CoordBase::spacing = "gridspacing" # "gridspacing" or "numcells"

# On a workstation (Total required memory: ~1.9GB):
#CoordBase::xmin = 0.00
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26

27

28

29

30

38

39

40

41

#CoordBase::ymin =-12.00
#CoordBase::zmin = 0.00
#CoordBase::xmax = 12.00
#CoordBase::ymax = 12.00
#CoordBase::zmax = 12.00
#CoordBase::dx = 0.40 # dx or ncells_x
#CoordBase::dy = 0.40 # dy or ncells_y
#CoordBase::dz = 0.40 # dz or ncells_z

# On a HPC (Total required memory: ~6.5GB):

CoordBase::xmin = 0.00

CoordBase::ymin =-120.00
5 CoordBase::zmin = 0.00

CoordBase::xmax = 120.00

CoordBase::ymax = 120.00
CoordBase::zmax = 120.00
CoordBase::dx = 1.50 # dx or ncells_x
CoordBase::dy = 1.50 # dy or ncells_y
CoordBase::dz = 1.50 # dz or ncells_z

Within this section, we instruct our MoL thorn on the specific numerical evolution method
it should employ. For the current simulation, we opt for the widely-used Runge-Kutta 4 (rk4)
method. It’s noteworthy that many parfiles provide guidance on configuring simulations to match
the computational capabilities of the hosting machine. In our case, these simulations are executed
on the NLHPC, and adhering to the advice in the parfile becomes very important. Consequently,
we uncomment the relevant lines tailored to the NLHPC environment.

Furthermore, the parfile configures the spatial grid for our simulations. In this instance, we set
up a cubic grid with dimensions of 120 units on each side. The initial spatial step size is established
at 1.5, setting up parameters for the discretization of the spatial domain. This step size is chosen
to balance computational efficiency and precision.

CarpetRegrid2::regrid__every = 32
CarpetRegrid2::num_ centres = 2

# On a workstation (Total required memory: ~1.9GB):

#CarpetRegrid2:

#CarpetRegrid2::num_ levels_1 = 6
#CarpetRegrid2::position_x_1 = +3.0
#CarpetRegrid2::radius_ 1[ 1] = 2.8
#CarpetRegrid2::radius__1[ 2] = 2.0
#CarpetRegrid2::radius_ 1[ 3] = 1.2
#CarpetRegrid2::radius_ 1[ 4] = 0.6
#CarpetRegrid2::radius_ 1[ 5] = 0.3
#CarpetRegrid2::movement_ threshold_1 = 0.16

+ #CarpetRegrid2::num_ levels_ 2 = 6

5 #CarpetRegrid2::position_x_ 2 = -3.0
#CarpetRegrid2::radius_ 2[ 1] = 2.8
#CarpetRegrid2::radius_ 2[ 2] = 2.0
#CarpetRegrid2::radius_ 2[ 3] = 1.2
#CarpetRegrid2::radius_ 2[ 4] = 0.6
#CarpetRegrid2::radius_ 2[ 5] = 0.3

:movement_ threshold_ 2 =



33

34

35

36

37

38

39

40

41

# On a HPC (Total required memory: ~6.5GB):

CarpetRegrid2::num_ levels_ 1 =7
5 CarpetRegrid2::position_x_ 1 = +3.0

CarpetRegrid2::radius_ 1[ 1] = 64.0
CarpetRegrid2::radius__1[ 2] = 16.0
CarpetRegrid2::radius_ 1[ 3] = 8.0
CarpetRegrid2::radius__1[ 4] = 4.0
CarpetRegrid2::radius_ 1[ 5] = 2.0
CarpetRegrid2::radius__1[ 6] = 1.0
CarpetRegrid2::movement_ threshold_1 = 0.16
CarpetRegrid2::num_ levels_ 2 =7
CarpetRegrid2::position_ x_ 2 = -3.0
CarpetRegrid2::radius_ 2[ 1] = 64.0
CarpetRegrid2::radius_ 2[ 2] = 16.0
CarpetRegrid2::radius_ 2[ 3] = 8.0
CarpetRegrid2::radius_ 2[ 4] = 4.0
CarpetRegrid2::radius_ 2[ 5] = 20
CarpetRegrid2::radius_ 2[ 6] = 1.0
CarpetRegrid2::movement__threshold_2 = 0.16

This section of our parfile holds significant importance as it contains very relevant details for our
simulation. Initially, it specifies the number of black holes in our system, determining the quantity
of centers to be studied. In this particular case, we consider two black holes.

The specialized thorn, CarpetRegrid2, allows us to change our grid depending on where the
black holes are located. The line CarpetRegrid2::num__levels 1 = 7 indicates that it will make 7
different grid resolutions (and could be different for each black hole, as seen in the two different
blocks of code). Starting from the box containing the black hole, it will make our spatial grid 64x
thinner, then 16x thinner, and so on until it reaches most outside levels.

An important line is CarpetRegrid2::position_x_ 1 = +38.0, which specifies the starting position
of the black hole. In this parfile we work with a quasi-circular binary, in which both masses will
be equal, and momenta will just differ on initial direction, one going strictly upwards on our plane
and the other backwards. Therefore, we start with a symmetric starting positions of +3 and —3.
Other black hole configurations might need different starting positions so as to not lose our black
holes from our simulation domain.

#

77

# Analysis:

77

AHFinderDirect::find_ every = 32

#AHFinderDirect::run_at_ CCTK__ANALYSIS = "yes"
#AHFinderDirect::run_ at_ CCTK_POSTSTEP = "no"
AHFinderDirect::run__at_ CCTK_POST_RECOVER_VARIABLES = "no"

AHFinderDirect::move__origins = "yes"
AHFinderDirect::reshape_ while_ moving = "yes"
AHFinderDirect::predict_ origin__movement = "yes"
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14 # Hermite to order 3 to avoid discontinuities in the metric spatial derivatives:

19

20

21

22

23

s #AHFinderDirect::geometry_ interpolator_ name = "Hermite polynomial interpolation”
#AHFinderDirect::geometry_ interpolator_pars = "order=3"
#AHFinderDirect::surface_ interpolator__name = "Hermite polynomial interpolation"
#AHFinderDirect::surface_ interpolator_pars = "order=3"
AHFinderDirect::geometry__interpolator__name = "Lagrange polynomial interpolation”
AHFinderDirect::geometry__interpolator__pars = "order=4"
AHFinderDirect::surface_interpolator_name = "Lagrange polynomial interpolation"
AHFinderDirect::surface_ interpolator__pars = "order=4"
AHFinderDirect::output_h_every = 0

; AHFinderDirect::N__horizons = 3
AHFinderDirect::origin_ x [1] = +3.0
AHFinderDirect::initial guess_ coord_sphere_ x_ center[l] = +3.0
AHFinderDirect::initial__guess___ coord_sphere__ radius [1] = 0.25
AHFinderDirect::which__surface_to_ store_info [11=0
AHFinderDirect::set_mask_for_individual_ horizon [1] = no
AHFinderDirect::reset__horizon_ after_ not_ finding [1] = no
AHFinderDirect::track_ origin_ from_ grid_ scalar [1] = yes

s AHFinderDirect::track_ origin_ source_ x [1] = "PunctureTracker::pt_loc_ x[0]"
AHFinderDirect::track_ origin_ source_y [1] = "PunctureTracker::pt_loc_ y[0]"
AHFinderDirect::track_ origin_ source_ z [1] = "PunctureTracker::pt_loc_ z[0]"
AHFinderDirect::max__allowable__horizon__radius [1] =3
AHFinderDirect::origin_ x [2] = -3.0
AHFinderDirect::initial__guess___ coord_sphere__x_ center[2] = -3.0
AHFinderDirect::initial guess_ coord_sphere_ radius [2] = 0.25
AHFinderDirect::which_ surface_ to_ store_info 21 =1
AHFinderDirect::set__mask_for individual horizon [2] = no

5 AHFinderDirect::reset__horizon_ after_ not_ finding [2] = no

; AHFinderDirect::track_ origin_ from_ grid_ scalar [2] = yes

» AHFinderDirect::track_ origin_ source_ x [2] = "PunctureTracker::pt_loc_ x[1]"

., AHFinderDirect::track_ origin_ source_y [2] = "PunctureTracker::pt_loc_ y[1]"
AHFinderDirect::track_ origin_ source_ z [2] = "PunctureTracker::pt_loc_ z[1]"
AHFinderDirect::max__allowable_horizon_ radius [2] = 3
AHFinderDirect::origin_ x [8l=0
AHFinderDirect::find__after individual_time [3] = 100.0
AHFinderDirect::initial__guess__ coord_sphere__x_ center[3] = 0
AHFinderDirect::initial guess  coord_sphere__ radius [3] = 1.0

AHFinderDirect::which__surface_to_ store__info [8]1 =2
AHFinderDirect::reset__horizon__after not_ finding [3] = no
AHFinderDirect::max__allowable__horizon__radius [38]1 =6

Now focusing on the analysis segment of our parfile, we look into the functionality of the AHFind-

erDirect thorn. This thorn employs numerical methods to computationally determine the locations
of black hole event horizons. The term ’AH’ in AHFinderDirect stands for Apparent Horizon, rep-
resenting the boundary beyond which even light cannot escape the gravitational pull of a black hole,
as calculated by computer formulae.
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One noticeable aspect of this analysis is the inclusion of lines containing the term ’guess. These
lines reveal a dynamic process wherein the thorn strategically refines its search for the apparent
horizons (with the help of the PunctureTracker thorn). The PunctureTracker thorn keeps track
of the black hole centers, enabling AHFinderDirect to make informed ’guesses’ about the probable
locations of event horizons.

PunctureTracker::track [0] = "yes"
PunctureTracker::initial x [0] = 3.0
PunctureTracker::which__surface_to_store_info[0] = 0
PunctureTracker::track [1] = "yes"
PunctureTracker::initial_x [1] =-3.0

PunctureTracker::which_ surface_to_ store_info[l] = 1

QuasiL.ocalMeasures::num__surfaces = 3
QuasiLocalMeasures::spatial _order = 4
QuasiL.ocalMeasures::interpolator = "Lagrange polynomial interpolation”
Quasil.ocalMeasures::interpolator_ options = "order=4"

Quasil.ocalMeasures::surface__index [0] = 0
QuasiLocalMeasures::surface_index [1] =1
Quasil.ocalMeasures::surface_index [2] = 2

Multipole::nradii =4

Multipole::radius[0] = 30

Multipole::radius[1] = 40

Multipole::radius[2] = 50

Multipole::radius[3] = 60

Multipole::ntheta = 120

Multipole::nphi = 240

Multipole::variables = "WeylScal4::Psidr{sw=-2 cmplx="WeylScal4::Psi4i’ name="psi4’}"
Multipole::out__every =4

Multipole::1__max =4

WeylScal4::fd__order = "4th"

The next section of the analysis output focuses on various thorns:

We set the PunctureTracker to effectively track the black hole positions throughout the simula-
tion, and give this information to other thorns.

For Multipole, we specify the number of radii in which we will calculate the Weyl scalar, speci-
fying each of their sizes. This helps to better analyze how the gravitational waves (as studied with
the Weyl scalar Psi4) travels outside the black hole.

We note that the Weyl scalar is calculated up to 4th order in WeylScaly::fd__order = "jth". The
Einstein Toolkit currently calculates the Weyl scalar up to 8th order, but the calculations get pretty
messy, and it is not really necessary to look much further to higher orders when working on binary
systems.

T

# Checkpoint/Recovery:

+£

T

IOHDFb5::checkpoint = "yes"
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IO::checkpoint_ ID = "yes"

I1O::recover = "autoprobe"
IO::checkpoint__every_ walltime_ hours = 6.0

# 1O::out__proc_ every =2
IO::checkpoint__keep =3
IO::checkpoint__on_ terminate = "yes"
IO::checkpoint_ dir = "../checkpoints"
IO::recover_ dir = "../checkpoints"
IO::abort_on__io__errors = yes

CarpetIOHDFb5::open__one_input_ file_at_a_time = yes

The final part of the parfile just specifies certain checkpoint settings. Since simulations take so
much time, one usually allows the computer to store checkpoints. If anything went wrong with our
simulation in say, two days, we could resume the simulation starting from the last checkpoint, and
not lose relevant data.
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11

12

9.6.2. Plot and analysis of the quasi-circular merger

After running the script, we have retrieved from the simulation the positions of our binary black hole
system in the x — y plane, and subsequently plotted them in Fig. 9.7. Positions of both black holes
in Cartesian coordinates are all stored in an ASC file called ’puncturetracker-ptloc..asc’; along with
several other parameters. The trajectories are both retrieved using the following Python function,
which specifies the columns of each parameter plotted, namely; time and (z,y, z) positions for the
two black holes,

def get_ trajectories(path):
ascii_ grid = np.loadtxt(f’{path}puncturetracker-pt_loc..asc’)

idx = [8, 22, 23, 32, 33, 42, 43]
cols = ['t’, ’x1’, ’x2’, 'y1’,’y2’,’z1’,’22’]
id_ dict = dict(zip(cols, idx))

t = ascii_ grid[:,id_ dict['t’]]
trajectoryl = ascii_ grid[:,id_ dict[’x1’]], ascii_ grid[:,id_ dict[’y1’]]
trajectory2 = ascii_ grid[:,id_ dict[’x2’]], ascii_ grid[:,id_ dict[’y2’]]

return t, trajectoryl, trajectory2

Since files contain such variety of parameters, it is important to check which variables are being
plotted. Most of this information can be checked going to the respective output file and checking the
column names, where some previous conventions for names must be known, such as p for momenta,
or m for masses.

Since no momentum outside this plane was initially given, and neither was spin for our black
holes, the it makes sense to only study the system solely on this plane. Units for the distance
are given in terms of the solar mass, and taking remaining constants to be equal to one, that is,
G=c=1.

As specified in the parfile, starting positions for our black holes are set on 43 and —3 according to
our labelling. Initial momentums for both black holes specified before are given by P, = 40.13808
and P_ = —.13.808 respectively. These values contribute to the symmetry of our system, which
makes our black holes orbit in a circular manner until their collision and merging.

Having shown the trajectories of our binary black hole system, we now turn our attention to
the analysis of gravitational waves. The positions of the black holes in the x — y plane have been
plotted, providing information of their motion over time (Fig. 9.7). To get further understanding of
the astrophysical phenomena, we examine the gravitational waves emitted during the quasi-circular
merger.

These plots do not represent in the slightest how fast they would be orbiting each other, neither

the gravitational waves produces by this spiraling. For this, we look at files called mp_ psij_I{l} _m{m} r{r},

where parameters inside brackets are replaces by their namesake value. In this case, (I, m) represent
the respective coefficient in the spherical harmonics decomposition of the W, scalar, and r represents
the radius at which this scalar is computed. which in the asymptotic limit completely describes the
outgoing gravitational radiation field. This means that far from a source, a gravitational wave is
locally plane, and W, is directly related to the metric perturbation in a ’traceless-transverse’ gauge

of our perturbation tensor h, as,
\1’4 - 83(h+ - th)
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Trajectories Comparison
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Figura 9.7: The trajectories over time of our quasi-circular binary black
hole system. Starting positions are -3 and 3, beginning their spiraling at

increasing frequencies and ending in their merging in the center.

In an asymptotically flat spacetime using appropriate coordinates, we can prove that W, falls
off as =1, thus gravitational waves are often described not by ¥, but by 7W¥,, which should be
evaluated for big enough r. This notation is introduced on our code to read and define the ¥,

scalar,

1 def read_ psi4(path, r, Im = (2,2)):

3 lm = Ilm

4 gw__data = np.loadtxt(f{path}mp_psi4_ {1} m{m}_r{r}.asc’)

6 t = gw_ datal:,0]
7 re_psi4 = gw_ datal:,1]
8 im_ psi4 = gw_ datal:,2]

10 psi4 = float(r)*np.array(re_psi4 + 1lj*im_ psi4)

12 return t, psi4

The W, scalar is defined on our whole spacetime, but using our methods we can derive an
equation to get its expression into a form involving hypersurface quantities only.
After this, ¥, is decomposed into spin-weighted spherical harmonics,

Normally, the dominant part of the gravitational wave signal is in the lowest modes, with [ = 2.
The other modes are also important to gravitational-wave data analysis, recoil calculations, etc, but

\114 — Z \Illm72ylm.

1>2,[m|<l

136



as we will notice, they are of far lower order than [ = 2.

Let us begging plotting (Fig. 9.8) the strain of the gravitational waves at a radius of r = 50.
The spherical harmonics nodes which are dominant for a binary are (I,m) = (2,2), for which we
plot both the real part and the imaginary part; the real part corresponding to the amplitude and
the imaginary to a shift.

Gravitational wave Psi4 with (r,I,m) = (50,2,2)

—— Real part
“ Imaginary part

0.00

-0.02

Strain (10e-21)

—0.04

—0.06

-0.08

0 50 100 150 200 50 300
Time

Figura 9.8: The real part and imaginary part of the gravitational wave
strain for our quasi-circular binary for (r,1,m) = (50,2, 2).

It is important to know that the initial wiggle on our simulation is not physical; numerical errors
arise when applying an initial momentum to our system, which rapidly stabilizes. We notice that
at the 100 time mark, low frequency waves begin to appear, which grow quickly to high frequency
and high amplitude waves. These correspond to the faster spiraling of our system until the black
holes are so close together that they begin to lose energy, and so the amplitude starts decreasing, all
this while the black holes continue to spiral around each other at high speeds. After the merging,
although the resulting merged black hole could be moving in spacetime, there are no gravitational
waves being formed by a binary system, so we consider the ringdown phase as the part in the graph
where there the amplitud goes back to zero.

Let us show how other values for (I,m) contribute to the ¥, scalar. Let us consider a higher
order node, in this case, (I,m) = (4,4) at the same radius r = 50, plotted in Fig. 9.9. We notice
these nodes contribute to high frequencies, but at a much lower amplitude that the dominant node
(2,2). By being even numbered nodes and considering the highest value of m for this particular [,
the strain although small, still contributes to the overall gravitational wave.

These are of the same order of the dominant node, but are not completely necessary to the study
of gravitational waves unless we make a more detailed visualization of gravitational waves. One can
also plot all possible values of (I,m) up to [ = 8. Higher values of [ are usually not relevant to any
kind of study on gravitational waves, since they are of such low order that they are insignificant.
Other value of pairs can algo be neglected, as seen in the following plot (Fig. 9.10) where we choose
the values (I,m) = (3,1),

A natural question might be how well our simulated results align with theoretical expectations
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Gravitational wave Psi4 with (r,I,m) = (50,4,4)
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Figura 9.9: The real part and imaginary part of the gravitational wave
strain for our quasi-circular binary for (r,1,m) = (50,4, 4).
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Figura 9.10: The real part and imaginary part of the gravitational wave
strain for our quasi-circular binary for (r,l,m)=(50,3,1).

or observational data from actual binary black hole mergers detected by gravitational wave obser-
vatories. While our simulated system provides a controlled environment for studying gravitational
waves, comparisons with observed events can validate the accuracy of our model and contribute to
a more thorough understanding of these phenomena.
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9.7. Reproducing the GW150914 merger

Finally we have all the tools necessary to study the merging of the first-ever detected binary black
hole system, the GW150915 signal. This simulation’s parfile is already available in the Einstein’s
Toolkit website, with tutorials on how to plot relevant data, as well as multiple programs to visualize
data as one would desire. For the purposes of this thesis, we focus on the black hole trajectories
and their gravitational waves’ strain.

This simulation has a cost of 8700 core hours, which amounts to approximately 2.8 days on
128 cores, according to the Einstein Toolkit computational details of this simulation. Also, a total
memory of 98 GB is needed, thus we must have a high performance computing at hand so as to not
run out of memory and finish our simulations at reasonable time. This merging uses the same parfile
we have used before, but with data that has already been recovered from the LIGO measurements.
This means that we will use parameters which were already observed from the GW150914 merger,
and try to reproduce this signal using our computational code.

Throughout the simulation, we use normalized units where G = ¢ = 1. This choice simplifies the
equations and results in dimensionless quantities. For clarity, all physical parameters are expressed
in terms of these dimensionless units, unless specified otherwise.

We notice some important parameters for this simulation, all of which are specified on the parfile.
These are,

* Physical parameters :

— An initial separation D of 10M,

— A mass ratio ¢ = my/my = 36/29,

— A spin of x1 = a;/my = 0.31 for our first black hole,

— A spin of x3 = as/my = —0.46 for our second black hole.

* Physical properties:
— A number of orbits of 6,

— A time from the beginning of the simulation until the merging of 899M (in normalized
units G =c=1),

— The mass of our final black hole 0.95M,
— The spin of our final black hole 0.69.

The choice of parameters reflects the observed characteristics of GW150914. For instance, the
specified mass ratio and spins align with LIGO’s findings, and the time parameters indicate the du-
ration of the simulated merger, resulting in a final black hole with specific mass and spin properties.

As seen by the physical parameters, the LIGO analysis indeed found that the merger consisted
of a 36+29 solar mass binary black hole system, with a remnant of a 62 solar mass black hole, while
the remaining 3 solar masses were radiated as gravitational waves. This simulation evolves the last
6 orbits and merger of a binary black hole merger with parameters to match the GW150914 event.
These properties allow us to begin our simulation up until the merging occurs.
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9.7.1. Plot and analysis of the GW150914 merger

These simulations were ran on a high performance cluster (NLHPC) using 100 cores. We plot the
initial trajectories of the two black holes in Fig. 9.11, starting with an initial separation of 10M.
The black dotted line represents the heavier black hole, and the red dotted line represents the lighter.

Initial trajectories of the GW150914 merging
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Figura 9.11: Initial trajectories of the GW150914 merger in the x —y plane.
The black dotted line represents the heavier black hole, and the red dotted
line represents the lighter. This corresponds to about one full orbit of the
two black holes, equivalent to approximately two gravitational waves.

It is important to notice we are plotting results in the z — y plane. Due to spin and momentum
initial conditions, the system should be moving through all space axes, and it is possible to graph
them all in whichever program is able to read the corresponding files. For the sake of simplicity, we
focus on x — y movements of both black holes. After 6 orbits around each other, our simulations
show how the binary collides and merges, as seen in the following plot (Fig. 9.12) depicting the final
trajectories just before the merging.

The final black hole has three solar masses less than what the system had initially. All the rem-
nant energy would come out in the form on gravitational waves. In the following plot, we plot the
W, scalar as seen by a radius of r = 500, far away from the collision. We again plot the dominant
spherical harmonics node in the black hole binary, which is (I, m) = (2,2), which better describes
the gravitational waves formed by the system. This famous signal’s simulation is plotted below in
Fig. 9.13.

These waveforms are usually compared to the ones observed by the LIGO detectors, and results
have shown that numerical relativity is very accurate when predicting gravitational wave behavior
for binary systems. A visual representation of this comparison is usually seen in any article about
the famous LIGO GW150914 detection (Fig. 9.5).
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Final trajectories of the GW150914 merging
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Figura 9.12: Final trajectories of the GW150914 merger in the x — y plane.
The higher frequency in this phase results in more visible orbits of the black
holes, indicating a faster spiral compared to the initial phase.
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Figura 9.13: Real part of the Wy scalar associated with the dominant spher-
ical harmonics node (I,m) = (2,2), simulated using parameters obtained
from the GW150914 LIGO detection.
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Capitulo 10

Conclusion

The research done in this project aimed to work our way up from basic numerical schemes to solve
partial differential equations, to the formulation of the equations describing binary black hole colli-
sions, and consequently investigating the numerical schemes behind the numerical approximations
done to solve these systems of equations. With all this knowledge, we managed to solve for the evo-
lution of the black hole binary system, and plot both their trajectories and the ¥, scalar describing
the gravitational waves generated.

To solve the complex systems of equations that govern the movement of two black hole spiraling
towards one another, we made use of an open-source programming tool called the Einstein Toolkit.
The methodology for the use of this program was deeply studied to understand all the way from
basic examples to the most important one, which was the simulation of the famous GW150914
gravitational wave signal.

The physics behind this project was all General Relativity, describing both the metric and cur-
vature of spacetime due to the presence of a black hole, and the way that we receive the signal due
to gravitational waves emitted by a black hole binary. To solve these equations, we also explored
Numerical relativity; numerical schemes necessary to study curved spacetime where the flow of time
is not unique to all points in our domain space. These schemes are used by the Einstein Toolkit
internally to solve all equations derived in this project.

In the need of more computational resources to solve our equations, we were provided with an
account on the National Laboratory for High Performance Computing (NLHPC) in Chile, and sub-
mitted all simulations to be solved in this cluster. All results were later plotted and studied on a
Jupyter Notebook using Python.

In conclusion, we were able to study the way different parameters affect the spiraling and merging
of a black hole binary, as well as the way gravitational waves are emitted through it and later detected
at distances really far away, where all waves are merely seen as perturbations of a flat metric. This
opens field for new studies, such as higher order wave perturbations, spinning and/or charged black
hole systems, quasinormal modes of the ringdown of our black hole merging due to the damping
by the emission of gravitational radiation, and further different ways to detect the huge number of
astrophysical phenomena that may be happening in our Universe.
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Capitulo 11
Codes

We present this section so anyone may make use of the scripts generated for our simulations. These
codes are all to be used with Python, and libraries added when necessary.

0. A code that creates matrices to solve for our first-order-in-time wave equation, with a value
for the wave speed (which can be set to 1 to get a symmetrical problem). It later solves for the
wave equation variables v = u; and w = u,. To obtain u one may need to integrate numerically,
although for most energy problems this may not be necessary.

def pi(i,N,xmin,xmax):
#function that partitions xmin and xmax in N+1 parts
return xmin+i*((xmax-xmin)/N)

def A_ wave(N,theta,varphi,c_ speed):
# Create A 7-diagonal sparse matrix with size 2N

#we create 4 submatrices and stack them using scipy.sparse.v(h)stack
#we will create the four matrices separately and stack them accordingly
#we wil name them by quadrant

ones = np.ones(N)

zeros = np.zeros(N)
offset = [-1,0,1]

zeros_m = np.zeros(N-1)

H#HHFHH#FH## quadrant 1
f I plus = np.ones(N-1)*-theta*(c_speed**2)*varphi
f_I_minus = np.ones(N-1)*theta*(c_speed+**2)*varphi

k1l = np.array([f_I_minus,zeros,f_I_ plus], dtype= object)
A1l = sp.sparse.diags(kl,offset).toarray()
#boundary derivatives
A1[0][0]l =0
Al[0][1]l =0
A1[0][2]1 =0
Al[-1][-11 =0
Al[-1][-2] =0
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66

Al[-1][-3] =0

#quadrant II

k2 = np.array([zeros_m,ones,zeros_m], dtype= object)
A2 = sp.sparse.diags(k2,offset).toarray()

A2[0][0] = 1+ 3*thetaxvarphi
A2[0][1] = -4*theta*varphi
A2[0][2] = theta*varphi
A2[-1][-1] = 1+3*theta*varphi
A2[-1][-2] = -4*thetaxvarphi
A2[-1][-3] = theta*varphi

#quadrant III
f_III_plus = np.ones(N-1)*-theta*varphi
f_III__minus = np.ones(N-1)*theta*varphi

k3 = mnp.array([f_III_ minus,zeros,f III_plus], dtype= object)
A3 = sp.sparse.diags(k3,offset).toarray()

A3lo][0] =0
A3[0][1]l =0
A3[0][2] =0
A3[-1][-1] =0
A3[-1][-2] =0
A3[-1][-3] =0

#quadrant IV

k4 = np.array([zeros_m,ones,zeros_m], dtype= object)
A4 = sp.sparse.diags(k4,offset).toarray()

A4[0][0] = 14 3*theta*varphi
A4[0][1] = -4*theta*varphi
A4[0][2] = theta*varphi
A4[-1][-1] = 1+ 3*theta*varphi
A4[-1][-2] = -4*thetaxvarphi
A4[-1][-3] = theta*varphi

#stack matrices by quadrant
horizl = np.hstack((A2,A1))
horiz2 = np.hstack((A3,A4))
vert = np.vstack((horizl,horiz2))
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A = csr_matrix(vert)
return A

def B_ wave(N,theta,varphi,c_ speed):

# Create A 7-diagonal sparse matrix with size 2N

#we create 4 submatrices and stack them using scipy.sparse.v(h)stack
#we will create the four matrices separately and stack them accordingly
#we wil name them by quadrant

ones = np.ones(lN)

zeros = np.zeros(N)
offset = [-1,0,1]

zeros_ m = np.zeros(N-1)

#HHH#HH##H## quadrant I
f I plus = np.ones(N-1)*(1-theta)*(c_speed**2)*varphi
f I _minus = np.ones(N-1)*-(1-theta)*(c_speed**2)*varphi

k1l = np.array([f_I_minus,zeros,f_I_plus], dtype= object)
B1 = sp.sparse.diags(k1,offset).toarray()

B1[0][0] =0

B1[0l[1] =0

B1[0l[2] = 0

B1[-1][-11 =0

B1[-1][-2]1 = 0

B1[-1][-3]1 =0

FHH#HH#H#FH#F# quadrant II
k2 = mnp.array([zeros_m,ones,zeros_m], dtype= object)
B2 = sp.sparse.diags(k2,offset).toarray()

B2[0][0] = 1- 3*(1-theta)*varphi
B2[0][1] = 4*(1-theta)*varphi
B2[0][2] = -(1-theta)*varphi
B2[-1][-1] = 1- 3*(1-theta)*varphi
B2[-1][-2] = 4*(1-theta)*varphi
B2[-1][-3] = -(1-theta)*varphi

H#HH#H#HH#F#H## quadrant III
f III_plus = np.ones(N-1)*(1-theta)*varphi
f_III__minus = np.ones(N-1)*-(1-theta)*varphi

k3 = np.array([f_III_minus,zeros,f_III_plus], dtype= object)
B3 = sp.sparse.diags(k3,offset).toarray()

B3[o][0] = 0
B3[0][1] =0
B3[0][2] =0
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136 B3[-1][-11 =0

137 B3[-1][-2] =0

138 B3[-1][-3]1 = 0

139

140 HH#HH#H#FH#F# quadrant IV

141 k4 = mnp.array([zeros_m,ones,zeros_m], dtype= object)
142 B4 = sp.sparse.diags(k4,offset).toarray()
143

144 B4[0][0] = 1- 3*(1-theta)*varphi

145 B4[0][1] = 4*(1-theta)*varphi

146 B4[0][2] = -(1-theta)*varphi

147 B4[-1][-1] = 1- 3*(1-theta)*varphi

148 B4[-1][-2] = 4*(1-theta)*varphi

149 B4[-1][-3] = -(1-theta)*varphi

150

151 #stack matrices by quadrant

152 horizl = np.hstack((B2,B1))

153 horiz2 = np.hstack((B3,B4))

154 vert = np.vstack((horizl,horiz2))
155

156 B = csr__matrix(vert)

157 return B

150 amp= 1

160 xc = 0.5

161 xwid = 0.1

162 idsignum = 1

163

164

165 def solve_wave(N,theta,c_ speed,varphi,xmin,xmax,tmin,tmax,V_0,W_0):
166 #solve an AZ"{n+1}=ZU"{n} system, with initial condition

167 #7Z[0] = [X[0],Y[0]], CFL number s, with a theta-scheme finite

168 #difference

169 #and diffusion coefficient a
170

171 #spatial step size

172 dx = (xmax-xmin)/N

173

174 #temporal step size

175 dt = 2*varphi*xdx

176

177 #number of spatial and temporal points in our grid
178 totalx = int(N+1)

179 totalt = int(np.floor((tmax-tmin)/dt) + 1)

181 #division of our spatial and temporal grids
182 x=np.linspace(xmin, xmax, totalx)

183 t=np.linspace(tmin, tmax, totalt)

184

185 #initialize final approximation

186 z=np.zeros((totalt,2*totalx))

187
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26

27

28

29

#impose initial condition

#current x is pi(j,N,xmin,xmax)

for j in range(totalx):
z[0][j] = V__0(pi(j,N,xmin,xmax))
z[0][j+totalx] = W__0(pi(j,N,xmin,xmax))

#compute matrices
A_m = A_wave(N+1,theta,varphi,c_ speed)
B_m = B_ wave(N+1,theta,varphi,c_ speed)
step = inv(A_m)*B_ m.toarray()
step[np.abs(step)<0.00001] = 0
#compute next time step from previous one
for i in range(totalt-1):

Unext = step.dot(z[i].transpose())

Unext = np.array(Unext)

for j in range(2*totalx):

z[i+1][jl= Unext[jl

return x,t,z

1. Create matrices to solve our ® and II wave equations

import numpy as np

from scipy.sparse import diags, kron, csr__matrix, csc_ matrix
from scipy.sparse.linalg import spsolve, norm, inv, eigsh
import matplotlib.pyplot as plt

from matplotlib import rc

rc(’text’, usetex=False) # para usar latex en matplotlib
import scipy as sp

from mpl_ toolkits.mplot3d import Axes3D

import pandas as pd

def pi(i,N,p,q):
#function that partitions p and q in N+1 parts
return p+i*((g-p)/N)

def A_project(N,M,theta,varphi,p,q):
# Create A 7-diagonal sparse matrix with size 2N

#we create 4 submatrices and stack them using scipy.sparse.v(h)stack
#we will name them by quadrant, and stack them acoordingly

ones = np.ones(N)
zeros = np.zeros(N)
offset = [-1,0,1]

c = -(gq+2*xM)/(g-2¥M)

HH#HH#H#F#F# quadrant I

f I plus = np.ones(N-1)

f I_minus = np.ones(N-1)
for k in range(N-1):
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30 f_I_plus[k] = -theta*varphi*(pi(k+1,N,p,q)/(pi(k+1,N,p,q)+2*M))
31 f_I_minus[k] = thetaxvarphi*(pi(k-1,N,p,q)/(pi(k-1,N,p,q)+2*M))
32

33 k1 = np.array([f_I_minus,zeros,f I plus], dtype= object)

34 A1l = sp.sparse.diags(k1,offset).toarray()

35 #boundary derivatives

36 A1[0][0] = theta*varphi*3*pi(0,N,p,q)/(pi(0,N,p,q)+2*M)

37 A1[0][1] = -theta*varphi*4*pi(1,N,p,q)/(pi(1,N,p,q)+2*M)

38 A1[0][2] = theta*varphi*pi(2,N,p,q)/(pi(2,N,p,q)+2*M)

39 All[-1][-11 =0

40 Al[-1][-21 =0

1 Al[-1][-3l =0

45 #quadrant II
46 f_II_plus = np.ones(N-1)
a7 f II__minus = np.ones(N-1)

19 for k in range(N-1):
50 f_II_plus[k] = -theta*varphix(2xM/pi(k+1,N,p,q))
51 f II_minus[k] = theta*varphi*(2*M/pi(k-1,N,p,q))

54 k2 = np.array([f_II_minus,ones,f_II_plus], dtype= object)
55 A2 = sp.sparse.diags(k2,offset).toarray()

56 A2[0][0] = 1+ (theta*varphi*6*M)/(pi(0,N,p,q))
57 A2[0][1] = -(theta*varphi*8*M)/pi(1,N,p,q)

58 A2[0][2] = (theta*varphi*2xM)/pi(2,N,p,q)

59 A2[-1][-1] = 1-3*c*theta*varphi

60 A2[-1][-2] = 4*c*thetaxvarphi

61 A2[-1][-3] = -c*theta*varphi

62

63 #quadrant III

64 f III_plus = np.ones(N-1)

65 f_III__minus = np.ones(N-1)

66

67 for k in range(N-1):

68 f_III_plus[k] = -(theta*varphi/pi(k,N,p,q)**2)*((pi(k+1,N,p,q)**3)/
69 (pik+1,N,p,q)+2*M))
70 f III_minusl[k] = (theta*varphi/pi(k,N,p,q)**2)*((pi(k-1,N,p,q)**3)/
7 (pi(k-1,N,p,q)+2*M))

3 k3 = mnp.array([f_III_minus,zeros,f III_plus], dtype= object)

74 A3 = sp.sparse.diags(k3,offset).toarray()

75 A3[0][0] = (theta*varphi*3*pi(0,N,p,q)**3)/(pi(0,N,p,q)+2+*M)
76 A3[0][1] = -(theta*varphi*4*pi(1,N,p,q)**3)/(pi(1,N,p,q)+2*M)
7 A3[0][2] = (theta*varphi*pi(2,N,p,q)**3)/(pi(2,N,p,q)+2*M)

78 A3[-1][-11 =0

79 A3[-1][-2] =0

80 A3[-1][-3]1 =0
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#quadrant IV
f IV_ plus = np.ones(N-1)
f IV_minus = np.ones(N-1)

for k in range(N-1):
f IV_ plus(k] = (-thetaxvarphi/pi(k,N,p,q)**2)*((2*Mx*pi(k+1,N,p,q)**2)/
(pik+1,N,p,q)+2*M))
f IV__minuslk] = (theta*varphi/pi(k,N,p,q)**2)*((2*xMx*pi(k-1,N,p,q)**2)/
(pi(k-1,N,p,q)+2*M))

k4 = np.array([f_IV_minus,ones,f_IV_ plus], dtype= object)

A4 = sp.sparse.diags(k4,offset).toarray()

A4[0][0] = 14(theta*varphi*6xM*pi(0,N,p,q)**2)/(pi(0,N,p,q)+2*M)
A4[0][1] = -(theta*varphi*8*xMx*pi(1,N,p,q)**2)/(pi(1,N,p,q)+2*xM)
A4[0][2] =(theta*varphi*2*Mx*pi(2,N,p,q)**2)/(pi(2,N,p,q)+2*M)
A4[-1][-1] = 1-3*(1/c)*theta*varphi

A4[-1][-2] = 4%(1/c)*theta*varphi

A4[-1][-3] = -(1/c)*theta*varphi

#stack matrices by quadrant
horizl = np.hstack((A2,A1))
horiz2 = np.hstack((A3,A4))
vert = np.vstack((horizl,horiz2))

A = csr__matrix(vert)
return A

def B_ project(N,M,theta,varphi,p,q):

# Create A 7-diagonal sparse matrix with size 2N

#we create 4 submatrices and stack them using scipy.sparse.v(h)stack
#we will name them by quadrant, and stack them acoordingly

ones = np.ones(N)
zeros = np.zeros(N)
offset = [-1,0,1]

= -(q+2xM)/(g-2¥M)

HH#HH#FF# quadrant I
f I_plus = np.ones(N-1)
f I minus = np.ones(N-1)
for k in range(N-1):
f_I_plus[k] = (1-theta)*varphi*(pi(k+1,N,p,q)/(pi(k+1,N,p,q)+2*M))
f I _minus[k] = (-(1-theta)*varphi*(pi(k-1,N,p,q)/(pi(k-1,N,p,q)+2*M)))
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k1l = np.array([f_I_minus,zeros,f_I_ plus], dtype= object)
B1 = sp.sparse.diags(k1,offset).toarray()

#boundary derivatives
B1[0][0] = -(1-theta)*varphi*3*pi(0,N,p,q)/(pi(0,N,p,q)+2*M)
B1{0][1] = +(1-theta)*varphi*4*pi(1,N,p,q)/(pi(1,N,p,q)+2+M)
B1[0][2] = -(1-theta)*varphi**pi(2,N,p,q)/(pi(2,N,p,q)+2*M)
B1[-1][-11 =0
B1[-1][-21 =0
B1[-1][-38] = 0

#quadrant II

f_II_plus = np.ones(N-1)

f II_minus = np.ones(N-1)

for k in range(N-1):
f_II_plus[k] = ((1-theta)*varphi*(2*M/pi(k+1,N,p,q)))
f_II_minus[k] = (-(1-theta)*varphi*(2*M/pi(k-1,N,p,q)))

k2 = np.array([f_II_minus,ones,f_ II_ plus], dtype= object)
B2 = sp.sparse.diags(k2,offset).toarray()

B2[0][0] = 1-((1-theta)*varphi*6*M)/(pi(0,N,p,q))

B2[0][1] = +((1-theta)*varphi*8+xM)/pi(1,N,p,q)

B2[0][2] = -((1-theta)*varphi*x2xM)/pi(2,N,p,q)

B2[-1][-1] = 1+3*c*(1-theta)*varphi

B2[-1][-2] = -4*c*(1-theta)*varphi

B2[-1][-3] = c*(1-theta)*varphi

#quadrant III
f_III_plus = np.ones(N-1)
f III_minus = np.ones(N-1)
for k in range(N-1):
f III_ plus[k] = (4+(1-theta)*varphi/pi(k,N,p,q)**2)*((pi(k+1,N,p,q)**3)/
(pi(k+1,N,p,q)+2*M))
f_III_minus[k] = (-(1-theta)*varphi/pi(k,N,p,q)**2)*((pi(k-1,N,p,q)**3)/
(pik-1,N,p,q)+2*M))

k3 = mnp.array([f_III_minus,zeros,f III_plus], dtype= object)

B3 = sp.sparse.diags(k3,offset).toarray()

B3[0][0] = -((1-theta)*varphi*3*pi(0,N,p,q)**3)/(pi(0,N,p,q)+2*M)
B3[0][1] = +((1-theta)*varphi*4*pi(1,N,p,q)**3)/(pi(1,N,p,q)+2*M)
B3[0][2] = -((1-theta)*varphi*pi(2,N,p,q)**3)/(pi(2,N,p,q)+2+M)
B3[-1][-1] =0

B3[-1][-2] = 0

B3[-1]1[-3]1 = 0

#quadrant IV

f_IV_plus = np.ones(N-1)
f IV_minus = np.ones(N-1)
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for k in range(N-1):
f IV_plus[k] = (4+(1-theta)*varphi/pi(k,N,p,q)**2)*((2*Mx*pi(k+1,N,p,q)**2)/
(pi(k+1,N,p,q)+2*M))
f_IV_minus[k] = (-(1-theta)*varphi/pi(k,N,p,q)**2)*((2*Mx*pi(k-1,N,p,q)**2)/
(pi(k-1,N,p,q)+2*M))

k4 = np.array([f_IV_ minus,ones,f_IV_ plus], dtype= object)

B4 = sp.sparse.diags(k4,offset).toarray()

B4[0][0] = 1-((1-theta)*varphi*x6xM#pi(0,N,p,q)**2)/(pi(0,N,p,q)+2*xM)
B4[0][1] = +((1-theta)*varphi*8*Mx*pi(1,N,p,q)**2)/(pi(1,N,p,q)+2*M)
B4[0][2] =-((1-theta)*varphi*2*Mx*pi(2,N,p,q)**2)/(pi(2,N,p,q)+2*M)
B4[-1][-1] = 1+43%(1/c)*(1-theta)*varphi

B4[-1][-2] = -4%(1/c)*(1-theta)*varphi

B4[-1][-3] = (1/c)*(1-theta)*varphi

#stack matrices by quadrant
horizl = np.hstack((B2,B1))
horiz2 = np.hstack((B3,B4))
vert = np.vstack((horizl,horiz2))

B = csr__matrix(vert)

return B
2. Function that takes relevant parameters, takes our initial condition of:
r—7To
do(r; A, ro, A) = Aexp{((A)g)}

r—r r—r
S (r: A, o, A) = —24 NOAexp{(—( - 0)2)},

and solves the equation for a #-scheme, with CFL condition ﬁ—tx = ¢, in a domain [p, ¢] discretized

in N steps, in a Schwarzchild metric where rg = 2M, from time tmin to time tmax.

#adjustable parameters
A=1

r_0 =50

Delta =1

#phi_0’s
phi0 = lambda r: A*np.exp( -( (r-r_0)/Delta )**2 )
drphi0 = lambda r: -2*(r-r__0)/(Delta**2) * Axnp.exp( -( (r-r__0)/Delta )**2 )

#initial conditions
X_0 = lambda r: drphiO(r)
Y_0 = lambda r: ((r+2*M)/r**2) * phiO(r) + drphiO(r)

5 def solve_ phi(N,M,theta,varphi,p,q,tmin,tmax):

#solve an AZ"{n+1}=ZU"{n} system, with initial condition
#7[0] = [X[0],Y[0]], CFL number s, with a theta-scheme finite
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#difference
#and diffusion coefficient a

#spatial step size
dr = (g-p)/N

#temporal step size
dt = 2xvarphixdr

#number of spatial and temporal points in our grid

totalr = int(N+1)

totalt = int(np.floor((tmax-tmin)/dt) + 1)

#division of our spatial and temporal grids

r=np.linspace(p, q, totalr)
t=np.linspace(0, 1, totalt)

#initialize final approximation
z=np.zeros((totalt,2*totalr))

#impose initial condition

#current r is pi(N,i,p,q)

for j in range(totalr):
z[0][j] = X_0(pi(§,N,p,q))
z[0l[j+totalr] = Y_ 0(pi(j,N,p,q))

#compute matrices

A_m = A_ project(N+1,M,theta,varphi,p,q)
B_m = B_ project(N+1,M,theta,varphi,p,q)

step = inv(A_m)*B_ m.toarray()

#compute next time step from previous one

for i in range(totalt-1):
Unext = step.dot(zlil.transpose())
Unext = np.array(Unext)
for j in range(2+*totalr):
z[i+1][jl= Unextlj]

return r,t,z

3. The following cell solves the wave equation for appropiate parameters, and later animates
both ® and II wave functions for several time steps. The command frames specifies how many time
iteration our animations must have (in this case, for tmaxz = 70, we had 10500 time iterations).

N=300

3 M=1

4+ theta=0.5

5 varphi=0.01
; p=2*xM
q=100
tmin= 0
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tmax= 70
z = solve_ phi(N,M,theta,varphi,p,q,tmin,tmax)

#remember z[0] is r, z[1] is t, and z[2] is the matrix solution
#2[2][0] is the solution X,Y, so X is z[2][0][0:N+1]

# Function animation

%matplotlib notebook

import matplotlib.pyplot as plt

from matplotlib.animation import FuncAnimation
fig, ax = plt.subplots()

line, = ax.plot([])
ax.set_ xlim([0,100])
ax.set__ylim([-1.5,1.5])
ax.set_ xlabel(’r’)

wave = 'Phi’ #change between Phi and Pi
ax.set_titleC Animation for '+str(wave))
def animate(i):
if wave=="Phi’:
y = z[2][i][0:N+1] # Animate Phi
elif wave=="Pi’:

y = z[2][i][N+1:] # Animate Pi

line.set_ data((z[0],y))
return line

anim = FuncAnimation(fig, animate, frames=10500, interval=1)

plt.show()

def solve__mass(N,M,theta,varphi,p,q,tmin,tmax,Delta):

phi0 = lambda r: A*np.exp( -( (r-r__0)/Delta )**2 )
drphi0 = lambda r: -2*(r-r_0)/(Delta*x*2) * A*np.exp( -( (r-r__0)/Delta )**2 )

#initial conditions
X_0 = lambda r: phiO(r)
Y_ 0 = lambda r: ((r+2*M)/r**2) * phiO(r) + drphiO(r)

solve__phi(N,M,theta,varphi,p,q,tmin,tmax)
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68

69

t = z[1]

Phi = z[2][0:,0:501]
Pi = z[2][0:,501:]

totalr = len(r)
totalt = len(t)

N = totalr-1
dr = (g-p)/N

m = np.zeros((totalt,totalr))

for i in range(totalt):
ml[i,0] = 0

for j in range(totalr-1):
actual_r = pi(j,N,p,q)
alpha_ over_2a = (actual_r/(2*actual_r + 4*M))
beta = (2«M)/(actual_r 4+ 2xM)
for i in range(totalt):
m[i,j+1] = mli,jl+ 4*np.pi*(actual_r**2)*(alpha_ over_ 2a*(Phili,jl**2 + Pili,jl**2)
— +betaxPhili,jl*Pili,j)*dr

return m

4. We add a code to solve the mass function, given all previous parameters. This gives us a 2D
array, to be studied however one find useful.

def solve__mass(N,M,theta,varphi,p,q,tmin,tmax,Delta):

A=1
r_ 0=50
#phi_0’s

phi0 = lambda r: A*np.exp( -( (r-r__0)/Delta )**2 )
drphi0 = lambda r: -2*(r-r__0)/(Delta**2) * Axnp.exp( -( (r-r__0)/Delta )**2 )

#initial conditions
X_0 = lambda r: drphiO(r)
Y_0 = lambda r: ((zr+2*M)/r**2) * phiO(r) + drphiO(r)

z = solve_ phi(N,M,theta,varphi,p,q,tmin,tmax)

r = z[0]
t = z[1]

Phi = z[2][0:,0:N+1]
Pi = z[2][0:,N+1:]

totalr = len(r)
totalt = len(t)
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N = totalr-1
dr = (g-p)/N

m = np.zeros((totalt,totalr))

for i in range(totalt):
ml[i,0] = 0

for j in range(totalr-1):
actual_r = pi(j,N,p,q)
alpha_ over_2a = (actual_r/(2*actual_r + 4*M))
beta = (2«M)/(actual_r + 2xM)
for i in range(totalt):
m[i,j+1] = mli,jl+ 4*np.pi*(actual_r**2)*(alpha_ over_ 2a*(Phili,jl**2 + Pili,jl**2)
— +betaxPhili,jl*Pili,jl])*xdr

return m

5. This cell takes an i grid, which is an array of time iteration, and plots the mass function for
each time iteration. One may change the value of these time iterations as necessary.

i_ grid = np.array([0,1500,3000,4500,6000,7500,8000,9000,10500])
dr = (g-p)/N

dt = 2*varphi*dr
current_t = lambda x: tmin + x*dt

fig = plt.figure(figsize=(9, 5))

for i in i__grid:
plt.plot(pi(j__grid,N,p,q),mli,j_grid],label="t="+str(round(current_ t(i),2)))

plt.legend ()

plt.xlabel(’Distance from singularity’)
plt.ylabel("Total mass recovered’)
plt.titleCm(r,t) for different time values’)
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