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METALICIDAD DE LA FASE GASEOSA DE ANÁLOGOS LOCALES DE

GALAXIAS A ALTO z: UNA NUEVA CALIBRACIÓN PARA

ABUNDANCIAS QUÍMICAS EN EL UNIVERSO DISTANTE

Los estudios del contenido metálico del gas de las galaxias son fundamentales para comprender

cómo evolucionan las galaxias a través del tiempo cósmico. La relación entre la metalicidad

y las propiedades globales de las galaxias, como la masa estelar y la tasa de formación

estelar, proporcionan información valiosa sobre qué procesos regulan el enriquecimiento de

las galaxias. Estos estudios han sido extensos en el Universo local, sin embargo, los intentos

de aplicar estudios similares a alto z están llenos de dificultades observacionales.

A partir de espectros ópticos de regiones HII locales y nebulosas planetarias, puede esti-

marse la metalicidad en fase gaseosa utilizando el “método directo”. Las fuentes a mayor-z

ven sus ĺıneas de emisión más tenues y desplazadas a las bandas infrarrojas, donde la ab-

sorción atmosférica dificulta la observación desde tierra. Antes del telescopio espacial James

Webb, los estudios de metalicidad teńıan que basarse en estimaciones realizadas con unas

pocas ĺıneas brillantes detectadas y en relaciones teóricas como las relaciones temperatura-

temperatura o calibraciones emṕıricas de razones entre ĺıneas de emission fuertes. Para

estudiar estas relaciones utilizamos análogos locales de galaxias de alto z como laboratorio

ideal del Universo temprano.

Los análogos locales de este trabajo se seleccionaron en función de su posición en el di-

agrama BPT para cumplir las condiciones de ionización del medio interestelar de galaxias

a z ∼ 2.3. Utilizamos espectros de resolución moderada de 18 análogos recogidos con el

espectrógrafo Magellan Echelle montado en el telescopio Baade de 6.5 m instalado en el

Observatorio Las Campanas. Tras medir y corregir los flujos de las ĺıneas de emisión, uti-

lizamos el método directo para estimar la densidad, temperatura y metalicidad de la fase

gaseosa de los análogos locales. Finalmente, investigamos las relaciones de temperatura y las

calibraciones de metalicidad dadas por nuestros análogos.

Encontramos que nuestros análogos se desv́ıan a altas metalicidades de la relación teórica

Te[O II] vs Te[O III] ampliamente utilizada, mostrando una pendiente menos pronunciada

y una dispersión menor. Presentamos nuevas calibraciones para 12 relaciones de ĺıneas de

emisión en el rango 7.8 < 12 + log(O/H) < 8.6. Nuestras relaciones se desv́ıan de las

calibraciones basadas en regiones HII locales, otros análogos locales y modelos de fotoion-

ización, sugiriendo posibles subestimaciones de hasta 0.3 dex en el régimen de alta metalici-

dad. Además, estos resultados concuerdan notablemente con nuevas calibraciones exploradas

hasta z = 9 que establecen un buen punto de referencia para nuevos estudios de metalicidad

en el Universo temprano con el telescopio espacial James Webb.
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Studies of the metal content of the gas in galaxies are fundamental to understand how galaxies

evolve through cosmic time. The relation between metallicity and global properties of galaxies

such as the stellar mass and star formation rate provide valuable insights into what processes

regulate the enrichment of galaxies. These studies have been extensive in the local Universe,

however, attempts of applying similar studies at high-z are full of observational difficulties.

From optical spectra of local HII regions and planetary nebulae, the gas-phase metallicity

can be estimated using the “direct method”. Sources at higher-z see their emission lines

dimmer and shifted to the infrared bands where the atmospheric absorption difficult the

observation from the ground. Before the James Webb Space Telescope, studies of metallicity

had to rely on estimations made with a few detected bright lines and theoretical relations

such as the temperature-temperature relations or empirical calibrations of strong emission

line ratios. To study these relations we used local analogs of high-z galaxies as an ideal

laboratory of the early Universe.

Local analogs in this work were selected based on their position in the BPT diagram

to meet the ionization conditions of the ISM of galaxies at z ∼ 2.3. We used moderate

resolution spectra of 18 analogs gathered with the Magellan Echelle Spectrograph mounted on

the ground-based 6.5m Baade telescope at Las Campanas Observatory. After measurement

and correction of the emission line fluxes, we used the direct method to estimate the density,

temperature, and metallicity of the gas-phase of the local analogs. Finally, we investigate

the temperature relations and calibrations of metallicity given by our analogs.

We found that our analogs deviate at high metallicities from the widely used theoretical

Te[O II] vs Te[O III] relation, showing a shallower slope and a lower scatter. We present new

calibrations for 12 emission line ratios in the range 7.8 < 12+ log(O/H) < 8.6. Our relations

deviate from calibrations based on local HII regions, other local analogs, and photoionization

models, suggesting possible underestimations up to 0.3 dex in the high-metallicity regime.

Furthermore, these results remarkably agree with new calibrations explored up to z = 9

which set a good benchmark for new metallicity studies in the early Universe with the James

Webb Space Telescope.
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Chapter 1

Introduction

Galaxy evolution is a branch of astronomy and astrophysics aimed at characterizing how

galaxies evolve with cosmic time and what are the processes that drive the evolution. This

area covers a wide range of scales ranging from cosmological, with studies of the spatial dis-

tribution of galaxies in the vast Universe, to the small scale physics of dust and gas particles

in the interstellar medium. One of the biggest challenges in galaxy evolution is to constrain

the elemental abundance of the gas in the interstellar medium (ISM). While we currently

have a robust theoretical scheme to estimate the amount of metals in galaxies from emission

line spectra (Osterbrock and Ferland, 2006), our observational capabilities have limited the

characterization of metal abundances in high-z galaxies. In this work, we address the problem

of estimating the chemical abundances of metals of the gas-phase of galaxies at z ∼ 2 and

beyond by making use of galaxies in the local Universe, providing a benchmark for elemental

abundances of the interstellar gas in galaxies at high-z. For this, in the next few sections we

present the relevant background, challenges, and the fundamentals of metallicity studies.

1.1 The Origin and Impact of Heavy Elements in the

ISM

From the Big-Bang, the Universe started with a budget of atoms consisting mainly on hy-

drogen and helium. Stars begin to appear in the Universe when cold molecular gas clouds

collapse by effect of gravity. Inside stars, hydrogen and helium fuel nuclear reactions that cre-

ate heavier elements in a process called stellar nucleosynthesis (Hoyle, 1946). Elements with

increasing atomic number up to iron are synthesized in the interior of stars and returned back

to the ISM by stellar feedback. Type II supernovae events produced by the death of massive

stars (M > 8 M⊙) inject heavy elements to the ISM such as oxygen, neon, magnesium, and

more. Carbon production is also dominated by this process while nitrogen is produced with

a time lag by intermediate-mass stars (Henry et al., 2000). Oxygen and carbon are able to

enhance nitrogen production through the CNO cycle in stars formed with recycled material
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(Chiappini et al., 2003). Every generation of stars leaves its mark in the enrichment of the

ISM and metallicity studies, therefore, shed light on how the stellar population of a galaxy

evolves.

Metals and dust grains in the ISM can cool down hot gas to support further star-formation

(Bovino et al., 2014, 2016). Among the proposed mechanisms for the origin of dust in galaxies

there is grain growth from elemental abundances in the ISM, i.e., the creation of dust parti-

cles from heavy elements in the gas (e.g. Draine 2009). As well as dust, gas flows determine

the enrichment of a galaxy. These flows can be traced by the fraction of metals produced

and retained by unit stellar mass formed, which is defined as the effective yield in chemical

enrichment models. The effective yield is sensitive to gas flows with different levels of enrich-

ment (Edmunds, 1990) and adds complexity to the traditional closed box model (Talbot and

Arnett, 1971). Galactic winds are another factor that can be traced by the metal content of

a galaxy and it is very important to investigate the enrichment of the intergalactic medium

(IGM) of galaxies through cosmic time (e.g. Kawata and Rauch 2007). Conversely, galaxies

can accrete gas with different levels of enrichment from the IGM which also regulates the

chemical budget of the ISM in galaxies. An example of this is the accretion of unenriched

gas that can dilute the metal content of the galaxy (See Finlator and Davé 2008). This

highlights the importance of measuring accurately the chemical budget of the gas in the ISM

of galaxies. Which is what we address in the next sections.

1.2 How to Derive Elemental Abundances from Emission-

Line Spectra

Among the variety of stars that can be formed by the collapse of a giant cold molecular gas

cloud, we can find massive stars classified by their spectral features as O and B-type stars.

These massive and young stars are very hot with effective temperatures of Teff ≳ 3 × 104K

and they are able to produce a very hard radiation front (Osterbrock and Ferland, 2006).

The energetic photons penetrate the ISM by ionizing the gas which is mainly composed by

hydrogen, helium, and has a minor fraction of atoms with higher atomic number species in

comparison, such as oxygen, carbon, nitrogen, etc. This process, called photoionization, ef-

fectively ionizes the hydrogen creating a cloud of free electrons that can further interact with

ions through collisions and recombination (recapture of electrons). This cloud of gas ionized

by massive stars are the so-called HII regions (Osterbrock and Ferland, 2006). HII regions

exhibit recombination lines (RLs) and collisionally excited lines (CELs) in the optical range

and in other wavebands such as the UV and IR. It is generally assumed that the physical

conditions of HII regions are uniform in galaxies, but this has been proved to be a wrong

assumption with findings of small scale variations (Mesa-Delgado and Esteban, 2010) and

temperature inhomogeneities (Méndez-Delgado and Garćıa-Rojas, 2023). Such findings are
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proposed to be responsible of the famous abundance discrepancy (AD; Peimbert 1967) where

derivations of the metallicity of the gas using RLs and CELs give inconsistent results. This

raises the need for alternatives to accurately calculate gas-phase chemical abundances.

HII regions are not uniform in terms of ionization. They have a structure defined by a

differential ionization that depends on the radiation input of the star and the distribution

of atomic species in the gas. The degree of ionization of atoms are different throughout the

cloud and the extent of the regions that each species trace is defined by their Strömgren

sphere (Strömgren, 1939). One way to describe the temperature of an HII region is dividing

it into three ionization zones (Garnett, 1992). The innermost part of HII regions is strongly

affected by the radiation of the star. The radiation is able to ionize most of the hydrogen and

some atoms such as O2+, He+, Ne2+, and more, creating a cloud of energetic electrons that

excite atoms who later exhibit bright CELs observed in optical spectra. This is the denom-

inated high-ionization or high-excitation zone. The outermost part of the HII region is the

low-ionization zone where the radiation has lost some strength through the first layers of the

gas and it is not able to ionize atoms at the same level than the high-ionization zone. The

temperature of this zone is usually traced by ions of O+ and N+, and they are very sensitive

to the density of electrons. It was assumed that a high and low-ionization zone were sufficient

to model HII regions until Garnett (1992) introduced a third intermediate-ionization zone

whose temperature is traced by S2+ and Ar2+ ions. Nowadays, the possibility of introducing

a fourth extremely high ionization zone is being evaluated (Berg et al., 2021).

The abundance of elements can be determined from the intensity of RLs and CELs in the

spectra of HII regions. The intensity of a line is directly related to the emission coefficient

and the density of the ion species in question (Osterbrock and Ferland, 2006). Emission

coefficients of RLs of elements have a temperature dependency that cancels when the ra-

tios with respect to hydrogen RLs are taken. Nevertheless, their intensity highly depends

on the amount of elements in the nebulae. As the level of metals compared to hydrogen is

extremely low, these RLs are often not detected. On the other hand, using CELs is more

practical as these lines are prominent in spectra of HII regions. The only disadvantage is that

the strength of CELs depends on density and temperature. Therefore, CELs can be used

to estimate chemical abundances as long as the physical conditions of the ISM are robustly

calculated.

The problem of estimating abundances then, is linked to the problem of measuring the

density and temperature of the ISM in galaxies. Luckily, these properties can be calculated

from emission line ratios. Back in the 1940s the first methods were presented using ratios of

emission lines to calculate electron temperatures from the [O III] line (Menzel et al., 1941)

and densities from the [O II] doublet (Aller et al., 1949). The relative strength of CELs

with large wavelength separation and of the same atomic species are sensitive to the tem-

perature. For example, the temperature traced by [O III] can be estimated from the ratio
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of the sum of [O III]λ4959 and [O III]λ5007 over [O III]λ4363. By assuming a Maxwellian

distribution of electrons in the HII region the relative intensity of these lines depends largely

on the energy distribution of the electrons that would be exciting atoms through collisions

to the different states, in other words, they are sensitive to the temperature of the gas (Os-

terbrock and Ferland, 2006). On the other hand, optical spectra also show lines of the same

atomic species that are very close in wavelength and have nearly the same excitation energy.

The relative strength of these lines depends on the ratio of the collision strengths, which

represent a statistical coefficient accounting for how frequently the atoms are de-exciting

electrons. The strength of the lines and ultimately the value of the ratio then depends on

the density (Osterbrock and Ferland, 2006). The most used lines for density estimations are

the [O II]λλ3726,3729 and the [S II]λλ6716,6730 doublets.

Once density and the electron temperature of the different ionization zones are measured,

the estimation of chemical abundances is straightforward and relatively easy to perform for

elements such as He, O, N, S, Ne and Ar. This is due to the fact that the temperature is

directly related with the chemical abundances. Metals are one of the main sources of cooling.

More metal rich environments will cool down the nebulae more efficiently causing a decrease

of the temperature of the gas. Mathematical descriptions have been proposed to describe this

physical scenario (Osterbrock and Ferland, 2006) and several grids of models offer analytical

solutions that we can use nowadays to calculate the chemical abundances taking advantage

of their trends with temperatures. For details of the specific equations involved and caveats

to consider in this type of measurements please refer to Section 3.6.

This method of calculating chemical abundances from temperature and density estima-

tions is the so-called direct method. Direct gas-phase metallcities have been extensively

investigated to probe galaxy evolution, from the nearest HII regions in the Milky Way, such

as the Orion nebula, to nowadays observations of the first-galaxies in the Universe with the

James Webb Space Telescope (JWST). To understand the rationale behind this research, we

need to review some of the crucial aspects of metallicity studies from the present to the past

Universe.

1.3 The Oxygen Abundance in the Local Universe

Among metals, oxygen is the most abundant element in the Universe after hydrogen and

helium and it is readily observable because it has bright lines in the optical regime. There

is a consensus that oxygen is the main tracer of the global gas-phase metallicity of a galaxy.

Thanks to surveys like the Sloan Digital Sky Survey (SDSS; York et al. 2000) we have

been able to study the properties of a large amount of galaxies in the local Universe and

unveil fundamental trends in galaxy evolution, for example, the bi-modality of elliptical and

star-forming galaxies (see Blanton and Moustakas 2009 for a review on the properties of
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local galaxies). Galaxies in SDSS show a wide range of oxygen abundance covering 8.0 <

12 + log(O/H) < 9.4. Most remarkably, this gas-phase metallicity has been shown to be

strongly correlated with stellar mass in what today we call the mass-metallicity relation

(MZR) shown in Figure 1.1 (Tremonti et al., 2004).

Figure 1.1: The mass-metallicty relation (MZR) of galaxies of the SDSS survey from Tremonti et al.
(2004). Gray dots represent individual measurements of the gas-phase metallicity and stellar mass
in units of solar masses. The black dots represent the median of 0.1 bins in solar mass and the
solid black lines contain 68% and 95% of the data. The red curve show the best-fit mass-metallicity
relation and the plot inside has the residuals of the fit.

The MZR is extremely important in galaxy evolution. It gives insights into what physical

processes explain the amount of metals in galaxies. The trend of the MZR indicates that

low-mass galaxies have lower gas-phase metallicities. Metals are synthesized in the interior

of stars and low-mass galaxies have not formed a lot of stars during their lifetime. Since

stars have a direct influence on the abundance of the gas in galaxies, lower metallicities could

be partially explained by the low amount of stellar mass. Additionally, these galaxies have

an amount of mass that is not able to produce a strong gravitational potential well that

can retain the gas in the galaxy. The gas containing metals then can flow out easier than

in high-mass galaxies, establishing another scenario that could help explaining the low-mass

end of the MZR. On the other hand, the high-mass end of the MZR could be explained by

the strong potential well that massive galaxies posses so that not much gas can escape the

galaxy main body and they can easily be retained by the gravitational pull of the galaxy (see

Chisholm et al. 2015 for a description of these processes as explanations of the MZR). As we

can see, metallicity studies of galaxies in the local Universe alone can provide valuable insights

on the star-formation history of galaxies (SFH) and impact enormously our conceptions on

how galaxies evolve. Since its first suggestion (Lequeux et al., 1979), the MZR is an empiri-
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cal relation that is useful as a constraint for chemical enrichment and star-formation models.

Nowadays, the relation has adopted a new dimension including the star-formation rate (SFR)

in the equation leading to the famous fundamental mass-metallicity relation (FMR; Ellison

et al. 2008). The FMR provides more context to the MZR by including how galaxies are

actively forming stars and gives more constraints to models of galaxy evolution. Studies

suggest that the FMR does not evolve up to z ∼ 3.3 (Sanders et al., 2021) which implies that

galaxies with the same stellar mass and SFR at different z have the same amount of metals

in the gas. With the new observations of JWST, recent work have suggested that the FMR

does show evolution at very high redshift, particularly at z > 6 (Curti et al., 2024). These

observations populate the low mass end of the MZR which also helps unveiling its shape and

this provides information about what physical processes could drive the observed trends. The

high redshift FMR suggest that galaxies with a set of stellar mass and SFR would have less

metallicity than the predicted by the local FMR, giving insights into how enrichment should

be in the early Universe. These findings are crucial to conclude on how gas accretion helps

diluting the metal content of the gas and how gas flows evolve with cosmic time to finally

understand how galaxies enrich throughout their lifetime.

Despite relations such as the MZR and FMR provide fundamental constraints that evo-

lutionary models must reproduce, we cannot state that these relations hold in the same way

in the early Universe without accurate estimations of the metallicity in high-z galaxies. In

other words, as long as we do not prove whether these relations evolve with z we cannot con-

fidently take them as a benchmark to compare with simulations and models of enrichment of

galaxies in the early Universe. Particularly problematic is the fact that the relation derived

differ depending on the method we used to determine the metallicity (Bian et al., 2017).

This creates the necessity of measuring accurate metallicities of galaxies to characterize any

existing trends that can be described by galaxies at higher z. This task, however, include a

variety of observational challenges that we further describe here.

The first obvious problem that arises on determining oxygen abundances in distant galax-

ies is that they are too far to take spectrum of the same quality than in local HII regions.

Most of the auroral lines useful to estimate electron temperatures such as [O III]λ4363 or

[N II]λ5755 are already faint in local HII regions and the scenario gets worse at higher-z where

galaxies appear fainter. The rest-frame optical emission lines also shift to redder wavelengths

by a factor of (1 + z) due to the effect of cosmological redshift. This implies that lines such

as the auroral [O III]λ4363 which is crucial for electron temperature and metallicity calcu-

lations lie in the near-IR and beyond for galaxies at z ≳ 1.0. The big issue of IR spectra

is that ground-based telescopes are limited by the atmospheric absorption of light due to

the presence of molecules such as water and carbon-dioxide. Even with these difficulties, we

can still figure out observational strategies to cover the [O III]λ4363 line in IR spectra, but

having this auroral emission line in isolation is not enough to provide a robust full picture

of the ionization of galaxies and their metallicity. For this, the challenge is even bigger be-
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cause we would need to target galaxies in a specific redshift range to get as much auroral

emission lines detections through the few atmospheric IR windows so that the temperatures

and densities of the different ionization zones are reliably estimated. These problems led to

alternative methods of estimating metallicities at high-z with a limited set of emission lines

as we describe in the next Section.

1.4 Metallicity Studies of Distant Galaxies and the Role

of Local Analogs

The most famous option to calculate metallicities at high-z is by the use of emission line

ratios of bright lines known to vary with metallicity. This idea came up when Searle (1971)

suggested that the systematic increase of line ratios (e.g. [O III]/Hβ) in HII regions at dif-

ferent radial distances from the center of the M33 galaxy (Triangulum galaxy) were due to

abundance gradients. Since then, several authors have proposed various strong emission line

ratios (SELRs) that can trace the variations in metallicity from source to source and involve,

at the same time, the use of lines that are easy to detect due to their high brightness (see

3.8 for a list). Numerous authors have re-calibrated those relations based on photoionization

models (e.g. Denicoló et al. 2002; Pettini and Pagel 2004; Nagao et al. 2006; Maiolino et al.

2008, and many more) and even proposed more in the way (e.g. Dopita et al. 2016). The use

of these empirical relations is very practical and they opened a window to metallicity studies

at earlier epochs of the Universe.

These relations have been used to estimate metallicities at high-z (e.g. Shapley et al.

2015). But are they really applicable in the early Universe? Precisely, the area of galaxy evo-

lution has evidenced how galaxies change through cosmic time in a variety of characteristics,

such as mass, star-formation activity, size, gas-budget, etc. (Shen et al., 2003; Rodighiero

et al., 2011; Madau and Dickinson, 2014; Schreiber et al., 2015). The use of SELRs as indi-

cators of metallicity comes from the discovery of metallicity-sensitive line ratios, but whether

these sensitivities holds unchanged in the high-z Universe remains unclear. Interestingly,

it has been found that the ISM of galaxies at higher-z is different from that of local ones,

supporting the idea of changes in how the gas is ionized in galaxies at different epochs (e.g.

Shapley et al. 2005; Erb et al. 2010; Steidel et al. 2014. The direct-method for estimation of

metallicities is based on the temperature and density conditions of the ISM. If these proper-

ties of the ISM of high-z galaxies are different the use of empirical calibrations of SELRs vs

gas-phase metallicities calibrated in the local Universe would not only not be valid, but they

also could be biasing the oxygen abundance to values that can affect our view of fundamen-

tal relations of the Universe, such as the MZR. Many works in the literature have claimed

to present direct-method metallicities in high-z galaxies (Christensen et al., 2012; Sanders

et al., 2020; Arellano-Córdova et al., 2022; Taylor et al., 2022; Schaerer et al., 2022; Curti

et al., 2022; Sanders et al., 2023), however, despite it being technically true that they used
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the method to derive Te[O III] and the abundance of doubly ionized oxygen O2+/H+, their

procedures still include the assumption of some model-based relation between Te[O III] and

Te[O II] to estimate the singly ionized oxygen abundance O+/H+. Such relations are not

known to hold in HII regions of high-z galaxies. This is mainly due to the lack of coverage

of the [O II]λλ7319,7330 doublet that is necessary to get Te[O II] and, consecutively, use it

to estimate the total oxygen abundance of a galaxy (see Section 3.6 for details). This still

emphasizes the need of valid relations to explore the applicability of SELRs and temperature

relations in the early Universe. One possible solution to this issue is the use of the local

analogs of high-z galaxies to calibrate the relevant relations.

Local analogs are galaxies that share similar physical conditions with galaxies at high-z,

among the most relevant are the ionization parameter and electron density (See Chapter 2.2

for the definitions of these quantities and Bian et al. (2016) for more similar physical prop-

erties to high-z galaxies). Our expectations of the early Universe is that galaxies have had

less time to assemble the metal budget that we observe in the local Universe so they should

have less metallicity. This lead to studies of metal-poor analogs as laboratories of galaxies

at high-z (e.g. Izotov et al. 2006; Zou et al. 2024). Alternative analogs have been proposed,

e.g. with samples of galaxies with more extreme ionizing conditions such as it has been evi-

denced in high-z galaxies. Among them, we can find the green peas (Cardamone et al., 2009)

and extreme emission line galaxies (Pérez-Montero et al., 2021). In 2016, Bian et al. (2016)

defined a criteria to define analogs of high-z galaxies from local SDSS star-forming galaxies

whose whose location in the BPT diagnostic diagram (Baldwin et al., 1981) resembles the

strong line ratios of galaxies at z ∼ 2.3 (Steidel et al., 2014). They found that such a sample

of analogs has very similar ISM conditions compared to galaxies at high-z. Nevertheless,

they provided re-calibrations of SELRs using spectra that lacked many detections of auroral

lines, which are needed to perform metallicity calculations, making the authors to rely on

stacked-spectra that can introduce statistical biases in the measurements.

In this work, we use optical spectra of 18 individual analogs of galaxies at z ∼ 2.3 selected

with the same criteria as Bian et al. (2016) to provide new empirical calibrations of metallicity

with SELRs and temperature relations. This work is organized as follows: Chapter 2 contain

a full description of the sample of galaxies and the data used in this work including selection

criteria, observational techniques and data reduction. Chapter 3 describes all the procedures

we followed to measure the metallicity and the relevant physical properties for the scientific

problem proposed including all the required corrections, modeling of the SFH of the galaxies,

emission line flux estimations and detailed step-by-step outline of the direct-Te method. In

chapter 4 we present our results on the ISM properties of our analogs, the temperature

relations, and the metallicity calibrations. In Chapter 5, we discuss the implications that

our findings have in the ionization conditions of galaxies at high-z. We also asses the ranges

of values were our relations are valid and the impact they have on metallicity studies in

the early Universe. Finally, our conclusions are summarized in Chapter 6. Throughout this
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manuscript, we assumed a standard ΛCDM cosmology with H0 = 70 km/s/Mpc, Ωm = 0.3,

and ΩΛ = 0.7.
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Chapter 2

The Data

This chapter is organized as follows: In section 2.1, we provide theoretical background of the

BPT diagram to understand the selection criteria. Section 2.2 describes the data selection.

In Section 2.3 we provide a review on the instrumental setup and observations of the local

analogs. Section 2.4 describes the reduction and calibration steps. Finally, Section 2.5

provides information on the photometric data taken from SDSS to complement the analysis.

2.1 The BPT diagram

In pannels a) and b) of Figure 2.2, the Baldwin-Phillips-Terlevich diagram (Baldwin et al.,

1981, BPT hereafter) for SDSS galaxies from Kewley et al. (2013a) is shown. The BPT

diagram is a powerful tool used to distinguish the excitation source of the ionized nebular

gas using a few strong emission lines that can be found in galaxy spectra, such as the Balmer

Hα, Hβ, and oxygen lines. Based on the values of the emission line ratios, galaxies can be

classified as star-forming, AGN, and composite. Currently, there are many versions of these

diagrams, among the most commons are: 1) [N II]λ6584/Hα vs [O III]λ5007/Hβ (Baldwin

et al. 1981; BPT-N2), 2) [S II]λλ6717,6731 vs [O III]λ5007/Hβ, and 3) [O I]λ6300/Hα vs

[O III]λ5007/Hβ (Veilleux and Osterbrock 1987; BPT-S2 and BPT-O1 hereafter). The lines

involved in each emission line ratio are relatively close in wavelength, so the effects of dust

correction and wavelength calibration issues are minimzed.

The main sources of excitation of the gas in galaxies are massive stars, AGN, and shocks.

Shocks can be driven by several processes, ranging from stellar winds to galaxy-scale shocks

due to interactions like mergers (e.g. Medling et al. 2015). Figure 2.2 shows the BPT-N2

diagram for galaxies of the SDSS survey (York et al., 2000). Galaxies whose gas is excited

by star-formation branch together on the left side, where they can be clearly distinguished

from those excited by AGN activity in the right side. The sequence formed by galaxies in

this branch is usually called the star-forming abundance sequence, where the gas is excited in

the form of HII regions and it is characterized by being a sequence in metallicity. Increasing

the metallicity would move a galaxy along the sequence towards the bottom-right of the
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BPT-N2 diagram. AGNs have a harder radiation field to excite the [O III] line to the same

level that star-formation or even further, but they also exhibit higher [N II] emission due to

their usually massive and metal-rich host galaxy (Thomas et al., 2018), occupying a different

region shifted to the right side of the diagram. Nonetheless, it is known that AGNs can also

hold star-formation in their disks. The mixture of these two excitation mechanisms give place

to the so called mixing sequence, that connects the star-forming abundance sequence with

the AGN region in the lower part of the BPT-N2 diagram (Between −0.5 and 0.0 in both

axis of Figure 2.2). This branch would be populated by low-metallicity AGNs that present

less [N II] emission and have low to moderate star-formation activity to excite the [O III]

line. These types of sources are also referred as composite galaxies when classifying galaxies

by their ionization source.

Figure 2.1: (a) BPT-N2, (b) BPT-S2, and (c) BPT-O1 diagrams taken from Kewley et al. (2006).
The red lines define the classification boundaries separating HII regions from AGN and LINER
galaxies. The black dashed line is the demarcation of extreme starburst galaxies defined by Kauff-
mann et al. (2003), which also defines the region where composite galaxies live in the BPT-N2
diagram..

The demarcations defined by the BPT diagrams to classify sources according to their

excitation mechanism have been tweaked through the years. Based on theoretical models

(Kewley et al., 2001), observations (Kauffmann et al., 2003; Brinchmann et al., 2004), and

a combination of both (Stasińska et al., 2006), the classification boundaries have been ex-

tensively explored to provide the cleanest samples of each kind of source. Figure 2.1 shows

examples of the three BPT diagrams aforementioned including the boundaries that define

the distinct classes of galaxies proposed by Kewley et al. (2006). The BPT-S2 and BPT-O1

diagrams are sensitive to low-ionization lines such as [S II] and [O I], useful to separate galax-

ies whose emission is dominated by shocks or to classify low-ionization nuclear emission-line

region galaxies (LINERs), where emission from low-ionized lines such as [O I], [O II], [S II],

[N II] is more powerful.

Models suggest that the star-forming abundance sequence can change its position in the

BPT-N2 diagram depending on the hardness of the ionization (Kewley et al., 2013a). Panel
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Figure 2.2: BPT-N2 diagram from Kewley et al. (2013a). Gray dots in panels (a) and (b) are the
measurements of emission line ratios of galaxies individual galaxies from the SDSS survey (York
et al., 2000). (a) Grid of photoionization models of metallicity and ionization parameter of the star-
forming abundance sequence. (b) A cleaner version of the diagram where the star-forming abundance
sequence and the mixing sequence are indicated with black arrows. The red solid line represents
the mean of the star-forming abundance sequence whose shape and position are determined by the
models and SDSS galaxies respectively. The red dashed lines are the errors of the models showing a
±1 dex from the sequence. (c) Star-forming abundance sequence illustrating variations with electron
density (ne), ionization parameter (q), and the extreme UV emission from stars (EUV).

(c) of Figure 2.2 shows how this sequence changes when varying the electron density (ne),

ionization parameter (q or U = q/c), and the hardness of the extreme UV spectrum of stars

(EUV). The electron density, as the name indicates, represent the number density of electrons

in an HII region. Since hydrogen is well ionized by massive stars, it is also thought as an

approximate indicator of the hydrogen density. The ionization parameter is defined as the

rate of hydrogen ionizing photons over the number of hydrogen atoms in the cloud. It gives

useful insight into the ionization state of the nebulae: The harder the far-UV emission, the

larger the ionization parameter. It also depends on the density and the filling factor (ε),

which is the fraction of the nebula that is filled with gas. The definition of the ionization

parameter as q or U assume spherical geometry of HII regions. Studies have made attempts

to get rid of this assumptions by adopting alternative definitions that do not depend on

geometry (e.g. the Γ parameter; see Steidel et al. 2014). Finally, the extreme UV emission is

just the hardness of the emission from the far-UV emitted by stars and is an indicator of how

massive and hot are the stars ionizing the gas. This parameter is sensitive to the initial mass

function (IMF) that is defined as the initial distribution of masses of a stellar population.

If the IMF is top-heavy, more massive stars will be there to produce harder radiation fields

that trigger higher ionization.
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2.2 Data Selection

Studies have presented evidence of evolution of the BPT diagram with redshift (e.g. Erb

et al. 2006; Shapley et al. 2005; Erb et al. 2010; Shapley et al. 2015). Towards high redshift,

star-forming galaxies seem to slightly increase their [O III]λ5007/Hβ and [N II]λ6584/Hα ra-

tios. The physical reason behind these offsets still remains under debate. Larger ratios could

be produced by a higher ionization parameter, higher electron density, or higher N/O ratios

(Steidel et al., 2014; Bian et al., 2020; Garg et al., 2022). Panel (c) of Figure 2.2 shows how

models predict the change in the position and shape of the star-forming abundance sequence

when varying the ionization conditions. It suggest that offsets to higher ratios in both axis

can have place when galaxies have higher ne and harder extreme ultra-violet emission (EUV),

which is more typical in massive galaxies and AGN driven ionization. Furthermore, the shape

of the sequence changes to higher [O III]λ5007/Hβ and lower [N II]λ6584/Hα when the ion-

ization parameter is increased, favoring galaxies with more extreme ionization conditions due

to star-formation activity in the top-left side of the BPT-N2 diagram (Kewley et al., 2013a,b).

Steidel et al. (2014) used near-IR spectra from the Multi-Object Spectrometer for In-

fraRed Exploration of the Keck Baryonic Structure Survey (KBSS-MOSFIRE Survey; Strom

et al. 2015), to study a sample of star-forming galaxies observed at z ∼ 2.3. These galaxies

group above the local star-forming abundance sequence with harder ionization conditions as

suggested by the BPT-N2 diagram. Indeed, they found that the data is consistent with mod-

els of an input black-body radiation from very hot stars with 50000 < Teff < 55000 K. The

effective temperature of stars needed to explain their position is, however, senstivie to other

properties such as the electron density. Unlike the local star-forming abundance sequence,

they also show that the z ∼ 2.3 locus has a much reduced dependence on the N/O ratio

and metallicity while it is more sensitive to the ionization parameter. From these results, a

region of the BPT-N2 diagram can be defined to search for galaxies with similar ionization

conditions to galaxies at z ∼ 2.3. Accordingly, the data selection in this work is made on

local galaxies whose position in the BPT-N2 diagram overlaps with the high redshift locus.

We define our sample of galaxies as a sub-sample selected from the Max-Planck Institute

for Astrophysics and the John Hopkins University catalogs on galaxy properties (MPA-JHU

group1) based on the 7th data release of Sloan Digital Sky Survey (SDSS) (York et al., 2000;

Abazajian et al., 2009). Bian et al. (2016) defined three boundaries in the BPT-N2 dia-

gram to enclose the region where local SDSS galaxies should lie to resemble the properties

of galaxies in the z ∼ 2.3 locus. The boundaries are defined as follows:

log([O III]/Hβ) >
0.66

log([N II]/Hα)− 0.31
+ 1.14 (2.1)

log([O III]/Hβ) <
0.61

log([N II]/Hα)− 0.47
+ 1.19 (2.2)

1https://www.sdss4.org/dr12/spectro/galaxy mpajhu/
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log([N II]/Hα) < −0.5 (2.3)

Figure 2.3: BPT-N2 diagram of star-forming and composite galaxies in SDSS taken from Bian et al.
(2016) shown as black contours. The red solid lines enclose the vertical region of galaxies at z ∼ 2.3
(Steidel et al., 2014). Black solid lines draw the region where galaxies meet the criteria described
in Section 2.2. Galaxies inside the black curves are marked by blue dots and represent the selected
SDSS local analogs by Bian et al. (2016), from where a sub-sample of 18 galaxies was drawn for
this study.

Figure 2.3 shows the BPT diagram of SDSS galaxies, the limits of the z ∼ 2.3 locus

according to Steidel et al. (2014), and the selection criteria from Bian et al. (2016). The

bottom boundary on Eq. 2.1 is slightly higher than the relation from Steidel et al. (2014) to

decrease the probability of including normal star-forming galaxies with insufficient ionization

strength to resemble the high redshift ISM conditions. The upper boundary given by Eq. 2.2

corresponds to the limit of starburst models defined by Kewley et al. (2001) that modelled

theoretically extreme ionization conditions of the gas in star-forming galaxies. Ultimately, the

right boundary in Eq. 2.3 is defined to avoid including AGN activity as a source of ionization

in the sample (e.g. Brinchmann et al. 2004; Stasińska et al. 2006). It can be appreciated that

the region selected effectively overlaps with the z ∼ 2.3 star-forming abundance sequence.

The sample selected populates mostly the bottom part where the overlap occur between the

Bian et al. (2016) criteria and the Steidel et al. (2014) high-z galaxies. Nonetheless, there is

still a range where galaxies with higher [O III]λ5007/Hβ than the Steidel et al. (2014) upper

boundary can be selected, although a minor fraction of analogs is found there. In principle,
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sources selected in such region would have the highest [N II]λ6584/Hα compared to the rest

of analogs, and hence, one would expect galaxies with both higher metallicity and harder

ionization conditions.

Figure 2.4: Comparison between the distributions of physical parameters of the selected local analogs
against SDSS normal star-forming galaxies taken from Bian et al. (2016). Panel a), b) and c) show
the distribution of the [S II]λ6717/[S II]λ6731 ratio, electron density and ionization parameter for
local analogs (Blue) and normal SDSS local star forming galaxies (Red). Dashed lines represent
the median of each distribution with its corresponding color. The purple dashed line in panel c) is
the median ionization parameter for galaxies at z ∼ 2− 3 from Nakajima and Ouchi (2014). Panel
d) shows the distribution of the UV-slope of the selected analogs compared to the mean slope of
galaxies at z ∼ 2 from Bouwens et al. (2009).

To ensure these local sources are good analogs of star-forming galaxies at high-z, Bian

et al. (2016) explored the ionization conditions of their ISM. Figure 2.4 shows the distribution

of the [S II]λ6717/[S II]λ6731 ratio, the electron density, the ionization parameter, and the

UV-slope (β). The electron density calculation is based on the [S II]λ6717/[S II]λ6731 ratio,

similarly to how it is explained later in Section 3.6. Lower values of the [S II] doublet ratio

lead to higher ne. A median of nearly one order of magnitude higher was found on local

analogs compared to the SDSS galaxies in panel b) of Figure 2.4 mainly due to the large

amount of nearby galaxies with lower values. Higher ionization parameters are also thought

to drive similar ionization conditions than the electron density in high-z galaxies (See Panel

c) of Figure 2.4). The median value of q for local analogs remarkably agrees with the median

ionization parameter of galaxies at z ∼ 2− 3 (Nakajima and Ouchi, 2014). Furthermore, the

UV continuum slopes of the candidates are in good agreement with the slopes of galaxies at

z ∼ 2 (Bouwens et al., 2009). This indicates that the analogs share a similar dust extinction

than in galaxies at z ∼ 2, since the UV continuum slope is most strongly driven by dust
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content. However, this is only the case when we are comparing galaxies of similar UV lumi-

nosities.

We filtered the sample of galaxies that meet the selection criteria by asking for sources

with reliable line measurements and physical parameters in SDSS to ensure we are indeed

targeting galaxies. We selected galaxies with z < 0.2 and a signal-to-noise ratio of 10 for [O

III]λ5007, Hα, and Hβ; 5 for the [S II]λλ6716,6730 doublet; and 3 for [N II]λ6584 and the

[O II]λλ3726,3729 doublet. This leads to a sample of 28 observable sources in the southern

hemisphere from which we observe 18 as it is outlined in Section 2.3.

2.3 Observations: Strategy & Setup

We conducted deep, medium-resolution optical spectroscopic observations of 18 local analogs

in four observing nights earned through the Chilean Time Allocation Comittee (CNTAC).

The spectra was gathered with the Magellan Echelle Spectrograph (MagE), mounted at the

Baade 6.5m Telescope in Las Campanas Observatory (LCO2). Table 2.1 shows an R.A. or-

dered list of the sources in this study, including their ID, coordinates, z, and observing

conditions such as the semester where they were observed, the airmass, seeing, and total

exposure times. The spectra were collected with the 1′′ slit since most of them are compact

sources (∼ 1′′ – 2′′ ). The spectrograph covers from 3200 to 10000 Å with a spectral resolution

of R ∼ 4100 for such slit3, allowing us to separate line doublets by resolving down to FWHM

∼ 100 km/s. The wavelength coverage allowed us to span all the necessary emission lines to

unambiguously determine the electron temperature and chemical abundances by means of

the direct-Te method.

The observation strategy and setup is based on the recommendations in the MagE User

Manual4. All galaxies where observed with the default slit orientation of 44.5 HRZ which

align the slit with the parallactic angle defined by each object. The images were taken with

a 1×1 binning in spectral and spacial direction. Indeed, the 1′′ slit used in this setup lead to

emission lines with FWHM of the order of 100 km/s considering instrumental broadening (see

Section 3.4), being able to resolve unambiguously some line doublets needed in this study,

such as the [OII] and [SII] doublets (see Figure 3.5 in Section 3.4). Galaxies in our sample

have SDSS g′ magnitudes between 16 and 20, with 50% of the sources having between 19 and

20 magnitudes (see Table 2.3 in Section 2.5). In Figure 2.5, we compare the brightest and

the two faintest examples of the auroral [O III]λ4363 line in our spectra with a simulation of

a flat AB spectrum with magnitude g
′
= 19 using the LCO Exposure Time Calculator5. The

simulation follows the same setup than our measurements plus the addition of a [O III]λ4363

2https://www.lco.cl
3https://www.lco.cl/wp-content/uploads/2022/09/MAGEhandout2022.pdf
4https://www.lco.cl/?epkb post type 1=the-mage-spectrograph-user-manual
5https://www.lco.cl/lcoastronomers/∼iss/lcoetc/html/lcoetc sspec.html
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Table 2.1: List of local analogs observed with Magellan MagE

Source R.A. Dec Redshifta Runb Airmassc Seeingc Expd

(hh:mm:ss) (dd:mm:ss) (′′) (s)

J0021+0052 00:21:01.02 +00:52:48.11 0.098 2018B 1.156 0.9 5400
J0023−0948 00:23:39.61 -09:48:48.72 0.053 2023A 1.305 1.3 5400
J0136−0037 01:36:30.59 -00:37:55.97 0.059 2019B 1.142 0.9 2700
J0240−0828 02:40:52.19 -08:28:27.41 0.082 2018B 1.125 0.9 2570
J0252+0114 02:52:34.29 +01:14:43.94 0.028 2019B 1.159 0.9 2700
J0305+0040 03:05:35.11 +00:40:59.24 0.086 2019B 1.204 0.8 4500
J0950+0042 09:50:23.31 +00:42:29.25 0.098 2019A 1.1555 0.775 3600
J1146+0053 11:46:49.33 +00:53:46.09 0.057 2019A 1.16 0.8 5400
J1226+0415 12:26:11.89 +04:15:36.07 0.094 2019A 1.231 0.8 5400
J1444+0409 14:44:41.37 +04:09:41.73 0.039 2019A 1.1975 0.75 3600
J1448−0110 14:48:05.38 -01:10:57.68 0.027 2019A 1.334 0.7 3000
J1624−0022 16:24:10.11 -00:22:02.60 0.031 2023A 1.162 0.86 7200
J2101−0555 21:01:14.39 -05:55:10.29 0.196 2019A 1.3145 0.65 3600
J2119+0052 21:19:58.30 +00:52:33.55 0.034 2019A 1.2545 0.6 3600
J2212+0006 22:12:43.05 +00:06:48.55 0.177 2023A 1.437 1.565 4800
J2215+0002 22:15:23.05 +00:02:46.79 0.077 2018B 1.1545 0.85 7200
J2225−0011 22:25:10.13 -00:11:52.89 0.067 2018B 1.3125 1.0 3600
J2337−0010 23:37:51.93 -00:10:00.50 0.072 2019B 1.147 1.0 5400
a Redshift estimation from SDSS.
b Observation run. A and B represent the first and second semester of the respective year.
c Median airmass and seeing between exposures.
d Total exposure time.

line with a peak intensity of 3 × 10−17 erg/s/cm2. We give the simulator an airmass of 1.2,

seeing of 0.8′′, and extraction aperture of 1.5′′ (5 pixels with this setup). We observe that

integration times of 1.5 hrs (5400s) give enough signal-to-noise with levels above 10 in both

the emission line and the continuum with this setup, as it is illustrated by the J0021+0052

galaxy. The line reaches the 10σ level at the peak of the flux for J1624−0022 and J2212+0006

that have exposures of 2 and 1.3 hrs respectively, which are the two faintest spectra in our

sample. In terms of sensitivity, exposures of 30 minutes (1800s) are enough to detect the

line unambiguously, allowing us to even have sensitive enough data in galaxies with less

integration time due to any kind of overheads. Furthermore, long exposures can cause hard

contamination from cosmic rays in MagE frames and saturation of brighter lines such as

[O III]λ5007. This is undesired since we need to accurately constraint the flux of this line

among many others to perform our analysis. We minimized the contamination and avoided

saturation effects by dividing the observation into exposures of 30 minutes each, which gives

sufficient SNR by coadding a few of these frames in the reduction. Note that exposure times

of Table 2.1 are the total exposure times resulting from the summation of the individual

frames coadded in the reduction.
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Figure 2.5: Signal-to-noise ratio per binned pixel for the [O III]λ4363 auroral line whose wavelength
is indicated as a vertical dashed line. Blue steps show the simulated signal-to-noise with the LCO
Exposure Time Calculator for a source with g′ = 19. Orange steps represent the spectrum of
J0021+0052 which is the galaxy with the highest SNR in our sample. In contrast, green and red
steps are the faintest spectra from our dataset, J1624-0022 and J2212+0006. Although the stellar
continuum is below the 10σ limit highlighted by the horizontal dotted line, the peak of intensity of
[O III]λ4363 in the worst cases does reach the desired signal-to-noise > 10.

The first observation run took place on the night of October 7th, 2018 (PI: González,

V). Four galaxies were observed during this run indicated as 2018B in the Run column

in Table 2.1. The night had a varying seeing in the range 0.85′′-1.0′′ and all objects were

visible at adequate altitudes in the sky (airmass ≲ 1.3). Observations had to be stopped

at UT ∼ 5:30 due to bad weather conditions leading to less integration time on J0240-0828

than desired. Image frames from J0021+0052, J2215+0002, and J0240-0828 were affected

by clouds, but most of the exposures of these sources have good enough S/N such that the

combination with other good frames in the reduction gives good spectra with clearly detected

lines. Feige110 and LTT7987 spectrophotoemtric standard stars were observed in between

the sources to perform flux calibration (see a list of the standard stars in Table 2.2). The

second observation run was on May 9th, 2019 (PI: González, V; 2019A in Table 2.1) where

seven galaxies were observed. The seeing was ranging between 0.7′′-0.9′′, but it dropped down

at the end of the night to 0.6′′. The sources in this case were not as high in the sky as galaxies

in 2018B where four galaxies were observed with > 1.2 airmass. No bad weather conditions

were reported during this night. The stars GD108, HR4963, and LTT7379 were observed in

this case. The third run took place on the night of September 22th (PI: González, V; 2019B

in Table 2.1). In this night, six galaxies were observed with a seeing of 0.8′′-1.0′′ in good

weather conditions and airmass. However, the observed standard stars Feige110 and EG21

filled the slit almost completely, covering all the orders and making the reduction impossible

to complete with this dataset. We tackled this problem by including observations of Feige110

from the night of 2018B instead of the bad standard star data. Finally, three galaxies where

observed in the night of June 12th, 2023 (PI: Navarrete, B; 2023A in Table 2.1). We used
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half of the night to re-observe galaxies from 2019B to get a more reliable reduction. This is

the case for J0023-0948 and J2212+0006, while the new source J1624-0022 was added. The

night sky was clear, but the objects were quite low in altitude, causing observations with

higher airmass compared to the rest of our sample. Furthermore, the seeing got worse by the

end of the night reaching a median of 1.565 for J2212+0006. The used standard star for this

night was LTT6248. In summary, we end up with optical spectra of 18 local analogs: 4 from

2018B, 7 from 2019A, 4 from 2019B, and 3 from 2023A.

Table 2.2: Spectrophotometric standard stars observed to perform flux calibration.

Standard R.A. Dec Run* Airmass* Seeing* Exp*

(hh:mm:ss) (dd:mm:ss) (′′) (s)

GD108 10:00:47.24 -07:33:30.77 2019A 1.082 0.9 1260
HR4963 13:09:56.98 -05:32:20.41 2019A 1.3525 0.95 2
LTT6248 15:38:59.64 -28:35:36.97 2023A 1.2665 1.075 1200
LTT7379 18:36:25.95 -44:18:36.90 2019A 1.1335 0.6 3600
LTT7987 20:10:56.84 -30:13:06.62 2018B 1.002 0.95 660
Feige110 23:19:58.39 -05:09:56.17 2018B, 2019B 1.903 0.92 600
* Same as Table 2.1

A standard observation with MagE includes collecting several calibration frames to carry

out the data reduction of the science frames. Between these, we can find red flat-fields, blue

flat-fields, very blue flat-fields, order definition flat-fields, and ThAr frames. All calibration

and science frames are taken with the 1′′ slit and the spectrograph in focus, except for the

blue and very blue flat-fields that are collected with the 5′′ slit and de-focused spectrograph.

The nominal focus of MagE changes from time to time, but it is always around 2900. Our

sources and calibration frames were observed with a focus of 2800 in 2019A, 2860 in 2019B,

and 2902 in 2023A (Night of 2018B have no reports of focus in the log). We follow the manual

recommendations and took the calibration frames in slow readout mode as this is the mode in

which science frames were created. With this setup, from 15 to 20 red flat-field frames were

collected by turning on the quarz lamp with a power of 5.0 V and 25s of exposure time. As

the name indicates, these calibration frames are used to illuminate the reddest orders of the

spectrograph and create sensitive flat-fields for their corresponding wavelengths. The order

definition flat-fields are taken by exposing the spectrograph to an Xe-flash lamp in focus. We

take 5 frames of 25s and other 5 frames 60s each. These are used to trace the edge of the

echelle orders. The night of 2018B includes twilight flat-fields that are taken by opening the

shutter to the bright sky during the twilight. The use of twilight flats is recommended over

other frames due to their good performance on tracing the edges since they illuminate all

the orders very well and uniformly. As mentioned before, to take blue flat-fields we expose

the 5′′ slit of the spectrograph to an Xe-flash lamp bringing down the focus to 1100. Sets

of 5 to 15 blue flat-fields of 15s exposure are gathered during our nights with the turbo and
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slow readout mode giving a total of ∼30 frames per night. The very blue flat-fields are the

same as the blue flat-fields, but with 100s of exposure time to illuminate the bluest orders of

the spectrograph. 5 frames of these are observed each night. Both blue and very blue flat-

fields are used to illuminate the bluest orders of the spectra to map the sensitivity of those

wavelengths during the reduction. Finally, the ThAr frames are images of a Thorium-Argon

lamp of 4s to 5s of exposure. As it is said that the spectrograph tilts throughout one night

of operation, these frames are constantly taken between science and standard star exposures

to avoid wavelength calibration issues. In the reduction of each individual source, the clos-

est ThAr frame observed is used for the wavelength calibration. The number of calibration

frames of each class follow the recommendations of the MagE User Manual for our specified

setup.

Table 2.2 shows the list of standards involved in this study. Each of these stars were

selected among the closest visible standards to our sources. The exposure times are decided

depending on the brightness of each star to avoid saturation. Standard frames are used to

flux calibrate the spectra and their characteristic thin continuum in each order is useful to

trace the center of the source when reducing the science frames.

2.4 Reduction & Calibration

Magellan/MagE Echelle data were reduced with version 1.13.0 of PypeIt (Prochaska et al.,

2020b,a), an open-source python pipeline for spectroscopic data reduction. In general terms,

the reduction of echelle data proceeds with a tracing of order edges, object detection, flat-

fielding, spatial illumination correction, tilt correction, wavelength calibration, sky-subtraction,

and source extraction. Furthermore, the pipeline includes routines to flux calibrate the spec-

tra and correct by telluric band absorption. In this section we describe the detailed procedure

we took to reduce the spectra.

In principle, the ideal reduction would include the mixture of red and blue flat-fields to

create a complete flat-field and cover enough extent from redder to bluer orders. Although

the pipeline creates such calibration image it cannot be used to reduce the data due to

numerical issues according to PypeIt error messages. By evaluating the possibility of using

only one type of flat-field frame, we realized there is a sensitivity loss in blue and red orders

when using each type of flat-field. Not all the orders are well illuminated, and the pipeline

is not able to perform good sky subtraction in orders with low sensitivity, giving a heavily

contaminated spectrum. Therefore, we decided to carry out a blue and red reduction for

each target separately to get the best quality spectra in both wavelength regimes.

5

We follow the procedure described in Xu et al. (2022). We used the order definition

frames to trace the order edges in the blue reduction of each galaxy in each night, except
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for the night of 2018B where we used the available twilight flats as recommended. On the

other hand, the reduction of the red part of the spectra does not allow to trace the slits

with the order definition frames, but the red flat-fields were sharp and bright enough to get

proper edge tracing and order detection. PypeIt does not perform a good sky subtraction

around bright emission lines by default, thus, boxcar extraction is the best option against

optimal extraction to get suitable reduction for our science. PypeIt performs optimal and

boxcar extraction simultaneously, nonetheless, the boxcar extracted spectrum shows flux loss

and irregular shapes in bright emission lines when done at the same time with optimal, due

to the effect of bad sky subtraction. Due to this problem, we decided to reduce the data

only with boxcar extraction. Currently, building sensitivity functions from boxcar extracted

spectra is not available in PypeIt. Hence, we reduced the stars with optimal extraction

which in turn is better for good continuum emission sampling. The sensitivity functions

are then derived with the pypeit sensfunc script that internally uses spectra from CAL-

SPEC and ESO spectrophotometric standard stars6 to calculate the factor used to convert

counts to flux units. Each galaxy was calibrated using the sensitivity function derived from

optimal extraction over the source extracted with the boxcar method, selecting the nearest

standard star in R.A., airmass, and time of the observation in each night. Additionally,

the center of each order where the continuum of the galaxies are observed, is traced using

the position of the continuum detected in the standard stars which is needed due to the

characteristic faint stellar continuum of our galaxies. We coadded the reduced frames with

the pypeit coadd 1dspec tool to create weighted 1D spectra using the velocity method

to sample wavelengths uniformly in velocity (Or logarithmically rebinned). Subsequently, a

polynomial fit to the telluric grid models from LCO provided by PypeIt was used to correct

from telluric band absorption contaminating the spectra. Spectra of sources with higher S/N

require a polynomial of degree 10 to remove almost completely the telluric absorption bands.

In the low S/N cases, a degree of 5 is enough. Higher polynomial degrees result in overfitting

and leave artifacts that resemble absorption in some emission lines. Finally, we combine the

spectra as a post-processing step maintaining the best from the red and blue part of each re-

duction. Down to Hβ we obtained remarkable quality in the red spectra. Thus, we manually

merge the blue spectra for shorter wavelength lines (λ < λ(Hβ)) preserving good consistency

between the continuum level and noise (∼ 4500 – 5000 Å depending on the redshift).

This procedure worked perfectly for all nights except for the 2019A run. The reduction

of the blue part with the same procedure did not work for this night due to PypeIt numeric

problems again. In this particular set of 7 galaxies we manually added the reduction of an

extra order at blue wavelengths to the red reduction in order to cover the [O II]λλ3726,3729

doublet and partially solve the problem. The red reduction is able to cover most of the lines

that we needed for this study, even more, the blue reduction is not necessary for the case of

J2101-0555 due to its redshift of 0.196 that shifted all lines into the available wavelengths.

6https://www.eso.org/sci/observing/tools/standards/spectra/stanlis.html
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However, as previously mentioned, the bluer orders are not well reduced when using red flat-

fields and vice versa, giving unreliable estimates of the flux of the bluest emission lines. It is

not until the release of PypeIt v1.15.0 that we could fix this issue. This new version allowed

us to reduce the blue part of 2019A galaxies, so we re-reduced these 7 galaxies according to

the general procedure we adopted for the other nights. The only worth-to-mention difference

between v1.13.0 and v1.15.0 is that the use of the telluric model of the sky at LCO was

deprecated in the last version, replacing it by the use of a model using principal component

analysis (PCA). We use a telluric PCA model with coverage between 3000Å and 2.6µm and

R ∼ 10000. The telluric correction for all sources is satisfactorily removed with a polynomial

of degree 5. We further tested whether significant differences were introduced to our reduc-

tion procedure between versions by comparing the reduction of a galaxy of another night

with the two versions finding no difference in the spectrum.

An example of the result of the reduction procedure is shown in Figure 2.6. The upper

panel shows the raw 2D spectrum of J0021+0052 as an image of 2048×1024 of the CCD. The

exposure reveals the light emitted from the ISM of the galaxy with several emission lines as

bright spots, while every order is crossed by an horizontal line corresponding to the stellar

continuum emission. Sky emission lines and absorption features are present in the reddest

orders as vertical bright lines (Wavelength is decreasing towards the right and bottom side

of the image inside and between orders, respectively). The reduced 2D spectrum is shown

below where the sky emission there was already subtracted. The image was rectified and

corrected to get straight orders and emission lines from where the 1D spectrum is extracted.

Here, we already identify clearly some bright emission lines such as the Hα + [N II] profile,

[O III] and Hβ lines. The bottom of Figure 2.6 shows the 1D extracted spectrum for the same

galaxy where we see the rich set of emission lines with remarkable sensitivity to carry out

this study. We observe many Balmer series lines, He I lines, the [O II]λλ3726,3729 doublet,

[O III]λ4363, [O III]λ4959, [O III]λ5007, [S III]λ6312, [N II]λ6548, Hα, [N II]λ6584, the [S

II]λλ6716,6731 doublet, and the [O II]λλ7319,7330, and many others.

2.5 Photometry

Our study require measurements of the flux of Balmer emission lines of the gas, with Hα and

Hβ among the most important ones. These lines suffer from absorption of hydrogen in the

atmospheres of A-type stars. To get the real flux of Balmer lines, one need to correct for this

absorption by studying the continuum spectra of the underlying stellar population in our

galaxies where the absorption cannot be measured explicitly. To model the stellar spectra

we used photometric data from SDSS (Fukugita et al., 1996) to perform SED fitting (see

Section 3.2 for details). Magnitudes for the five SDSS filters (u´g´r´i´z´ system; Smith et al.

2002) were drawn from the SDSS DR12 cross ID search7 for our sample. All magnitudes in

7https://skyserver.sdss.org/dr12/en/tools/crossid/crossid.aspx
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SDSS are given in the asinh magnitude system (Lupton et al., 1999). We use the composite

model magnitude measurements that takes the best image fit of a linear combination of an

exponential and de Vaucouleurs model to calculate the most reliable magnitude value of each

source.

Table 2.3: Aparent SDSS u´g´r´i´z´ system magnitudes of the sample of local analogs.

Source u′ g′ r′ i′ z′

J0021+0052 17.624±0.011 17.395±0.005 17.506±0.006 16.969±0.005 17.369±0.018

J0023−0948 18.514±0.026 17.550±0.006 17.882±0.010 17.531±0.011 17.340±0.050

J0136−0037 20.280±0.050 19.270±0.011 19.792±0.022 19.321±0.021 19.400±0.060

J0240−0828 19.474±0.033 18.992±0.012 19.586±0.021 18.453±0.011 19.660±0.110

J0252+0114 20.190±0.050 19.056±0.010 19.217±0.015 19.259±0.025 19.070±0.070

J0305+0040 20.600±0.070 19.920±0.016 19.765±0.018 19.287±0.019 19.480±0.080

J0950+0042 18.859±0.019 18.578±0.008 18.737±0.010 18.155±0.009 18.650±0.050

J1146+0053 20.480±0.060 19.416±0.012 20.045±0.033 19.595±0.027 19.500±0.080

J1226+0415 19.530±0.035 19.229±0.013 19.546±0.021 18.682±0.014 19.420±0.110

J1444+0409 20.510±0.100 19.411±0.012 20.310±0.040 20.330±0.050 19.470±0.300

J1448−0110 17.449±0.009 16.462±0.004 16.891±0.004 17.113±0.006 17.202±0.015

J1624−0022 17.214±0.008 16.537±0.003 16.890±0.004 16.878±0.005 16.817±0.013

J2101−0555 19.870±0.040 19.381±0.013 18.824±0.011 18.894±0.019 19.130±0.080

J2119+0052 19.446±0.035 18.079±0.007 17.995±0.008 17.843±0.010 18.530±0.060

J2212+0006 20.710±0.070 20.309±0.023 19.763±0.018 19.821±0.026 20.310±0.150

J2215+0002 19.690±0.040 19.148±0.010 19.404±0.017 18.623±0.012 19.100±0.110

J2225−0011 19.085±0.021 18.409±0.007 18.998±0.011 18.223±0.010 18.640±0.050

J2337−0010 20.090±0.060 19.273±0.011 19.722±0.019 19.014±0.015 19.490±0.130
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Figure 2.6: (Top) Raw and reduced 2D spectrum of J0021+0052. Images have 1×1 spatial and spec-
tral binning and dimensions of the CCD are 2048×1024.(Bottom) 1D reduced and flux-calibrated
spectrum of the same source. The errors of the binned pixels are shown at 3σ as shaded gray regions
around the black spectrum. Blue vertical dashed and labeled lines indicate examples of emission
lines involved in this study.
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Chapter 3

Methods

In this chapter, we present the procedures followed to get the results of this research on

metallicity calibrations and more. It is organized as follows: Section 3.1 describes how we

corrected the spectra from extinction by dust in the Milky Way. In Section 3.2 we charac-

terize the absorption features affecting Balmer emission lines through SED modeling of the

photometry of our sample. Section 3.3 describe our model selection to fit emission lines and

Section 3.4 the measurements of their fluxes. The correction by dust attenuation of each

galaxy is explained in Section 3.5. We outline the equations to calculate the electron density

and temperatures in Section 3.6, while the estimations of chemical abundances are detailed

in Section 3.7. Finally, we list the ratios used to calibrate the chemical abundances in Section

3.8.

3.1 Galactic Dust Correction

The outcome of this project depends strongly on the method to estimate emission line fluxes

because they are used to derive the physical quantities under study. More specifically, the

properties of ionized gas such as electron temperature, electron density, and chemical abun-

dances, depends on ratios of emission lines. Any source of contamination unequally modifying

the value of emission lines involved in one ratio leads to mistrusted results. Correcting the

data by any effect with such characteristics is then necessary to remove all systematics and

get reliable estimates of the variables involved.

Optical light, and mostly blue bands, suffers from absorption and scatter by dust particles

present in its path. This effect is determinant when analyzing quantities whose calculation

depends on a ratio of emission lines with considerable separation in wavelength owing to the

different behavior that dust have in different bands. For example, the electron temperature

of the low-ionization zone Te[O II] depends on the ratio of the [O II]λλ7319,7330 doublet

in the redder part of the spectra and the [O II]λλ3726,3729 doublet in the bluer part (See

Section 3.6 for details). This makes this temperature extremely sensitive to dust extinction.
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Assuming there is little or no dust between the Milky Way and the galaxies observed, the

absorption have place only when the light faces dust in the same field of the galaxies and

when it goes through dust in the Milky Way. The flux correction by dust absorption inside

the sample of local analogs is explained in Section 3.5. Here, we describe the procedure we

adopted to account for the absorbed light by dust in the Milky Way.

In galaxy evolution studies, the dust absorption is widely characterized by the dust ex-

tinction curve. When the light crosses a dust cloud, its intensity can be described as the

solution of the transfer equation:

Iν = I0ν × e−τ (3.1)

where τ is the optical depth and Iν and I0ν are the observed and intrinsic intensities of the

light, respectively. The optical depth and the extinction curve are related by the expression

τλ = 0.921 · A(λ) = 0.921 · E(B − V ) · k(λ) (3.2)

where A(λ) is the attenuation in magnitudes, E(B − V ) is the color-excess, and k(λ)

corresponds to the extinction curve, or being more precise, the attenuation law. Note that

we make a distinction between extinction and attenuation. Extinction usually refers to the

net light directly absorbed or scattered out of the line-of-sight by dust. One could think of it

as the simple case of stellar light going through a dust cloud. On the other hand, attenuation

holds for the averaged effect of having a complex distribution of stars/gas emitting light

through non homogeneous dust clouds that lead to spatial differences in optical depth. This

traduces in differential extinction with stars with little or no dust, stars embedded in dust

clouds, or even the light that is scattered into the line-of-sight by the dust. There, the notion

of extinction is too simplistic and attenuation refers more exactly to the averaged changes in

the light. As we have spectra of galaxies that fall almost entirely in the slit, it is logical to

assume that the light is rather attenuated than extincted. The attenuation by dust is then

described by the attenuation law through a relation that can be noticed from Eq. 3.2:

A(λ) = E(B − V ) · k(λ) (3.3)

The color-excess is interpreted as the thickness of the dust cloud or screen. Here, the

attenuation in magnitudes as a function of wavelength is equal to the attenuation law in

magnitudes as a function of wavelength weighted by the thickness of the dust cloud. Plugging

Eq. 3.2 into Eq. 3.1, taking the natural logarithm and changing to base-10 logarithm, we

get the expression that is widely used to account for the attenuated light by dust:

Fobs(λ) = Fint(λ)× 10−0.4·E(B−V )·k(λ) (3.4)

Or equivalently
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Fint(λ) = Fobs(λ)× 100.4·E(B−V )·k(λ) (3.5)

where Fint(λ) and Fobs(λ) are the intrinsic and observed flux in a certain wavelength λ,

respectively. The notation on intensities is changed to put the variables into the context of

this work. Since we are accounting for dust extinction in the Milky Way, we use the Milky

Way extinction curve (Cardelli et al., 1989), and we query the point color-excess E(B−V ) of

the line-of-sight of each galaxy using their SDSS coordinates on the Galactic Dust Reddening

and Extinction tool of the NASA/IPAC Infrared Science Archive1. These numerical values

are taken from the re-calibration provided by Schlafly and Finkbeiner (2011). Subsequently,

we used the PyNeb (Luridiana et al., 2015) extinction correction tool giving E(B − V ) and

the Milky Way extinction curve as input. PyNeb internally uses the formula from Eq. 3.4 to

apply the correction.

Table 3.2 shows the values of the color-excess for the dust in the Milky Way. The sample

has a very low median of E(B−V )Gal = 0.0472. This suggest that the light passing through

the Milky Way suffers from very low attenuation due to a thin cloud of gas. For a reference,

the flux of Hβ in our sample has a percentage change ranging from 1.5% in the cases of less

dust extinction to 8.8% for the highest color-excess. In Section 3.4, we take a deeper look

into the effects that dust extinction can have in more sensitive physical quantities such as

the Te[O II] temperature.

3.2 SED Fitting & Balmer Absorption Correction

Apart from dust, internal processes in galaxies can cause big changes in the observed flux of

specific emission lines. This is the case of the optical emission lines of the hydrogen atom:

The Balmer series (Balmer, 1885). Balmer emission lines in galaxy spectra corresponds to

the light emitted by the hydrogen atoms when a free electron captured through recombina-

tion jump down to the second energy level (n −→ 2, with n ∈ {3, 4, 5, ...}). The Balmer

absorption, on the other hand, is an effect inherited from stellar spectra.

Figure 3.1 shows an example of stellar spectra from B to G type stars taken from Physics

230 Lecture Notes by Michael Richmond, RIT Observatory2. O and B-type stars are very

hot (Teff ≳ 35000K) and the hydrogen atoms in their atmospheres are mostly ionized by the

radiation field and also excited by collisions. A minor fraction of the ionized hydrogen is

able to recombine or de-excite to populate the first excited state (n = 2) which is the state

that absorb photons with Balmer wavelengths and raise the absorption features in spectra,

appearing very weak as we can see in the green spectrum of a B0 star in Figure 3.1. A-type

1https://irsa.ipac.caltech.edu/applications/DUST/
2http://spiff.rit.edu/classes/phys230/lectures/spec interp/spec interp.html

27



Figure 3.1: Sequence of stellar spectra from B0 to G0 stars taken from Physics 230 Lecture Notes by
Michael Richmond, RIT Observatory. The green, red, blue, and light-blue markers represent spectra
of B0 with Teff = 35000K, A0 with Teff = 9500K, F0 with Teff = 7300K, and G0 with Teff = 5900K,
respectively. The absorption features observed at λ < 5000Å are the Balmer absorption lines
starting by Hβ, Hγ and so on to lower wavelengths. The y-axis show the flux in relative units.

stars, instead, have a suitable temperature of Teff = 9500K to keep most of the hydrogen

atoms in the n = 2 level and the absorption occurs more frequently leaving a stronger imprint

in spectra as in the red spectrum of an A0 star in Figure 3.1. In the atmospheres of colder

stars such as F0 (Teff = 7300K) and G0 (Teff = 5900K), most of the hydrogen remains in the

ground state and they are not able to absorb much photons with Balmer wavelengths. This

makes the absorption features to appear weaker again with respect to the stellar continuum

as it can be seen in the blue (F0) and light-blue (G0) spectra of Figure 3.1. A-type stars are

then the main contributors of the Balmer absorption and their presence in stellar popula-

tions can determine their strength. Our analogs should resemble, in principle, properties of

relatively young systems due to their conditions reviewed by Bian et al. (2016) comparable

to galaxies at z ∼ 2.3 when the Universe was ∼ 2.89 Gyrs old. Young stellar populations

containing O and B-type stars are not expected to affect significantly the Balmer emission

lines by their flatter absorption features. The emission from recombination and the Balmer

absorption from the atmospheres of mainly A-type stars is combined and it translates in an

underlying absorption in the integrated optical emission line spectra of galaxies, just like

in our sample. Nevertheless, it is not possible to measure the absorption directly since the

Balmer lines are so bright that can easily surpass the absorption feature and degenerate any

attempt on constraining the flux from emission and absorption at the same time. To solve
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this issue, we rely on estimates of the absorption lines from stellar population models.

Currently, several python-based packages can provide information of the stellar popula-

tion of a galaxy by using their spectrum, photometry, or a mixture of both. Logically, having

a spectrum would encourage us to use a pixel-weighted fitting method. However, these mod-

els do not work well in galaxies with prominent emission lines. Instead, they fit successfully

spectra dominated by stellar emission. If one uses these packages, emission lines need to be

masked out to not consider them in the fitting. In our case, this leaves a flat continuum with

no stellar features and no kinematic information to fit, causing unreliable estimates of the

stellar population even when providing prior knowledge of the redshift and kinematics of the

source. For this reason, we use photometric data (See Section 2.5) to perform SED fitting

and characterize the absorption of the Balmer lines from the best-fit stellar model. Although

the objective of the SED fitting is to investigate the impact of the absorption, it provides

valuable insight into the physical properties of the galaxies that are relevant for the case of

study.

We follow a similar procedure than Shivaei et al. (2015). The SED modeling of the local

analogs is made using the Code Investigating GALaxy Evolution (CIGALE3; Boquien et al.,

2019). Our sample of analogs consist of star-forming galaxies with an important contribution

in the blue bands. Indeed, manual examination of each spectrum shows an extremely low

or practically no Balmer jump with flat to increasing continuum for λrest < 3645Å (Slightly

appreciated in the 1D spectrum of Figure 2.6). Furthermore, the photometric data shows

a relatively flat luminosity throughout filters. Although the photometry exhibit jumps in

some optical bands due to the presence of bright emission lines, the SDSS u′ magnitude is

considerably high to be at the base level of the rest of the filters (See Table 2.3 or Appendix

A). Leveraging these characteristics, our expectations of galaxies dominated by a young stellar

population are supported. This could be explained by a young galaxy or a galaxy with a

recent burst of star-formation. For this reason, we decided to model our sample testing three

different star-formation histories (SFHs):

1. Constant SFH with no age constraint (Model 1)

2. Constant SFH with age constrained to < 1 Gyr (Model 2)

3. Old stellar population with a late burst of star formation (10 Myr; Model 3)

Model 1 is an open run to check if the data admits a SFH against our expectations.

Models 2 and 3 account for the options explained above: The constraint in model 2 is to fit a

stellar population of a relatively young galaxy with ages < 1 Gyr. In model 3, galaxies with

a mixture of an older stellar population and young stars from a late burst of star-formation

are modeled, being the latter the population of stars dominating the emission spectra.

3https://cigale.lam.fr
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For the three models described above, we used the Bruzual and Charlot (2003) stellar

population models and a Chabrier (2003) initial mass function (IMF) with a metallicity grid

of Z = {0.0004, 0.004, 0.02}, and 10 Myr of separation age between the young and old stellar

populations. The separation age is only relevant when we use model 3 as it is the only case

we have a dual stellar population. Every fit includes the contribution from nebular emission

with grids of gas-phase metallicity of Zgas = {0.0004, 0.004, 0.02}. The electron density is set

to adopt all admitted values of the algorithm ne = {10, 100, 1000} cm−3 and the ionization

parameter can take values between log(U) = {−3.0,−2.0,−1.0}. Both fractions of escaping

and absorbed Lyman continuum photons are set to have values of either 0.0 or 0.5. The

width of emission lines is set to adopt values of 100km/s or 300km/s to account for possible

broader emission as described in Section 3.3. The dust attenuation is fitted using the modified

starburst dust attenuation model with the extinction curve of Calzetti et al. (2000). We use

the default parameters of the dust attenuation, except for the reddening constant which we

set to vary between E(B − V ) = {0.03, 0.05, 0.1, 0.3}.
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Figure 3.2: Example of the SED model of J0021+0052. (Left) Observed photometry represented
as black dots and the photometry modeled by CIGALE as blue empty-circles. The y-axis is set in
logarithmic scale and the flux is in mJy. The orange-red curve shows the emission from the best-fit
stellar population, while the gray line marks the total best-fit spectrum model. (Right) SDSS stamp
of J0021+0052 with some of the main properties estimated by the old stellar population model with
late burst. Figures of the results of the SED modeling are in Appendix A.

To model the distinct SFHs, we use a delayed SFH model with optional exponential burst.
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It is basically an exponential model with a control parameter τ of the rate of growth of the

SFR which is the e-folding time (Time that the SFR increases by a factor of e at t = τ). For

model 1, we set 1010 Myr as the e-folding time to simulate a constant star-formation rate

along with fburst = 0 in CIGALE to neglect bursts of star-formation. The age of the stellar

population can vary between 0.1, 0.5, 0.8, 1.0, 2.0, 5.0, 8.0, and 10.0 Gyr. For model 2,

we use exactly the same configuration, but the stellar population can only have ages of 0.1,

0.5, 0.8, and 1.0 Gyr. The burst is only included in the case of model 3 that has an old

stellar population with a recent burst of star-formation. As well as model 1, this model has

a constant star formation activity, but with the difference of a restricted age of the stellar

population above 2 Gyr and the late burst of star formation. The former is set to be recent

with an age of 10 Myr to investigate how young stars dominate the photometry of the sample.

The age of the stellar population in this case is set to vary between 2.0, 5.0, 8.0, and 10.0

Gyr. The e-folding time of the late starburst population model is the default 50 Myr, and

the grid of fractions of mass injected to the burst is fburst = {0.1, 0.3, 0.5, 0.7, 0.9}.

Figure 3.2 shows an example of the result from fitting the SED of J0021+0052 with the

SFH of model 3. It can be noticed the close match between the observed and modeled pho-

tometry and the best-fit stellar population spectrum presents the Balmer absorption features

that we aim to quantify. The total spectrum model given by CIGALE shows the prominent

emission lines that causes some of the filters to lie above the rest, such as the SDSS i′ filter.

The age of the stellar population is predicted to be quite old with 6.04 Gyr, but with a very

high uncertainty of 3.03 Gyr. The model also predicts that J0021+0052 has a moderate

stellar-mass of 109.06 M⊙ and it is actively forming stars at a rate of 30.95 ± 5.25 M⊙/yr with

low attenuation. This is an illustrative example and it is not representative for the whole

sample of analogs.

Between some of the caveats of this procedure is the fact that only photometry is con-

sidered in this SED analysis. Only having photometry in optical bands is not enough to

constrain very important features of the SFH of these galaxies reliably, such as the SFR.

Additionally, without any information of the spectrum the code will not be able to distin-

guish which spectral features are the responsible of the flux observed in the filters near the

nebular continuum breaks, such as the Balmer and Paschen breaks. This causes a degeneracy

between the flux of the nebular continuum breaks and emission lines, they can compensate

between each other and also put in question the veracity of this results. More sophisticated

fits can be performed by including the spectra of our galaxies and searching for more bands

covered in the literature for these sources, but we decided not to invest much more efforts on

this topic as, although relevant, it is not the purpose of this work.

Figure 3.3 contain the most relevant physical parameters estimated from the three SFH

scenarios proposed in this study. For Table with the specific values we refer the reader to

Table A.1 of Appendix A. Logically, due to the expectations we imprint on model 2 all ages
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Figure 3.3: Bar-stacked histograms of the estimated physical properties from the SED fitting for
Model 1 (constant SFH), Model 2 (constant SFH with age-constraint to less than 1 Gyr), and
Model 3 (an old stellar population with late-burst). These are shown as purple, red, and blue
histograms, respectively. Histograms of the stellar mass, instantaneous SFR, and mean age of the
stellar population are shown, including the dust attenuation and electron density of the ionized gas.
Above each panel the median of the sample is specified following the same colors of the histograms.

are between 0 and 1 Gyr with a median of ∼ 670 Myr shown in red color of the upper

right-most panel of Figure 3.3. We note, however, that without applying any constraint on

the age the constant SFH predicts that ≲ 50% of the analogs have ages below 1 Gyr. This

confirms our expectations on possible young stellar populations or young galaxies, but at

the same time creates a dual sample of young and old galaxies with ongoing star-formation

that would constitute the other ≳ 50%. All SFHs predict that our galaxies populate the

mass range of log(M∗/M⊙) = 6.5 − 9.5, show a very similar histogram shape, and medians

of log(M∗/M⊙) = 8.09, 8.19, and 8.25. Regarding the star formation rate (SFR), models 1

and 2 have a very uniform distribution with almost the same amount of sources around SFR

∼ 1 M⊙/yr (We remind the reader that Figure 3.3 shows bar-stacked histograms). Model 3

exhibit a slightly higher median SFR by 0.5 dex compared to the other models. The V -band

attenuation in magnitudes of the is calculated using the reddening law AV = RV ·E(B − V )

with RV = 3.1. We observe that the model 1 give the lowest attenuation values for the

sample. The dust absorption and reddening is degenerated with the age of the galaxy since

both play a role on determining the colors of each source. To reach redder colors in the

photometry, one would either have older galaxies or higher dust content that scatter the blue

light and make the galaxy look redder. This is precisely the effect that constraining the age

has on the sample. We see that with model 2, the sample of galaxies before compatible with

ages above 1 Gyr now need to be young, and therefore, they need higher dust attenuation
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to explain their red magnitudes. This causes the red histogram to be more spread towards

higher AV with a median of 0.6 that is slightly higher than the 0.42 found in the uncon-

strained model. Additionally, there is a clear tendency to higher attenuation in model 3. As

we model old galaxies, the contribution of the young stellar population to the age does not

become significant unless the burst of star-formation dominates the photometry evidenced

by the attenuation and SFR histograms where predicted values of model 3 are accumulated

at higher values with respect to models 1 and 2. Finally, the estimated electron densities are

considerably higher to electron densities in the local Universe where HII regions have around

ne = 30 cm−3 (Bian et al., 2016), and even higher than z ∼ 2.3 galaxies with ne = 250

cm−3 (Sanders et al., 2016). Regarding this study, this would be the first suggestion that

our analogs are indeed good analogs that show values compatible with the selection criteria

and electron densities that could trigger the shifts in the BPT-N2 diagram as discussed in

Section 2.1. However, the electron density is poorly constrained as can be appreciated in the

uncertainties in Table A.1. Uncertainties range between 400 and 500 cm−3 which opens the

complete range of possibilities under 1000 cm−3 leading unreliable estimates. Furthermore,

they are stuck in the upper limit allowed for the fit. This suggest that physical tracers of

the ionization state of the ISM in our sample are not reliably constrained by the SED mod-

eling and a fair comparison with high-z galaxies would need to be done with the E(B − V )

derived from emission line spectra. We revisit the discussion on electron densities and more

ionization indicators in Section 4.1. Based on the best χ2
ν between SFHs, we decided to keep

model 3 as the best model to fit our analogs. With this there are still sources with poor

SED fitting such as the case of J2119+0052 being the most drastic with a χ2
ν ∼ 10.47. Five

galaxies show χ2
ν > 1, leaving 66.7% (12/18) cases with good fitting results demonstrated by

their χ2
ν ≲ 1, although some show extremely low values leading to overfitting. Values of the

E(B−V )SED are included in Table 3.2 and are compared with the values estimated from the

Balmer decrements analysis in Section 3.5.

By extracting the best-fit spectra of the stellar population composed by both young and

old stars of model 3, we account for the Balmer absorption. At this point, our spectra is

not corrected by slit loss, i.e., by the light that is not captured by slit spectroscopy. For this

reason, the flux levels predicted by the SED fitting does not match our MagE flux calibrated

spectra. Although the correction can be done, the absorption and emission has to be fitted

anyway and it is more practical to compare the depth of the lines involved. Thus, instead

of comparing direct fluxes we decided to quantify the absorption by studying the equivalent

width of the lines. The equivalent width (EW) accounts for the strength of a spectral line

(Carroll and Ostlie, 1996). Let Fc be the flux of the continuum level and Fλ the flux of the

observed spectrum. The equivalent width is formally expressed as the integral of the depth of

the line. The depth is calculated as the normalized difference between the flux of the actual

spectrum and the continuum level. This leads to the equation
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EW =

∫
Fc − Fλ

Fc

dλ (3.6)

Table 3.1: Equivalent width of emission and absorption lines of Hα and Hβ.

ID EW(Hα)em EW(Hβ)em EW(Hα)abs EW(Hβ)abs Corr(Hα)* Corr(Hβ)*

(%) (%)

J0021+0052 500.1±1.5 98.6±0.4 3.21±0.20 5.1±0.9 0.641 5.203
J0023−0948 684±4 179.4±1.9 4.59±0.19 5.4±1.0 0.672 2.982
J0136−0037 487±6 120.2±2.0 4.97±0.23 6.8±1.0 1.021 5.652
J0240−0828 1046±10 329±5 3.75±0.20 4.1±0.9 0.358 1.236
J0252+0114 384±4 100.2±1.7 4.84±0.23 6.6±1.0 1.261 6.572
J0305+0040 336±4 85.1±1.5 5.08±0.23 6.9±1.0 1.515 8.106
J0950+0042 340.2±1.2 106.6±0.5 3.06±0.17 4.0±0.9 0.900 3.710
J1146+0053 584±8 148.3±2.0 4.61±0.19 5.4±1.0 0.790 3.620
J1226+0415 1039±6 216.3±1.5 4.67±0.24 6.2±1.1 0.449 2.870
J1444+0409 926±12 227±5 4.57±0.22 5.2±0.9 0.494 2.290
J1448−0110 706.1±1.9 151.4±0.6 4.25±0.19 4.5±0.9 0.601 2.996
J1624−0022 533±6 117.1±3.3 3.06±0.16 4.0±0.9 0.574 3.391
J2101−0555 491.7±3.5 121.2±1.1 5.04±0.21 6.0±1.2 1.024 4.988
J2119+0052 403.7±2.5 81.4±0.9 4.88±0.23 6.7±1.0 1.209 8.188
J2212+0006 522±9 122.2±3.1 4.81±0.20 5.2±1.0 0.921 4.216
J2215+0002 852±5 198.1±1.7 4.61±0.23 6.0±1.0 0.541 3.016
J2225−0011 676.7±3.3 157.2±1.1 4.96±0.25 6.6±1.1 0.734 4.202
J2337−0010 683±6 178.7±1.9 4.64±0.23 6.1±1.0 0.679 3.400
* Percentage flux correction for Hα and Hβ by Balmer absorption.

This integral represents a box of equal area than the covered by the absorption line. Such

area can be approximated as the quotient between the flux of the line and the flux level

of the stellar continuum that is a much simpler computation. Note that this integral gives

positive values for absorption lines since Fc > Fλ when λ belongs to the range of the lines.

The calculation of the equivalent width for emission lines is analogous, although conceptually

it would be the opposite of a depth. Table 3.1 show the equivalent widths of the emission

lines measured using the spectra and the absorption lines of the SED modeling for Hα and

Hβ. The steps we took to fit emission lines and estimate their fluxes are explained in Section

3.4. In average, the correction for Hα and Hβ are ∼ 0.80% and 4.26%, making the effect of

absorption quite negligible. Note that changing the model should not make a large difference

in absorption, for instance, model 1 of constant SFH with no age constrain predict an average

correction of ∼ 0.86% and 5.3% for Hα and Hβ respectively. This result suggest that our

galaxies are mainly dominated by young and hot stars such as O and B-type stars, expected

by what we know about our galaxies, but it is still impressive to get such small corrections
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despite choosing the SFHs giving the oldest ages of stellar population. Since the correction

is so small, it is omitted in this analysis.

3.3 Model Testing for Emission Line Fitting

Measuring emission lines accurately is the most important step on calibrating metallicity with

SELRs. Typically, emission lines are well described by single or multiple gaussian models.

Multiple models are introduced when lines exhibit broad wings that cannot be accounted by

a single gaussian. Adding more gaussian allow characterization of the flux in the wings and

gives insight onto the kinematics of the gas. In cases such as in this work, spectra shows the

integrated light coming from the whole or a considerable part of the source instead of a spe-

cific pointing of a sub-region. One has to be careful to not add too many gaussians and cause

overfitting. It is a trade between using a mathematically correct model over a physically

meaningful model that can account for the flux emitted by possible clouds of gas moving at

different velocities. Furthermore, it opens the possibility of detecting inflow/outflow activity.

We perform a model testing to emission lines to know whether broad components can affect

our sample and to constraint precisely the fluxes.

The usual procedure to test the model is to choose a known bright line to fit. In star-

forming galaxies, these could be either [O III]λ5007 or the Hα profile, or even one could split

the analysis using both lines to model two groups of spectral lines with different ionization

potentials (e.g. Hogarth et al. 2020). In this case, it is not convenient to use these lines since

they both appear blended. Blended lines can bias the experiment by adding extra flux from

an external line to the possible broad component of the line under study. In our sample,

[O III]λ5007 has a broadened wing in the right side by the emergent HeIλ5015 and the Hα

line is blended with the [N II]λ6548 and [N II]λ6584 lines. Thus, we decided to perform the

model testing using the next brightest line without blending in our spectra: the [O III]λ4959

emission line.

We first try the simplest model: One single gaussian component. The left panel of Figure

3.4 shows the result of fitting only one gaussian to the bright [O III]λ4959 line of our example

galaxy J0021+0052. All the parameters including the width, strength, and redshift of the

line are set as free parameter. Although it is in log scale and the differences are exaggerated,

the flux loss in the wings can be clearly appreciated by the best-model, even showing that the

continuum level is overestimated. Furthermore, the bottom panel shows strong residuals that

the model is not able to remove. This motivates the use of more gaussian components. We

fit the lines two more times using a double and a triple gaussian model shown in the middle

and right-most panels of Figure 3.4. Once more, the width, flux, and redshift of the multiple

components are set as free parameters allowing them to not center at the same wavelength.

We could add gaussian components until describing the line completely, but we need a limit
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Figure 3.4: Multiple gaussian component test for J0021+0052. From left to right, each panel
shows the result of fitting a single, double, and triple gaussian model to the [O III]λ4959 line. The
spectrum is shown as light-blue steps. The red dashed line, green dashed-dotted line, and purple
dotted line are the narrow, mid-width, and broad gaussian components, respectively. The total
model composed by the sum of all gaussian components is described by the dark-blue curve. Below
each panel, the residuals of the fit are shown as yellow steps. The numeric result of the BIC test is
above the middle and right panels.

to avoid overfitting. For this purpose, we rely on the Bayesian Information Criterion (BIC;

Schwarz 1978). As the name says, it is a criterion for model selection where lower values of

the BIC are given to the preferred model. We use the estimate of BIC statistic given by the

LMFIT class when fitting the emission lines. It is computed as:

BIC = N ln(χ2/N) + k ln(N) (3.7)

where N is the number of data points, χ2 =
∑N

i (Residuali)
2 is the chi-squared statistic,

and k is the number of free parameters. The BIC penalizes more complex models by giving

linearly higher values scaling with the number of free parameters k. To calculate how sig-

nificant is one model compared to others, we follow the methods described in Llerena et al.

(2023) where they define a ∆BIC. According to such metric, if one calculates, for instance,

the ∆BIC = BICsingle gaussian - BICdouble gaussian, the single gaussian model is statistically pre-

ferred when ∆BIC < 2, and the double component is more relevant when ∆BIC > 2. We

define ∆BIC1−2 and ∆BIC2−3 as the difference between the BIC of single vs double gaussians

and double vs triple gaussians, respectively. Note that the definition of the BIC from LMFIT

is different to the original, but a fast check comparing it with the true definition of the BIC

suggest that both metrics give the same results in this analysis.

Table B.1 shows the result of the component test in the second and third column. All

values of ∆BIC1−2 are exceedingly higher than 2 suggesting the model with double gaussians

is better to fit the data. Except for J1146+0053 and J1444+0409, our galaxies also have

∆BIC2−3 > 2 with J0136-0037 the closer to 2 with ∆BIC2−3 = 3.756. J1146+0053 and

J1444+0409 exhibit ∆BIC 2−3lower than 0. This indicates that the double gaussian model
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has a lower BIC and it is statistically preferred against the triple gaussian model. Although

∼ 89% of the sample admits the triple gaussian, we notice that the residuals of the fits are

not significantly different from the residuals given by the double gaussian model (See Figure

3.4 of Appendix B). In the most critical cases, the range of the residuals change by 10−16

ergs/cm2/s/Å, while the emission line flux is way above 10−15 ergs/cm2/s/Å, leading to a

flux loss of less than 10% between the double and triple gaussian model. Based on this, we

decided to adopt the double gaussian model to describe the flux of emission lines in this work.

Hereafter, the subscripts N and B symbolize the narrow and broad component, respectively.

3.4 Emission Line Fluxes

Finally, we are ready to measure the fluxes of the emission lines needed to estimate the

properties of the ionized gas and heavy element abundances. As described in Section 3.3, we

used a double-gaussian model for fitting the emission lines of all galaxies. In every double

gaussian fit, the narrow component traces the center of the line and we use it to estimate

the redshift of each source as it is reported in Table B.1. On the other hand, the broad

component accounts for the flux in the wings of the lines and its velocity shift is only taken

into account to replicate the model in the rest of the emission lines in every galaxy. In this

section, we describe the procedure of measuring emission line fluxes and all the corrections

involved.

In an homogeneously enriched ISM, one expects that emission from every fraction of the

gas contributes to shape the emission lines if they are all captured by the slit. In our case, this

assumption is reasonable since the sample consist of almost compact sources (1′′ − 2′′) where

the majority of the light is captured. This averages out the multiple gas components that

could have place in the galaxy into a single emission line of each species in the 1D spectrum.

Hence, we use the best-fit parameters of the [O III]λ4959 line fitting from the component

test to fix the shape of the lines in the entire spectrum of each galaxy. For this, we first fit

the [O III]λ4959 with all free parameters as in the model testing. Subsequently, we calculate

the Doppler shift between the narrow and broad component using their respective estimated

redshift zN and zB. The shift is calculated as

∆v = c · zB − zN
1 + zN

(3.8)

where c is the speed of light. We further correct the width of the best-fit narrow and

broad components by the instrumental broadening. The observed width of emission lines

is not only determined by the distribution of velocities of the gas, but also contains contri-

bution from the instrument we are using. Such contribution depends on the resolution (R)

of the spectrograph. If the resolution is uniform throughout the spectra, the dispersion of

the instrument can be estimated as ∆λ = λ/R in Åand this can be used to estimate the

broadening for all lines. In our case, echelle spectra have a line spread function that varies
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with wavelength, where redder orders detect wider lines. Due to this, we need to account for

these wavelength variations and correct the widths depending on the wavelength of the line

we are fitting so that the correction is consistent with the characteristics of the spectra. The

reduction pipeline provides an arc spectrum that was used for the wavelength calibration of

each night. From this spectrum, we fit single gaussians to arc lines lying in the same wave-

length range that the emission lines we are correcting. Unlike emission lines in the spectra,

arc lines were well fitted by single gaussians which supports the idea that the broadening

of the emission lines in our data could have a physical origin. For example, if we need to

account for intrinsic broadening of J0021+0052 that has a z ∼ 0.099, we fit the [O III]λ4959

line and the nearest arc line to the observed wavelength 4959Å× (1 + 0.099) ∼ 5450Å. The

width of arc and sky lines are typically around 10 km/s which is really low, meaning that

the measured width of these lines can be considered as pure instrumental broadening with

69.7 km/s being the average width of the nights at 4959Årest-frame. The only exception is

the night of 2019B which had the worst conditions with a measured instrumental broadening

of 106.8 km/s, that if considered in the average we should report 78.9 km/s. The width of

the arc line then is quadratically subtracted to the observed width of the narrow and broad

components of [O III]λ4959 through the formula:

σint =
√
σ2
obs − σ2

inst (3.9)

where σinst is the instrumental broadening, σobs the measured width of the lines, and σint

the intrinsic broadening corresponding to the real width of the lines. Once we measure the

intrinsic width, whenever we fit another emission line we need to estimate the instrumental

broadening at its wavelength and add it quadratically to the intrinsic velocity dispersion of

the galaxy. To speed up the process, we estimated the width of arc lines lying at the same

wavelength than all the set of emission lines fitted for one guide galaxy in each observation

run. We then fit a linear relation to extract the arc line width as a function of wavelength

for each observation run. The guide galaxies of each night were J0021+0052 for 2018B,

J0950+0042 for 2019A, J0136-0037 for 2019B, and J0023-0948 for 2023A. We found the

following linear relations:

σ(λ) =


9.42 · 10−5 · λ+ 0.03, for 2018B

9.14 · 10−5 · λ+ 0.04, for 2019A

1.61 · 10−4 · λ− 0.05, for 2019B

1.02 · 10−4 · λ− 0.03, for 2023A

where σ(λ) is the instrumental broadening and λ the wavelength, both in units of Å.

If σline is the width of a gaussian component of an emission line at λ, we use the previous

function to estimate it as follows:

σ2
line = σ2

int + σ2(λ) (3.10)
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This correction applies to the narrow and broad component in the same way. Table B.1

contains the redshift of the source traced by the narrow component (zN), the Doppler shift

(∆v) between gaussian components, and their FWHM corrected by instrumental broaden-

ing. The redshift is very consistent with the values provided by SDSS (See Table 2.1). The

results of the Doppler shift and the FWHM of the components make us omit the investi-

gation of a complex kinematics in our emission lines. First of all, although gas flows might

have implications on the chemical abundances of our galaxies since part of the material can

be expelled through outflows or accreted from enriched gas, characterizing this effect is far

from being the objective of this work. Secondly, the spectral resolution of MagE with the 1′′

slit is ∼ 73 km/s (R ∼ 4100). This means that our data is not sensitive to lower changes

in velocity than 73 km/s. The highest measured Doppler shift is −32.7 ± 3.5, that could

be considered as a perturbation seen by the spectrograph, but cannot be confirmed as an

outflow, for instance, with our resolution. Furthermore, the values of corrected FWHM as it

can be appreciated in Table B.1 indicate that 38.9% (7/18) of our sample shows a FWHM

of the narrow component lower than the spectral resolution of the instrument and 22.2 %

(4/18) have or nearly have 73 km/s, which is consistent with rotation velocities of low-mass

galaxies (See Downing and Oman 2023 for a reference on velocities of low-mass systems).

This means that the lines are not broad enough to carry out a kinematic analysis of gas

flows. Actually, there are cases where the narrow component had a lower width than the

intrinsic broadening of the instrument such as in J0252+0114 and J1146+0053, or drastic

cases like J2101-0555 where we measure an intrinsic broadening corrected narrow component

velocity of 11 ± 25 km/s which is can be considered unreal. This does not contradict our

model selection, but it takes away the option to make metallicity studies differentiated by

kinematics. It is still necessary to keep using the double gaussian model to account for the

full flux of the emission lines and this is the reason why we keep it in our analysis. Since the

method failed for J0252-0114 and J1146+0053 because the measured narrow component was

thinner than the instrumental broadening we used the instrumental width for the unresolved

narrow component of those lines.

Knowing the intrinsic broadening and the Doppler shift between the narrow and broad

components from fitting [O III]λ4959 in each galaxy, we fix these values to the rest of the

emission lines. This leaves the fluxes as a free parameter, but we also decided to let the zN
parameter free to account for any small variations in the center of the lines while we fixed

the relation with zB by the Doppler shift. We do not apply any other theoretical restriction

than the relation [N II]λ6584 ∼ 3× [N II]λ6548 to decrease the amount of parameters when

fitting the Hα profile. All the fits to the emission lines presented in this manuscript consist

of an exploration of the parameter space made with the emcee method of minimization from

the package: Non-Linear Least-Squares Minimization and Curve-Fitting for Python (LM-

FIT; Newville et al. 2015). Regardless of the amount of parameters, we use 100 walkers with

chains of 2500 steps long and accept values every 10 steps. By burning 1500 steps, the regions

sampled in the parameter space were clear enough with flat chains of (2500 - 1500) × 100 /
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−25
0

25

−2

0

2

4

6

[N II]λ5755

5750 5760 5770

Rest wavelength (Å)
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10 = 10000 steps long for each parameter. The chains of the narrow and broad components

of each emission line define a distribution of compatible solutions with our data. We take

the mean and standard deviation of these distributions to get the emission line fluxes and

divided them by the flux of the Hβ line as presented in Table D.1.

Figure 3.5 shows examples of emission line fitting results for J0021+0052. Here, excellent

measurements of the brightest lines such as [O III]λ5007, [O III]λ4959, Hα, and Hβ can be

appreciated. We emphasize the remarkable quality of our fits by observing how the narrow

and broad components are able to encapsulate the information on the shape of the line

profiles by measuring their emission line flux accurately and leaving small enough residuals.

Even in the fainter lines the models are detailed enough to allow distinguishing their shape

and giving good measurements on some of the crucial lines involved in the calculations of

chemical abundances, such as the [O III]λ4363, [N II]λ5755, and the [O II] and [S II] doublets.

3.5 Dust Attenuation Correction

The last correction we must apply before using the emission line fluxes to derive metallicities

and calibrate empirical relations with SELRs is the extinction by dust present in the ISM of

our sources. Dust consist on silicate, ice, and carbonaceous grains that can have sizes up to

the order of microns. The origin of dust in the ISM is still uncertain. It is proposed to come

mainly from the feedback of AGB stars (Höfner and Olofsson, 2018) and cool supernovae

ejecta (Matsuura et al., 2015), although more mechanisms are currently being explored. The

dust is very effective on scattering the blue light, and hence, any analysis made on physical

quantities derived from the blue and UV bands is affected by the dust content. In our case,

the dust correction is critical for the [O II]λ3726,3729 doublet that is used to trace one of

the electron temperatures Te[O II] (See Section 3.6).

Eq. 3.4 describes how the correction by dust has to be applied to the observed fluxes to

get the intrinsic measurement of the intensity of an emission line. As in Section 3.1, to know

the real flux emitted by the galaxy we need the color-excess E(B − V ) and the extinction

curve k(λ). In this case, the color-excess cannot be estimated from archive data because it

varies from galaxy to galaxy. Furthermore, the extinction curve is not always the same and

it can differ depending on the source. Modeling these quantities is interesting by itself to

characterize the shape of the dust extinction curve in star-forming galaxies at high-z. Such

task does not align with the objectives of this project, thus, we limit the analysis to the

results of E(B − V ) by adopting typical assumptions on the extinction curve and hydrogen

emission lines. To characterize the dust attenuation as a function of wavelength we use the

Calzetti et al. (2000) extinction curve:
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kcal(λ) =

2.659(−1.857 + 1.040/λ) +RV , if λ ≥ 0.63µm

2.659(−2.156 + 1.509/λ− 0.198/λ2 + 0.011/λ3) +RV , if λ < 0.63µm

where RV = AV /E(B − V ) = 4.05 for starburst galaxies. To estimate E(B − V ) from

Eq. 3.4, we would need the intrinsic values of the fluxes, but they cannot be obtained

directly since the actually need a value for E(B − V ), which is exactly what we are trying

to estimate. Notwithstanding, we can extract information by taking ratios of the extinction

correction equation evaluated in different hydrogen lines. If we take Eq. 3.5 evaluated in Hα

and divide it by the same equation evaluated in Hβ we get

F int
Hα

F int
Hβ

=
F obs
Hα

F obs
Hβ

× 100.4E(B−V )(k(λHα)−k(λHβ)) (3.11)

or equivalently

F obs
Hα

F obs
Hβ

=
F int
Hα

F int
Hβ

× 10−0.4E(B−V )(k(λHα)−k(λHβ)) (3.12)

Defining the ratios of Balmer lines as Rαβ
int =

F int
Hα

F int
Hβ

, and Rαβ
obs =

F obs
Hα

F obs
Hβ

, Eq. 3.12 turns to

Rαβ
obs = Rαβ

int × 10−0.4E(B−V )(k(λHα)−k(λHβ)) (3.13)

Eq. 3.13 states that by adopting an extinction curve and knowing the intrinsic and ob-

served ratios of Balmer lines we can estimate E(B−V ). Indeed, the observed ratios between

Balmer line fluxes are measured from our spectra, while the intrinsic ratios depend on the

recombination scheme assumed. In HII regions, the heavy elements are just a fraction of

the gas surrounding stars. The gas is mainly composed by hydrogen and helium. Ionized

hydrogen can recombine with free electrons which cascade down to lower energy levels and

emitting photons in the process. Recombination to the the energy level n = 1 produces

Lyman emission that can interact with other H atoms. If the nebulae are optically thin, this

emission can escape without further difficulties in what is called the Case A recombination.

Instead, if the nebulae are optically thick the Lyman emission from recombination interacts

with other hydrogen atoms through resonance scattering. In such case, the emission of Ly-

man photons is obscured and only the Balmer emission escapes from the region. This is the

Case B recombination scheme and it is usually the adopted in HII regions of star-forming

galaxies. For a given recombination scenario, electron density and temperature, the intrinsic

ratios of Balmer lines are known. We follow this procedure to calculate the ratio between

intrinsic and observed ratios of Balmer lines, i.e., the Balmer decrements.

We assume the ISM in our galaxies is under case B recombination with an electron density

of ne = 100 cm−3 and electron temperature of Te = 10000K. The intrinsic ratios of Balmer
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lines with respect to Hβ represented by Rλβ
int are drawn from Storey and Hummer (1995) and

are shown in the first row of Table C.1. Despite these values are quite standard for star-

forming regions, they are not absolute, as varying the electron density, temperature, and

recombination case would give different intrinsic ratios. Once we have the intrinsic ratios,

Eq. 3.13 can be worked out to define a linear function of the extinction. Let’s generalize the

equation by adopting any Balmer line at λ, not necessarily Hα. Dividing by Rλβ
obs and taking

logarithm, this gives

Y = −0.4 · E(B − V ) ·X (3.14)

where Y = log(Rλβ
obs/R

λβ
int) and X = k(λ)− k(λHβ) are the independent variables that can

be measured after the assumptions previously described. With a set of ratios of Balmer emis-

sion lines we can fit Eq. 3.14 and get the reddening constant E(B−V ). We then measure the

Balmer decrements for Hα, Hβ, Hγ, and Hδ by using their emission line fluxes and intrinsic

ratios with respect to Hβ. The results of these measurements are shown in Table C.1. The

variable X is drawn by simply evaluating the Calzetti et al. (2000) extinction curve for the

corresponding wavelength of the Balmer lines. We fit a linear function with no intercept and

estimate the reddening constant from the best-fit slope (See Appendix A for plots of the fit

to the Balmer decrements). Estimated values of the extinction are shown in Table 3.2 and

analyzed in Chapter 4.

An important thing to notice is that, 22% of the sample (4/18) shows unphysical results

for the Balmer decrements. This is the case of J0252+0114, J1226+0415, 1444+0409, and

J1448-0110. They all present negative values for E(B − V ) in Table 3.2 as a consequence

of inconsistent Balmer decrements. In particular, all these galaxies show Hα/Hβ < 2.86

(See Table C.1). The reasons for finding lower values than the intrinsic ratios is still under

debate and the problem seems to lie on the assumption that Balmer emission does not suffer

from self-absorption, causing an Hα flux loss depending on the thickness and symmetry of

the cloud that we are not considering (Scarlata et al., 2024). Even when assuming other

configurations of electron temperature and density, the intrinsic ratios do not vary enough to

lie below the observed ratios of these galaxies. We take advantage of the results of extinction

by noticing that the values are really low, even closer to 0 in the cases where the redden-

ing constant results negative. Therefore, we decided to perform the dust correction only

to galaxies with physically consistent line ratios, while no dust correction is applied to the

problematic sources. The objective of this project is not to solve such issue, so the methods

adopted in this work are faithful to the standards and the practic way to procedure up to date.
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Table 3.2: Color-excess for attenuation by Galactic dust and dust in the galaxies.

ID E(B − V )Gal E(B − V )SED E(B − V )

J0021+0052 0.0212±0.0008 0.29±0.05 0.1240±0.0026
J0023−0948 0.0422±0.0013 0.3000±0.0011 0.11±0.07
J0136−0037 0.0242±0.0010 0.300±0.006 0.070±0.008
J0240−0828 0.0263±0.0009 0.25±0.09 0.119±0.004
J0252+0114 0.0580±0.0033 0.3000±0.0006 ≲ 0
J0305+0040 0.0671±0.0015 0.3000±0.0004 0.170±0.010
J0950+0042 0.0475±0.0014 0.28±0.06 0.3113±0.0034
J1146+0053 0.0210±0.0008 0.299±0.012 0.19±0.10
J1226+0415 0.0158±0.0006 0.26±0.09 ≲ 0
J1444+0409 0.0266±0.0007 0.09±0.08 ≲ 0
J1448−0110 0.0469±0.0015 0.27±0.08 ≲ 0
J1624−0022 0.0771±0.0023 0.27±0.07 0.066±0.009
J2101−0555 0.0487±0.0019 0.300±0.008 0.081±0.004
J2119+0052 0.0680±0.0030 0.30000±0.00005 0.096±0.007
J2212+0006 0.0501±0.0020 0.29±0.05 0.127±0.010
J2215+0002 0.0644±0.0019 0.299±0.017 0.0791±0.0034
J2225−0011 0.0640±0.0034 0.295±0.032 0.058±0.004
J2337−0010 0.0323±0.0010 0.299±0.016 0.122±0.004

E(B − V )Gal: Color-excess by Galactic dust from Schlafly and Finkbeiner
(2011).
E(B − V )SED: Color-excess of the gas estimated from the SED fitting.
E(B−V ): Color-excess of the gas derived from Balmer decrements with the
Calzetti et al. (2000) extinction curve.

3.6 Electron Density & Temperatures

This Section and Section 3.7 describe the formulas of the direct-Te method that we used

to calculate all the physical quantities under study based on the tutorial of Pérez-Montero

(2017). Equations to calculate temperature and density on this section are directly taken from

the latter article and represent analytical fits to grids of photoionization models calculated

using PyNeb. The direct-Te receives its name from the fact that the electron temperature Te

is calculated directly from the values of optical line fluxes instead of using calibrations based

on strong emission lines. It takes advantage from the dependencies of emission line ratios

on density and temperature. Indeed, the Boltzmann equation of thermodynamic equilibrium

states that the relative amount of atoms in two different excited states is given by

ni

nj

=
ωi

ωj

exp(−χ/kT ) (3.15)

where ni and nj are the number density of atoms in the excited states i and j, respec-

tively, ωi and ωj are the statistical weights, χ is the energy difference between the states, k is
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the Boltzmann constant and, T the temperature. The observed flux of a collisionally excited

line (CEL) is directly proportional to the number density of ions in the excited state that

produces the line. The number density of atoms in an excited state depends on temperature

and density, since the temperature set the energy of the electrons that are able to excite

ions and the more dense the nebula is, the more important is collisional de-excitation. The

combined effect of temperature and density translates to the emission lines we observe in

nebular spectra and the lines inherit the properties of their original atoms. According to

this, the ratio of emission line flux of two different excited states is sensitive to the electron

temperature and density (Osterbrock and Ferland, 2006) depending on which lines we use.

Before going through the calculations of the direct-Te method, some assumptions need

to be made on the ionization structure of nebulae. A nebula can be divided by zones based

on different ionization degrees. Up to date, the possibility of establishing a four-zone model

is being explored by analysis of extreme emission line galaxies (Berg et al., 2021), but these

include the use of UV emission lines. Due to our limitations and the focus of our study, we

adopt the widely used framework proposed by Garnett (1992) where the gas is divided into

three regions: i) The low-ionization zone for species such as O+ and N+, ii) The intermediate-

ionization zone for ions such as S2+ and Ar2+, and iii) The high-ionization zone for O2+ and

Ne2+-like ions. Each of these regions have a different electron temperature traced by CELs of

their representative ion species. Note that the complete scheme presented in this chapter is to

calculate density, temperature and abundances of HII regions and we are applying everything

to entire galaxies as if they were a giant HII region. The differences between analyzing the

integrated light of an entire body instead of a spatial analysis of the chemical abundances of

the sources escapes the scope of this work.

The first variable we can constrain independently is the electron temperature of the high-

ionization zone. This temperature is traced by the ratio

RO3 =
I(λ4959) + I(λ5007)

I(λ4363)
(3.16)

where I(λ) is the intensity of the line at wavelength λ. The electron temperature is then

calculated as follows

Te[O III] = 0.784− 1.357 · 10−4 ·RO3 +
48.44

RO3

(3.17)

Note that this temperature is determined independently of any other physical parame-

ter of the ISM of our galaxies. As discussed previously, the ratio of emission lines depends

on temperature and density. However, the RO3 ratio is more sensitive to temperature than

density. A line produced by downward transitions from an excited state of higher energy

would require more energetic photons to reach such excitation from the ground level com-

pared to lines produced by a lower-level excited state. For instance, [O III]λ4363 and [O
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III]λ5007 are produced by downward transitions from different collisionally excited states of

the oxygen atom. The same oxygen atom in the ground level will require more energy to

get excited to the level that triggers [O III]λ4363 than exciting the atom to the level that

triggers [O III]λ5007. Therefore, the relative rate at which these optical [O III] lines occur

(In other words, the ratio between these lines) is directly related to the energy distribution

of the free electrons responsible of the excitation, i.e., the temperature. The convenient use

of these lines define the RO3 ratio and allow constraining the electron temperature. The

contribution of the density exist, as more dense regions lead to more particle interactions

that could excite and de-excite the electrons in the ions, but there is no use if the electrons

have insufficient energy for such task. A family of relations similar to Eq. 3.17 have place for

different electron densities and collision strengths. The relation we outline here assume that

the nebula has ne = 100 cm−3 but changes in density for the temperature range are negligible

(Pérez-Montero, 2017). For details on the models and collision strengths used please refer to

Pérez-Montero (2017). Although the electron density it is a property that we must constrain,

this assumption is good enough since it is around the typical value of HII regions found in

local galaxies (Bian et al., 2016) and as long as changes in the density below 5000 cm−3 are

made (Far above the ranges of density of HII regions) the temperature calculated from RO3

will not suffer significant changes (Nicholls et al., 2020). Eq. 3.17 give temperatures in units

of 104K and are the units we use in this study.

The temperature of the intermediate-ionization zone is estimated from emission lines of

the sulfur S2+ ion. For this temperature, we have the ratio

RS3 =
I(λ9532) + I(λ9069)

I(λ6312)
(3.18)

and the temperature

Te[S III] = 0.5147 + 3.187 · 10−4 ·RS3 +
23.64041

RS3

(3.19)

The reasoning behind the lines used in the RS3 ratio is the same than for the RO3, lines

of the same atomic species with considerable differences in excitation energy are sensitive to

temperature. The [S III]λ6312 is detected in all our sample with good S/N and resolution

along the [O I]λ6300 line. Nevertheless, the [S III]λ9532 and [S III]λ9069 lines are in the near

infrared where combined with the redshift of our sources they lie in the far red extreme of our

spectra. Although noisy, we are still able to detect them with good S/N in most of the cases,

except for J0950+0042 and J1146+0053 that have sky contamination in the wavelengths

of the lines making them impossible to constraint accurately. J2101-0555 and J2212+0006

have z > 0.15, shifting these two lines out of the MagE wavelength coverage so we do not

report measurements of the intermediate-ionization zone temperature for these two sources

either. This leaves a total of 77.8% (14/18) of our sample that has measurements of Te[S III].
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The temperature of the low-ionization zone is traced by the O+ ion. The only caveat on

calculating Te[O II] is that it has a non-negligible density dependence. Ideally, one would

estimate the temperature of this zone avoiding the dependence on density by using emission

lines of the N+ ion. Nevertheless, the characteristics of our spectra allow us to estimate

Te[O II] for all sources, in contrast to Te[N II] due to the lack of detections of the faint

auroral [N II]λ5755 line in our sample. As a representation of the low-ionization zone, it is

usually assumed that Te[N II] ∼ Te[O II] due to their similar ionization potentials (29.6eV

and 35.1eV, respectively; Kramida et al. 2023). The procedure to calculate Te[N II] is at the

end of this section. We use then the Te[O II] temperature as a tracer of the low-ionization

line addressing carefully its relation with the density. To explain our procedure, it is first

necessary to outline how the electron density must be calculated.

Pérez-Montero (2017) suggest the use of S+ lines which as the usual procedure to constrain

the electron density. In this case, the ratio of sulfur lines is defined as

RS2 =
I(λ6716)

I(λ6731)
(3.20)

and the use of the ratio to calculate the electron density in units of cm−3 is

ne[S II] = 103 · RS2 · a0(t) + a1(t)

RS2 · b0(t) + b1(t)
(3.21)

The coefficients of the linear form in the numerator and denominator presented are

a0(t) = 16.054− 7.79

t
− 11.32 · t

a1(t) = −22.66 +
11.08

t
+ 16.02 · t

b0(t) = −21.61 +
11.89

t
+ 14.59 · t

b1(t) = 9.17− 5.09

t
− 6.18 · t

(3.22)

where t is an electron temperature. Here it can be noticed that the electron density de-

pends on the ratio of [S II] lines. The lines in question belong to the doublet [S II]λλ6716,6731.

The flux ratio between two lines of the same atom species with similar excitation energies

(like doublets) only will be set by the rate at which these lines are de-excited through colli-

sions. Therefore, they are defined by the ratio of transition probabilities of the lines in the

doublet which is determined by the electron density that rules the number of interactions.

Another example of doublet that can be used for this is the [O II]λλ3726,3729 through the

ratio I(λ3729)/I(λ3726) (Osterbrock and Ferland, 2006). These ratios are used to be more

sensitive to density variations but the temperature dependency is not negligible. Pérez-

Montero (2017) states that t = Te[O III] is generally used, but determining the electron
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density iteratively with a similar ion than S+ is also possible. The Te[S II] electron tem-

perature can be used with such purpose, but in our case we do not have good detections

of the [S II]λλ4068,4076 lines necessary for its calculation. Therefore, we use the formulae

of ne[S II] and Te[O II] to simultaneously determine them as the electron density and the

low-ionization zone temperature for each galaxy and compare if there is an advantage over

using Te[O III]. The Te[O II] is calculated from the ratio

RO2 =
I(λ3726) + I(λ3729)

I(λ7319) + I(λ7330)
(3.23)

This ratio, however, cannot be used straightforward. It needs a correction from recom-

bination lines. The equations presented are valid for the analysis made on CELs while the

physics of recombination is different. Therefore, we need to get rid of any contamination from

recombination emission to calculate the electron temperature with pure flux from CELs. The

emission from recombination contaminating the [O II]λλ7319,7330 doublet can be character-

ized by

IR(λ7319 + λ7330)

I(Hβ)
= 9.36 · t0.44 · O

2+

H+ (3.24)

where t is the electron temperature and O2+/H+ is the abundance of O2+ ions with

respect to ionized hydrogen H+. Although we do not present the calculations of abundances

until Section 3.7, the previous formula implies the use of an ionic abundance in between.

Only in this case we jump to the calculation of some ionic abundances described in the

next section and come back to the procedures of this one to get the final estimates of each

temperature after applying the correction (See Section 3.7 for details). This correction,

fortunately, only depends on the abundance of O2+ ions and their corresponding electron

temperature Te[O III], two quantities that depend only on the observed fluxes of [O III]λ5007,

[O III]λ4959, [O III]λ4363, and Hβ. This is because the emission corresponds exactly to the

process of O2+ capturing photons, turning into excited O+ that leads to [O II] emission. We

account for the recombination correction using Te[O III] and the ionic abundances from Eq.

3.32. Once the ratio is corrected, the electron temperature of the low-ionization zone is given

by

Te[O II] = a0(n) + a1(n) ·RO2 +
a2(n)

RO2

(3.25)

which is the same functional form than Te[O III], except the coefficients now have the

non-negligible density dependence. The coefficients for the [O II] temperature are outlined

in Pérez-Montero (2017) as
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a0(t) = 0.2526− 3.57 · 10−4 · n− 0.43

n

a1(t) = 0.00136 + 5.42 · 10−6 · n+
0.00481

n

a2(t) = 35.624− 0.0172 · n+
25.12

n

(3.26)

The emission lines involved in this calculation belong to the doublets [O II]λλ3726,3729

and [O II]λλ7319,7330. As well as [O III]λ4363 and [O III]λ5007 case, the energy required

to bring oxygen atoms from the ground level to an excited state that will trigger lines in

the [O II]λλ3726,3729 doublet is higher than the required to trigger [O II]λλ7319,7330, thus,

the flux ratio between these two doublets is temperature-sensitive. As they are doublets, the

ratio between fluxes of their belonging members are sensitive to density too and that is why

this temperature traces and depends on both quantities. Now that we know how to calculate

the electron density ne[S II] and temperature Te[O II], we proceed with the test.

At first, the electron density is calculated using Te[O III] straightforward. To determine

Te[O II] and ne[S II] consistently, first we note that the ratios RO2 and RS2 are measured

from the emission line fluxes of each galaxy. Once the ratios are measured, the only variable

left are the density and temperature for Te[O II] and ne[S II], respectively. If, for instance,

we evaluate Te[O II] for several electron densities for a fixed RO2 we get the curve of tem-

peratures as a function of the density. In the same way, we can get the curve of densities

valid for a range of temperatures once RS2 is fixed. Subsequently, if we use the curve of den-

sities to iterate and get another curve of temperatures we can graphically compare the two

available curves of temperatures and study the point where they cross. Such point defines a

temperature-density pair that is consistent with Eqs. 3.21 and 3.25. This is the exact pro-

cedure we followed to determine these two quantities consistently. We compare the electron

densities derived using Te[O III] and Te[O II] with the density-consistent method. Figure

3.6 shows the comparison between the electron densities estimated with the two methods. It

can be seen that they follow closely the 1:1 relation with errors included. This is supported

by the extremely low scatter of σ = 4.09 cm−3 existing between the two variables shown in

the right panel of the Figure. This result confirms the statement of Pérez-Montero (2017)

about calculating the density accurately only by using Te[O III]. We decided to adopt the

value of the density from the calculation with Te[O III] as it is more direct. This test gave

us a quick snapshot of the values of electron density of our galaxies, but we let the discussion

and analysis for the following chapters. We report the final values of electron density with

their uncertainties in Table 4.1.

Finally, we also estimate the Te[N II] temperature. This is done by computing the ratio
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Figure 3.6: (Left) Comparison of the electron densities estimated with Te[O III] against the densities
derived with a consistent analysis of Te[O II]. The orange squares are the measurements of the
density with their respective gray errorbars. The dotted black line represents the relation 1:1.
(Right) Another perspective of the comparison with ∆ne = ne(Te[O III]) − ne(Te[O II]) as a
function of ne(Te[O III]). The solid horizontal line is the ∆ne = 0 and the red dotted lines show
the 3σ levels with σ = 4.09 cm−3 as the scatter between the two estimated densities.

RN2 =
I(λ6548) + I(λ6584)

I(λ5755)
(3.27)

and using the formula

Te[N II] = 0.6153− 1.529 · 10−4 ·RN2 +
35.3641

RN2

(3.28)

that is used in the same way than the [O III] and [S III] electron temperatures, but with

a correction for recombination first. Similar than [O II], [N II] suffer from recombination

emission that can be characterized by the formula

IR(λ5755)

I(Hβ)
= 3.19 · t0.3 · N

2+

H+ (3.29)

where t is the electron temperature, and N2+/H+ is the abundance of N2+ ions. The tem-

perature to use in this formula corresponds to the high-ionization zone electron temperature,

as the ionization potential is near to that of the [O III] ion (47.45 and 54.94 eV, respectively;

Kramida et al. 2023) than for the low and intermediate ionization zone tracers. However,

there is no equations in Pérez-Montero (2017) to calculate the N2+ abundance from CELs

in optical spectra. In this case, we use PyNeb to deal with this issue. We provide the RN2

ratio and the density calculated from [S II] lines to the getTemDen method of the Atom class

of PyNeb and it return the values of electron temperature. Note that a density must be

given as input, but in principle it should not affect the calculation of the temperature as the
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RN2 is sensitive to the electron temperature rather than density. The auroral [N II]λ5755,

however, has the same problem than [O III]λ4363. It is very faint, and it can turn elusive in

extragalactic HII regions. This is actually our case, where the line is only detected in ∼ 28%

(5/18) of the local analogs.

3.7 Chemical Abundances

After estimating the electron density and electron temperature of all the ionization zones we

are ready to estimate the relevant chemical abundances for this study. Again, the procedure

described here is following equations and suggestions from Pérez-Montero (2017) applied to

our data, so we encourage the reader to refer to that paper for details of the fits, collisional

strengths, models used to derive the equations, and further references. For this section, we

adopt the variable names used in Pérez-Montero (2017) for the scheme of electron tempera-

tures. By doing this, the electron temperature of the high, intermediate, and low-ionization

zones are noted as th, tm, and tl, respectively. This means that th = Te[O III], tm = Te[S III],

and tl = Te[O II].

The first and most important abundance that we calculate is the oxygen abundance. This

is the relative amount of oxygen with respect to the amount of hydrogen in the gas. The

whole analysis of the calibrations depends on having accurate and reliable estimations of this

elemental abundance. The total abundance of oxygen is assumed to be

O

H
=

O+

H+ +
O2+

H+ (3.30)

With Eq. 3.30, estimations of the singly and doubly ionized oxygen are necessary but not

sufficient to estimate the metallicity of a galaxy. More oxygen can be in other ionized states,

such as O3+, so we need to correct the total by the ionic abundances missing. We derive the

singly ionized oxygen abundance using the blue [O II]λλ3726,3729 doublet as follows:

12+log

(
O+

H+

)
= log

(
I(λ3726) + I(λ3729)

I(Hβ)

)
+5.887+

1.641

tl
−0.543 · log(tl)+1.14 ·10−4 ·ne

(3.31)

where ne = ne[S II] is the electron density. The doubly ionized oxygen abundance is

calculated as

12 + log

(
O2+

H+

)
= log

(
I(λ4959) + I(λ5007)

I(λ4363)

)
+ 6.1868 +

1.2491

th
− 0.5816 · log(th) (3.32)

To account for missing oxygen in other ionization states we use the ionization correction

factors (ICFs). If the ionizing radiation is strong enough to reach energies over 54.94 eV,
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some of the oxygen might be in the form of O3+. There is no lines in our optical spectra of

star-forming galaxies that we could use to determine directly an O3+ abundance. Fortunately,

the ionization potential of He II is about 54.424 eV, very close to the ionization potential of

[O III]. This implies that whenever we detect the He II λ4686 emission line we can estimate

the ICF of oxygen to account for their contained in the form of O3+ and more. In cases

where the line is not detected the oxygen abundance is straightforward and the correction

can be ignored as it is assumed that negligible amount of oxygen is in thirdly ionized. In

our sample, 72.2% (13/18) of the sample have He II λ4686 detected above the 3σ level. We

apply the correction on those galaxies by calculating the ICF of the oxygen abundance as

ICF(O+ +O2+) = 1 +
He2+

He+
(3.33)

so we need to compute first the ratio of doubly-to-singly ionized helium abundance in

order to correct the oxygen abundance. As well as oxygen, the helium abundance can be

calculated as the sum of the singly and doubly ionized helium abundances as

He

H
=

He+

H+ +
He2+

H+ (3.34)

No ICF for helium is needed because it only has two electrons. The expression to compute

the singly ionized helium is given by

He+

H+ =
I(λ He I)

I(Hβ)
· Fλ(n, t)

fλ(n, t, τ)
(3.35)

where Fλ(n, t) is the emissivity of the line at λ scaled to Hβ, fλ(n, t, τ) is the optical depth

function of the line. These two quantities depend on the electron density, temperature, and

the optical depth τ (The latter only on the optical depth function). Note that we wrote the

intensity I(λHe I) with no specified wavelength. This is because the He+ abundance can be

calculated from any of the He I lines. The best procedure is to take as many He I lines as

possible and calculate the weighted mean of the He+ abundance between them. We followed

this approach by considering only the strongest lines He I λ4471, He I λ5876, He I λ6678,

and He I λ7065. The emissivities outlined in Pérez-Montero (2017) from references therein

are:

F4471 = (2.0301 + 1.5 · 10−5 · n) · t0.1463−0.0005·n

F5876 = (0.745− 5.1 · 10−5 · n) · t−0.226−0.0011·n

F6678 = (2.612− 0.000146 · n) · t0.2355−0.155·n

F7065 = (4.329− 0.0024 · n) · t−0.368−0.0017·n

(3.36)

For n and t we use the electron density ne and temperature Te[O III]. The value of τ

used for the optical depth function is calculated by using the color-excess estimated for the

dust extinction of the galaxies according to Eq. 3.2. As Pérez-Montero (2017) suggests, the
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optical depth functions are taken from Olive and Skillman (2004) that states:

f4471 = 1 +
(τ
2

)
[0.00274 + (8.81 · 10−4 − 1.21 · 10−6ne) · t]

f5876 = 1 +
(τ
2

)
[0.00470 + (2.23 · 10−3 − 2.51 · 10−6ne) · t]

f6678 = 1

f7065 = 1 +
(τ
2

)
[0.359 + (−3.46 · 10−2 − 1.84 · 10−4ne + 3.039 · 10−7n2

e) · t]

(3.37)

With this set of equations, we calculate four singly-ionized helium abundances and aver-

aged them weighted by their errors to have a single estimation of He+. The doubly-ionized

helium abundance is much simpler as shown in Eq. 3.38:

He2+

H+ =
I(λ4686)

I(Hβ)
· 0.0416 · t−0.146 (3.38)

Once again, t = th. Finally, by using Eq. 3.34 to calculate the total helium abundance

and Eq. 3.33 to estimate the ICF of oxygen, the metallicity of the galaxy traced by oxygen

is constrained as

O

H
= ICF(O+ +O2+) · O

+ +O2+

H+ (3.39)

The average value of the ICF of oxygen for the 13 galaxies in our sample is 1.005, giving

an average correction of an increase by 5% in the measured 12 + log(O/H). Besides oxygen,

nitrogen provides valuable insights into the ionization conditions of the ISM and the evolu-

tionary state of galaxies. We estimate the singly ionized nitrogen abundance using the [N

II]λ6548 and [N II]λ6584 lines along the Hα profile as

12 + log

(
N+

H+

)
= log

(
I(λ6548) + I(λ6584)

Hβ

)
+ 6.291 +

0.90221

tl
+ 0.05511 · log(tl) (3.40)

The ICF of nitrogen is calculated by assuming that the portion of singly ionized nitrogen

with respect to the total nitrogen in the gas follows the same proportion than the singly-

ionized oxygen to the total oxygen. Therefore,

ICF(N+) =
O

O+ (3.41)

leading to the correction

N

H
= ICF(N+) · N

+

H+ (3.42)

The evolutionary state of a galaxy can be studied from the relative abundance of nitrogen

to oxygen owing that the contribution to nitrogen abundance becomes more important for
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galaxies with an evolved stellar population. Two methods can be used to estimate the N/O

ratio of the gas-phase of galaxies. It can be directly extracted from the nitrogen and oxygen

abundances or one can use the fit:

log

(
N+

O+

)
= log

(
I(λ6584)

I(λ3726) + I(λ3729)

)
+0.493− 0.025 · tl −

0.687

tl
+16.21 · log(tl) (3.43)

which is the option we adopt in this case. The use of Eq. 3.43 gives consistent results to

taking the difference between 12+ log(N/H) - 12+ log(O/H). Figure 3.7 shows the workflow

we follow to measure each quantity illustrating the requirements of each step from the elec-

tron temperatures to the estimated chemical abundances.

We finally estimate the ionization parameter (q) for our sample. An iterative calculation

based on the metallicity of the objects was proposed by Kewley and Ellison (2008), due to

a dependence between these quantities. However, we robustly constrain the oxygen abun-

dance from the methods described above and modifications to these values could contradict

the equations derived from the direct-Te method. The relations states that the ionization

parameter in units of cm/s can be estimated as:

log(q) =
32.81− 1.153y2 + x · (−3.396− 0.025y + 0.1444y2)

4.603− 0.3119y − 0.163y2 + x · (−0.48 + 0.0271y + 0.02037y2)
(3.44)

where y = log([O III]λ5007/[O II]λ3726) and x = 12+ log(O/H). For all the calculations

made on Sections 3.6 and 3.7 we used the 10000-steps long chains of possible solutions to the

emission line fitting of our data as described in Section 3.4. The chains of the emission lines

are further corrected by the dust attenuation described in Section 3.5. These chains define

distributions of electron density, electron temperatures, and chemical abundances. Thus, we

work with the complete chains of fluxes and take the final values of each physical quantity

along with 16th and 84th percentiles from their distributions as in Tables 4.1 and E.1.
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Figure 3.7: Workflow of calculation of electron temperatures, the electron density, and chemical
abundances. Quantities that can be calculated directly from emission line ratios are colored in blue.
In yellow, we show the variables that depend on other properties in the workflow. Final chemical
abundances of elements are shown in green. The red-dashed lines are to clarify that the oxygen
abundance also use the doubly ionized oxygen abundance.

3.8 SELRs

Here we present the definition of the SELRs that we used in this study to calibrate the

direct-method metallicities. Before the launch of JWST, the emission line budget in spectra

of high-z galaxies was limited by the strong atmosphere absorption due water vapor in the

atmosphere. The rest-frame optical emission lines needed to accurately estimate electron

temperatures and abundances are shifted to the infrared where the absorption is more ex-

treme. The infrared bands surviving the absorption allowed several studies of metallicities of

galaxies at z > 1 such as in the MOSDEF Survey (Kriek et al., 2015) and the KBSS Survey

(Steidel et al., 2014). Nevertheless, these studies still lack lots of lines to carry out robust

estimations of metallicity having to rely on previous metallicity calibrations such as the de-

rived in this work or in temperature relations from photoionization models (Garnett, 1992),

55



highlighting even more the importance of using a set of calibraitons physically consistent

with galaxies at high-z.

Figure 3.8: Diagram of detectability of rest-optical emission lines for galaxies at 1 < z < 4 by
Sanders et al. (2023). The y-axis denotes the emission lines, where “Strong Lines” refers to the
usual brighter lines in optical spectra such as [O II]λ3726,29, Hβ [O III]λ5007, Hα, [N II]λ6548,
[S II]λ6713,17. The colored blocks indicate the redshift ranges where the lines are detectable and
the red block at the top shows the range covered by JWST/NIRSpec.

Now, the JWST will provide spectra spanning enough emission lines to directly estimate

metallicities in galaxies up to z = 4 and beyond. Our calibrations will set a base level

to compare upcoming findings in the early Universe so we define the SELRs based on the

lines that JWST will cover. Among the strongest lines in spectra of star-forming galaxies

we find the [O II]λλ3726,3729 doublet, [Ne III]λ3868, Hβ, [O III]λ4959, [O III]λ5007, Hα,

[N II]λ6584, and the [S II]λλ6716,6731 doublet. These strong lines can be detected in the

infrared windows for galaxies at z ∼ 1.5, z ∼ 2.5 and between z ∼ 3.0− 3.8, unlike the faint

auroral lines (See Figure 3.8). Garg et al. (2023) defined a list of 12 SELRs compiled from

the literature that make use of the strong lines aforementioned. The SELRs are listed as

follows:

• N2: log([N II]λ6584/Hα)

• R3: log([O III]λ5007/Hβ)

• R2: log([O II]λ3726, 3729/Hβ)

• R23: log(([O II]λ3726, 3729 + [O III]λ4959, 5007)/Hβ)

• O3N2: log(([O III]λ5007/Hβ)/([N II]λ6584/Hα))

• R3N2: log([O III]λ5007/[N II]λ6584)
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• N2O2: log([N II]λ6584/[O II]λ3726)

• O3O2: log([O III]λ5007/[O II]λ3726, 3729)

• Ne3O2: log([Ne III]λ3868/[O II]λ3726, 3729)

• S2: log([S II]λ6716, 31/Hα)

• O3S2: log(([O III]λ5007/Hβ)/([S II]λ6716, 31/Hα))

• N2S2: log(([N II]λ6584/[S II]λ6716, 31) + 0.264 · ([N II]λ6584/Hα))

We study the relations between these ratios and metallicity in Section 4.3.
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Chapter 4

Results

In this chapter we present the results the calculations outlined in Chapter 3. It is divided

into three sections with the main results of this research: Section 4.1 shows the measured

physical properties of our sample of analogs including ionization conditions, stellar mass,

and star-formation activity. Section 4.2 studies the relation between the temperatures of

the different ionization zones and Section 4.3 gives the new calibration between SELRs and

metallicity for galaxies at high-z.

4.1 Physical conditions

Here we show the results of some of the most relevant physical properties of the sample of

analogs that help characterizing the type of galaxies used in this study. For this, we compare

with the sample of analogs selected by Bian et al. (2016) from SDSS with the same selection

criteria and the properties of galaxies found in some high-z studies.

4.1.1 Electron Density

A little glimpse into the values of the electron density of our analogs was given in Figure

3.6 of Section 3.6 while in the current Section we present the actual values and distribution.

Measured values of electron densities are shown in Table 4.1 and the histogram of log(ne) is

included in Figure 4.1. Bian et al. (2016) found that the sample of analogs selected from the

SDSS survey with the same criteria than in this work have a median of ne ∼ 200 cm−3 which

is very close to the 250 cm−3 found in galaxies at z ∼ 2.3 (Sanders et al., 2016) and almost one

order of magnitude higher than the value found in normal star-forming galaxies at z ∼ 0. We

found that our galaxies are well clumped between ne ∼ 40 and 180, with a median of 117±22

cm−3. This value is still high compared to electron densities in normal star-forming galaxies

at z ∼ 0, but slightly lower than the median electron density found in high-z galaxies and

analogs from Bian et al. (2016). Note that in our sample two galaxies present values in both

the low and high electron density regimes. J2119+0052 has a density of ne = 43.2 cm−3 very

close to the median of z ∼ 0 galaxies and J0240−0828 exhibit ne = 438 cm−3 (log(ne) = 2.64
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which is the only galaxy in the high electron density bin in 4.1), even exceeding the median

density found in high-z galaxies. As we mention before in Section 3.2, SED models cannot

constrain well reliably the value of the electron densities just from the photometric data.

Electron densities of 400− 500 cm−3 exceeds by far the real values measured for our analogs

with the direct method, which is much more robust and precise in comparison. The only

galaxy with a similar value than the predicted by the SED models is indeed J0240−0828

although it is an unfair comparison since the predicted values from the SED are uncertain

in the whole range of electron densities up to 1000 cm−3 (See uncertainties in Table A.1),

while the electron density of J0240−0828 is well constrained between 383− 494 cm−3 which

is a range of around 100 cm−3. In summary, our population of galaxies have higher electron

density than local star-forming galaxies by 0.5 dex in log(ne) and 0.2 lower than galaxies at

z ∼ 2.3.
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Figure 4.1: Distributions of electron density, ionization parameter, and color-excess for the sample
of local analogs. In violet, the histogram bins are shown along with the median values represented
by a vertical solid line. The median electron density of local star-forming galaxies of SDSS and local
analogs selected by Bian et al. (2016) are shown as red and blue dashed vertical lines, respectively.
The blue vertical-dashed lines represent the median values of electron density and ionization pa-
rameters found in Sanders et al. (2016) for galaxies at z ∼ 2.3; in yellow, the ionization parameter
of galaxies at z ∼ 2− 3 (Nakajima and Ouchi, 2014).

4.1.2 The Ionization Parameter

We study the distribution of ionization parameter for our sample of local analogs in the

middle panel of Figure 4.1. (Bian et al., 2016) found a median of log(q(cm/s)) ∼ 7.94. It is

0.6 dex higher than the estimated value for local SDSS star-forming galaxies and only 0.03

dex higher than the ionization parameter in galaxies at z ∼ 2 − 3 (Nakajima and Ouchi,

2014) illustrating the good agreement between the selected analogs and high-z galaxies. We

estimate that our sample have log(q) > 8.0 with a median of log(q) ∼ 8.32±0.01 . This value

is about 0.4 dex higher than the median value of Bian et al. (2016) analogs and indicate that

our sample comprises a group of galaxies in the hard ionization end of their distribution of

analogs selected from SDSS. The SED models predict that almost half of our sample have

log(U) ∼ −2.0 with the rest distributed between −3.0 and −1.0. For comparison, q = cU
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so a median of −2.0 in log(U) is equivalent to log(q) ∼ 8.48, which is 0.16 dex higher than

the median ionization parameter measured in our galaxies. Note that we do not measure

explicitly the ionization parameter in the SED modeling, but we recover the best-fit value

provided by CIGALE for comparison, which can adopt values of log(U) = {−3.0,−2.0,−1.0}.
The SED models then overestimate the median ionization parameter, although we cannot

considerate this result as it is not reliably estimated from the SED fitting as mentioned in

Section 3.2. Despite this, our results still suggest that it is really high even compared to

galaxies at z = 2− 3.

4.1.3 Dust Attenuation

The color-excess measured through Balmer decrements for our analogs is distributed between

E(B − V ) = 0.0 − 0.4 with zero values adopted for four galaxies with E(B − V ) < 0 (See

Section 3.5). Most of the other 14 galaxies in our sample show higher values of E(B−V ) than

the Galactic dust attenuation where all have E(B−V ) < 0.1 for the latter. The exceptions are

the sources J1624−0022 and J2225−0011 that present very flat Balmer decrements leading

to values of E(B − V ) similar to the galactic color-excess (See Table 3.2). In contrast, the

color-excess derived from the SED modeling overestimate E(B−V ) with values around ∼ 0.3,

which is 0.2 dex above the median E(B − V ) = 0.115± 0.033 estimated for our analogs. We

remind the reader that 0.3 was the upper limit allowed for E(B − V ) in the SED modeling

which indicates that the models prefer even higher extinction as they mostly get stuck in

this value in Table 3.2. The median color-excess found in our analogs agrees with values of

the UV-slope of β ∼ −1.5 for galaxies at z ∼ 2 with MUV = −21 with an assumed young

stellar population with 100 Myr of constant star-formation (Bouwens et al., 2009). On the

other hand, this value coincide with the UV-slope estimated by Bian et al. (2016) for the

analogs from SDSS that also found values clumped around β = −1.5 in agreement with the

dust extinction of local star-forming galaxies traced by the FIR-to-UV luminosity ratio from

the Meruer relation (Meurer et al., 1999).

4.1.4 Stellar Mass, SFR, and sSFR

The sample of local analogs in this work show low stellar-masses derived from the SED fitting

compared to the analogs in Bian et al. (2016). Our results are grouped in the low mass end

of the distribution with a median of log(M/M⊙) = 8.07± 0.13 which is almost 1.0 dex lower

than the median of the SDSS analogs as illustrated in Figure 4.2. This result in a very

low mass sample compared to local star-forming galaxies at z ∼ 0 having a median near

log(M/M⊙) = 10. The SFH of the old population with a late burst of star-formation predicts

a median SFR of 3.50 ± 0.29 M⊙/yr. This is in agreement with the median SFR of ∼ 3.6

M⊙/yr predicted by Bian et al. (2016) as it can be noted in Figure 4.2. We compare the

results of the SFR to the predicted values of the star-formation main sequence of galaxies

at z = 2 − 3 from Rodighiero et al. (2011) for a galaxy with our median stellar-mass of
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Figure 4.2: Distributions of stellar-mass, SFR, and sSFR for the sample of local analogs in this
study. Same colors than Figure 4.2 are assigned for the distributions and medians including Bian
et al. (2016) results. Additionally, the predicted SFR and sSFR from the main sequence relation
of Rodighiero et al. (2011) for the median stellar-mass of our sample log(M/M⊙) = 8.07 ± 0.13 is
added as a red-dashed vertical line.

log(M/M⊙) = 8.07. The red-dashed vertical line in Figure 4.2 indicates that galaxies with

108.07 solar masses should have SFR values around 1 M⊙/yr (log(SFR) ∼ 0) which is 3.5 times

less than the estimated median SFR of our analogs. This leads to a very high sSFR shown in

the right panel of Figure 4.2 where our analogs exhibit a median of log(sSFR/yr) = −7.58.

Unlike our estimation and according to the sSFR of log(sSFR/yr) = −8.12 predicted by

the main sequence at z = 2 − 3 from Rodighiero et al. (2011), a galaxy with the median

stellar mass of our analogs should be in very well agreement with the sSFR estimated for

the sample of SDSS analogs in Bian et al. (2016) due to the close position of the blue and

red dashed lines in the right panel of Figure 4.2. These results suggest that our sample of

analogs comprises a group of low-mass highly active star-forming galaxies.

4.2 Temperature Relations

The electron temperatures of the ionized regions of the ISM in galaxies can be measured in

high-z galaxies depending on the detectability of their auroral lines in the infrared (Sanders

et al., 2023). The relation between the electron temperatures traced by ions representing

different ionizaiton zones have been explored in the local Universe with measurements of HII

regions (CHAOS survey; Berg et al. 2020a) and through photoionizaiton models (Stasińska,

1990; Garnett, 1992). Here, we present for the first time the temperature relations using our

sample of local analogs providing the closest insight into temperature relations in the high-z

Universe.

Table 4.1 shows the values of electron temperatures of the high, intermediate, and low-

ionization zones derived with the direct-Te method described in Section 3.6. We found

Te[O III] to be well contained within the range 10000− 18000K with a median of = 1.288±
0.005·104K. The low-ionization zone electron temperature shows lower values with a median of
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Te[O II] = 1.094±0.027·104K and values varying between 8000 and 16000 K. The temperature

of the intermediate ionization zone estimated for 14/18 galaxies exhibit a median of Te[S III]

= 1.301 ± 0.016 · 104K in agreement with Te[O III], but covering a slightly wider range

between 10000−19000K. Only five galaxies have measurements of Te[N II] that is often used

as another representative of the low ionization zone. A median of Te[N II] = 1.23±0.04 ·104K
is found which is 0.2 dex higher than Te[O II].

Table 4.1: Values of electron density and electron temperatures derived from the direct-
method according to Section 3.6.

ID ne Te[O III] Te[O II] Te[S III] Te[N II]

(cm−3) (104 K) (104 K) (104 K) (104 K)

J0021+0052 122.997131.248114.714 1.0761.0871.065 1.0721.0891.055 0.9981.0180.979 1.6581.7311.585

J0023−0948 69.42779.41459.788 1.2471.2571.238 1.3791.4061.353 1.3061.3361.276

J0136−0037 70.276104.92537.628 1.3491.3671.330 1.1371.2011.074 1.2871.3561.220

J0240−0828 437.986494.862383.509 1.4401.4481.431 1.5951.6821.510 1.4711.5431.402

J0252+0114 112.786149.27678.802 1.4481.4701.425 1.2451.3251.169 1.2391.3091.170

J0305+0040 114.009147.48182.182 1.2151.2461.184 0.9040.9450.867 1.1411.2051.081

J0950+0042 93.800105.51482.145 1.2731.2811.266 0.7880.7940.781

J1146+0053 79.585109.05251.270 1.6051.6131.596 0.8430.8670.822

J1226+0415 148.644162.621134.458 1.3981.4011.394 0.9580.9740.943 1.2181.2451.193 1.1371.2511.029

J1444+0409 174.608207.113143.061 1.6671.6771.657 1.3301.4111.251 1.4891.5491.432

J1448−0110 127.089133.038121.156 1.1971.2001.195 0.8860.8910.880 1.2971.3071.286 1.3111.4201.201

J1624−0022 119.950149.25492.176 1.1381.1701.105 1.1171.1711.065 1.3401.4281.254

J2101−0555 125.706141.057110.967 1.1001.1101.091 0.8800.8990.863 1.0351.1570.913

J2119+0052 43.21452.52834.115 1.1261.1401.113 0.9881.0030.972 1.1721.2001.146

J2212+0006 169.710216.642126.341 1.0601.0881.034 0.8890.9610.825

J2215+0002 78.10288.67967.542 1.3031.3091.297 1.3151.3321.298 1.3591.3771.341 1.2261.2811.173

J2225−0011 62.12473.11351.265 1.4381.4451.432 1.1281.1501.107 1.4861.5091.464

J2337−0010 168.448194.647142.598 1.7811.7911.770 1.3451.3901.301 1.8911.9611.823

Figure 4.3 shows the relations between Te[O III] and the rest of the electron temper-

atures measured in this study. We investigate the best-fit relations from our data using

the LINMIX python package (Kelly, 2007). This package provides an implementation of a

gaussian mixture Bayesian model regression of a straight line to data with uncertainty in

both axis and an explicit treatment of the intrinsic scatter that is very robust to cases with

outliers and/or heteroscedasticity. We compare our results with temperature relations from

literature measured in photoionization models (Garnett, 1992; Pérez-Montero, 2017) (G92

and PM17 hereafter) and local HII regions (Berg et al., 2020b; Rogers et al., 2021) (B20 and

R21 hereafter). Strictly speaking, the relation between Te[O II] and Te[O III] that we refer
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to G92 was first used by Campbell et al. (1986), the curved relation is from Stasińska (1990)

models, and the density-dependent relation that we refer from PM17 is from Hägele et al.

(2006). In this work and for simplicity, we refer to these relations as from the source where

we took it from.

The best-fit relation found for Te[O II] vs Te[O III] is shown in Eq. 4.1:

Te[O II] = (0.46± 0.28) · Te[O III] + (0.49± 0.38) (4.1)

with σint = 2374 K.

The high intrinsic dispersion above 2000K is due to the scatter existing between these

temperatures that increases with increasing Te[O III] as illustrated by Figure 4.3. We note

that the relation we found gives a shallower slope than the 1:1 relation and even more than

the predicted by G92. On the other hand, our relation lies below the smooth relation from

PM17 that gives ≳ 0.2 dex higher values of Te[O II] above Te[O III] ∼ 1.5 · 104K. By

comparing our relation with a similarly smooth but density-dependent relation outlined in

PM17 we observe that there is a very good agreement between values of 1.0 − 1.5 · 104K
with an input electron density of ne = 250 cm−3. For higher Te[O III] the disagreement

increases reaching up to 0.1 dex at Te[O III] = 2.0 ·104K. Despite the scatter, we can observe

some sub-trends of the data by noticing that there is a sample of galaxies clustered in the

Te[O II] regime that does not vary much with Te[O III]. In contrast, there are about three

galaxies lying exactly in the 1:1 relation, while the rest of the galaxies above the best-fit re-

lation seem to agree with the G92 relation at the same time than for the derived in this work.

The second relation we explore is the Te[S III] vs Te[O III] relation. The best-fit linear

function is given by Eq. 4.2:

Te[S III] = (0.87± 0.20) · Te[O III] + (0.17± 0.28) (4.2)

with σint = 1367 K.

The dispersion in this relation is lower due to the good agreement between these two

electron temperatures. Our results are observed to vary around the 1:1 relation in the upper

right panel of Figure 4.3, supported by the high slope of 0.87 ± 0.20 found in the relation.

This result is higher by 0.04 dex than that of G92 from photoionization models leading to a

really low difference with our fit considering the scatter of the data. As well as in the left

panel, a subset of about 3 to 4 galaxies in our sample with low values of Te[O III] agrees with

the temperature relations found in local HII regions by B20 and R21 who show a very steep

slope in comparison. However, our trend is completely different to these relations showing a

very distinct behavior in local HII regions.
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The third and last relation we fit is the Te[O II] vs Te[S III] relation. As we already

explored the relations that these two temperatures hold with Te[O III], we expect this relation

to follow a derived trend from those relations. As the Te[O III] and Te[S III] temperatures

show the tightest relation in this work, we expect that the Te[O II] follows a similar trend

with Te[S III] than with Te[O III]. Indeed, we find that:

Te[O II] = (0.55± 0.31) · Te[S III] + (0.43± 0.41) (4.3)

with σint = 2116 K. This relation shown in the lower right panel of Figure 4.3, predicts

lower values of Te[O II] for a fixed Te[S III] as well as the relation between Te[O II] and

Te[O III]. The slope of 0.55 ± 0.58 is higher than the slope found for Te[O III] and several

temperatures above the best-fit relation lie along the 1:1 relation. The data here has also a

high scatter reflected in an intrinsic dispersion of 2116K.

Finally, we check how do the few values of Te[N II] relates with the Te[O III] temperature

in the lower left panel of Figure 4.3. As we only have 5 data points here and no trends are

observed, no relation is fitted between these variables. Instead, we observe that all values of

Te[N II] are present when Te[O II] lies between 10000 and 15000K. In this range, the three

lines plotted representing the 1:1 relation, photoionization models relation from PM17, and

the local HII region relation by R21 agree in their predicted values for Te[N II]. 2/5 galaxies

in our sample agree with the relation from R21, but it is not possible to comment around

which other relation the rest of the data lie due to the low amount of data points and the

unknown scatter of the data. Furthermore, two galaxies exhibit values of Te[N II] larger than

Te[O III] and makes more difficult the interpretation of this relation.

In summary, we found new temperature relations between Te[O II] and Te[O III] that

disagree with the widely used G92 at high temperatures and agree very well with a density

dependent relation of PM17 for ne = 250 cm−3. We find consistent Te[S III] vs Te[O III]

relation with G92 models and a significant disagreement with the relations derived from lo-

cal HII regions by B20 and R21. The few measurements of Te[N II] agree with the relations

from PM17 and R21, but we do not have enough data points to analyze the trend of this

temperature with respect to Te[O III].
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Figure 4.3: Temperature relations between Te[O II], Te[S III], Te[N II], and Te[O III]. Dark blue
circles represents our measurements along with a solid line indicating the best-fit linear relations,
including the estimated intrinsic dispersion in units of K for each case. All measurements are shown
with 2σ errorbars. The 1:1 relation is indicated with a dotted black line in every panel. Comparisons
with literature relations from Garnett (1992), Pérez-Montero (2017), Berg et al. (2020b), and Rogers
et al. (2021) are shown as orange, green, blue, and yellow dashed lines. Additionally, a density-
dependent relation outlined in Pérez-Montero (2017) between Te[O II] and Te[O III] is included in
the upper left panel as a dot-dashed green line for a density of ne = 250 cm−3.
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4.3 Calibration of Oxygen Abundance w.r.t. SELRs

In this section we present the results of the calibration between the strong emission line

ratios and the oxygen abundance. Table E.1 contains the values of the oxygen abundance,

the nitrogen abundance, and the N/O ratio according to the direct-method outlined in Sec-

tion 3.7. The values of all the SELRs listed in Section 3.8 are included in Table E.2. We

note that our sample of analogs have a metallicity ranging from 7.8 to 8.6, with a me-

dian value of 12 + log(O/H) = 8.18 ± 0.03. On the other hand, the nitrogen abundance

show lower values with a median of 12 + log(N/H) = 6.66 ± 0.05. This predict a median

of log(N/O) = −1.52 ± 0.06, however, the nitrogen abundance in this work is not mea-

sured from the difference between the nitrogen and oxygen abundance, but from its own

equation described in Section 3.7. This suggest that the median ratio would be instead

log(N/O) = −1.54± 0.11 that is consistent with the previous result considering the range of

uncertainties. For further discussion on these values we refer to Section 5.1.

To derive the calibrations between SELRs and metallicities we explore the best-fit rela-

tions using the individual measurements for our 18 galaxies. We then bin the ratios and the

abundance by taking the mean value in four metallicity bins shown in the lower section of

Table E.1 and E.2. We used the binned data to observe the metallicity trends more clearly

and check whether the fits from the individual data are able to reproduce them. For the

fitting procedure we fit second order polynomials of the form:

y = a0 + a1 · x+ a2 · x2 (4.4)

where y is the ratio and x = 12+log(O/H). This accounts for some known double-valued

relations with metallicity, such as the R23 ratio. In cases where the trends are rather linear

and also have linear relations described in literature we simply set a0 = 0. This is the case

of the N2, O3N2, O3O2, Ne3O2, S2, and O3S2 ratios, while the R2, R3, R23, R3N2, N2O2,

and N2S2 are described by a polynomial of order 2. One thing to notice before proceeding

with the fitting results is that the galaxies in our sample with the highest S/N spectra show

extremely precise measurements of both the physical quantities involved in this study and

the SELRs. This is the case of the sources J0021+0052, J1448−0110, and J2215+0002.

The measurements made on these galaxies can reach about 10 times lower errors in the

SELRs than the rest of the dataset making them dominate any regression weighted by the

uncertainties in the data and leading to results that does not represent the trends observed.

For the linear fits we used the LINMIX package as well as for the results of Section 4.2 since

the method it uses is ideal to overcome the problem of the uncertainties. Unfortunately,

the package only has regressions with a straight line implemented. Therefore, we implement

a simpler but effective Bayesian regression with outliers (gaussian mixture) and intrinsic

scatter to fit the polynomial calibrations of this work. We used the emcee package (Foreman-

Mackey et al., 2013) to run MCMC simulations to report the best-fit parameters and intrinsic
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scatter. Table 4.2 contain the best-fit parameters for each case including the scatter between

the predicted values and the real measurements and the intrinsic scatter estimated from the

regressions. Note that only the intrinsic scatter of the regressions performed with LINMIX

are derived considering data in both the x and y direction. The rest of the estimations

are considered as coming from the perturbations in the y direction only, i.e., scatter in the

SELRs.

Table 4.2: Best-fit coefficients of the calibrations between SELRs and 12 + log(O/H).

Ratio a0 a1 a2 σRMS σint

N2 -8.112 0.790 0.227 0.278
R2 -151.672 36.458 -2.187 0.180 0.198
R3 -28.775 7.413 -0.464 0.060 0.067
R23 -1.677 0.746 -0.051 0.045 0.055
O3N2 10.586 -0.994 0.270 0.330
R3N2 -84.296 22.002 -1.398 0.297 0.333
N2O2 105.545 -26.006 1.587 0.254 0.289
O3O2 8.199 -0.918 0.141 0.173
Ne3O2 6.491 -0.838 0.155 0.190
S2 -5.901 0.571 0.148 0.183

O3S2 8.292 -0.765 0.190 0.232
N2S2 97.508 -24.089 1.480 0.201 0.225

Figure 4.4 shows the results of the metallicity calibrations derived in this work for the

full list of SELRs introduced in Section 3.8. We observe that our data is, in general, highly

scattered, but the binned data helps highlighting the underlying tendencies between the

variables. Our linear relations follow really close the binned data showing good correlations

with metallicity in general. Among the linear relations, the widely used N2 and O3N2 ratios

have a visually larger scatter in Figure 4.4 which is supported by their values of scatter

of Table 4.2. The ratios O3O2, Ne3O2, S2, and O3S2, exhibit tighter correlations, being

O3O2 outstandingly well constrained with the lowest scatter compared to the rest of the

linear relations. Regarding the polynomial relations, we observe that our results are far from

providing robust constraints on the shape of the calibration. The ratios R2 and R3 admit

the polynomial regression with a close description of a portion of the data, but they seem to

fail in the metallicity limits. R3 drops down considerably for 12 + log(O/H) < 7.8 which is

the lower limit of our data. On the other hand, R2 drops down at the high metallicity end

where the last bin appears to be insufficient to lift up the relation. Despite these caveats,

R2 and R3 show the smallest scatters after the R23 ratio. We discuss about the implications

and usefulness of these results in Section 5.3.
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Figure 4.4: Calibrations of relations between the full list of SELRs and 12+ log(O/H) derived with
the local analogs in this study. The individual measurements of the ratios and oxygen abundance
are shown as faded dark-blue points with errorbars of 5σ and 2σ, respectively. Dark-blue diamonds
indicate the metallicity-binned data with 2σ in both directions. The dashed line in each panel
represent the relations from the best-fit parameters of Table 4.2.

The R23 ratio shows little or no correlation with metallicity. This is due to the range of

abundances measured in the local analogs of this work. They all fall in a metallicity range

where the R23 ratio, known for their double-valued function, show the turnover behavior

(Nagao et al., 2006; Maiolino et al., 2008; Curti et al., 2020; Sanders et al., 2021). The

binned data remains flat around R23 ∼ 1.0 and the best-fit relation ends in a wide open

quadratic polynomial due to the little constrain. This ratio shows the smallest scatter of all

our derived relations followed by R3 and the linear O3O2. Finally, the remaining N2O2 and

N2S2 ratios also show negligible correlations with the metallicity both by the individual values
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distributed as a cloud of points and the binned data around ∼ −1.0 for N2O2 and ∼ −0.4 for

N2S2. The quadratic relations derived for these ratios are very steep and partially resemble

the individual points, leading to larger scatters compared to the rest of the polynomial fits.

4.3.1 Local Star-forming Galaxies
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Figure 4.5: Comparison of the calibrations derived in this work against calibrations based on z ∼ 0
HII regions. The markers, lines, and transparency of our data follows the same format than in
Figure 4.4. Colored faded lines correspond to local relations from Denicoló et al. (2002); Pettini
and Pagel (2004); Tremonti et al. (2004); Nagao et al. (2006); Maiolino et al. (2008); Marino et al.
(2013); Curti et al. (2020), and Sanders et al. (2021). Only relations between metallicity and N2,
R3, R2, R23, O3N2, R3N2, N2O2, O3O2, and Ne3O2 are included.

We compare our results with some of the most used empirical calibrations from the litera-

ture derived from samples of HII regions (Denicoló et al., 2002; Pettini and Pagel, 2004) and

star-forming galaxies (Tremonti et al., 2004; Nagao et al., 2006; Maiolino et al., 2008; Marino

et al., 2013; Curti et al., 2020; Sanders et al., 2021). These relations often had to also opt for

using photoionization models to complement their sample and span a wider range of metal-

licities. In Figure 4.5 we observe that our results effectively separate from most of the z ∼ 0

calibrations. The N2 ratio in this work exhibit a shallower slope with metallicity compared

to local calibrations, although the low metallicity end agree very well. A sub-sample of four
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galaxies in this study seems to follow closely the relations presented by Pettini and Pagel

(2004) and Marino et al. (2013), but constitutes only 22% of our sample consistent with such

predictions while the other 78% of the sample is systematically shifted to higher metallicities

by 0.2 dex at N2 ≳ −1.5. The R3 ratio shows also a significant separation with local cali-

brations with a best-fit relation lying above the predicted values from Maiolino et al. (2008);

Curti et al. (2020); Sanders et al. (2021). The scatter of R3 in this work is consistent with the

0.07 intrinsic scatter of the calibration from Curti et al. (2020) that is the closes to this ratio

for the metal-poor part of our sample, but the differences increases considerably towards high

metallicity. Maiolino et al. (2008) and Curti et al. (2020) are able to reproduce an impor-

tant part of our data throughout the entire range of metallicities. However, our sample still

appears clumped below at the intermediate range of our data (12 + log(O/H) ∼ 8.2). There

is no much gain in comparing the shapes of the relations for the R2 ratio since it is poorly

constrained above 12+log(O/H) = 8.4. That is also the case for the full range of metallicities

in the R23 panel where our relation remains extremely flat compared to the steep relation

from Tremonti et al. (2004) and lie above the rest of the literature calibrations. The shape

gives no information, but the R23 of our analogs appears to be systematically larger than

those of local HII regions suggesting a different normalization than literature relations. The

O3N2 ratio seems to inherit the behavior of N2 with a less steep relation than in literature

and a clear separation towards high metallicities. The R3N2 deviate very well from the cali-

brations of Nagao et al. (2006) and Maiolino et al. (2008), suggesting a higher normalization

in this relation and the difference increase with metallicity. However, this ratio shows one

of the largest scatters both visually and in Table 4.2. The nonexistent correlation between

the N2O2 ratio and metallicity aforementioned leads to a really close quadratic polynomial

compared with the Nagao et al. (2006) relation that has a positive and smoothly increasing

correlation. Many literature calibrations fall below the tight relation found in this work for

the O3O2 ratio which predict higher metallicities for fixed O3O2. Finally, the Ne3O2 shows

a similar slope than the relation in Maiolino et al. (2008), but it is shifted to drastically

higher metallicities for fixed Ne3O2 for the whole range of values of 12+ log(O/H), reaching

differences of ≳ 0.3 dex in metallicity.

Overall, all relations derived in this work show systematically larger metallicities than

those predicted by the relations calibrated with local HII regions and star-forming galaxies.

The differences appear to increase towards the high metallicity regime of our data in the

linear relations compared in Figure 4.5. Excluding the portion of 22% of our data consistent

with local relations (See the points with low errorbars in the N2, R3, O3N2, and R3N2 panels

of Figure 4.5) and some fraction of the relations that provide useless comparisons such as

R23 and N2O2, most of the linearly tight relations provide significant differences with the

predictions of calibrations done with galaxies in the local Universe. We discuss the validity

and impact of these results in Section 5.3.
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4.3.2 High-z Analogs
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Figure 4.6: Comparison of the calibrations derived in this work against literature based on other
samples of local analogs. The markers, lines, and transparency of our data follows the same format
than in Figure 4.4. In this case, the relations are compared to galaxies at z ∼ 0.8 from Jones et al.
(2015), the local SDSS analogs relations from Bian et al. (2018), and extreme emission line galaxies
(EELGs) from Pérez-Montero et al. (2021) shown as red, blue, and green solid faded lines. The
only ratios available for comparison are N2, R2, R3, R23, O3N2, O3O2, and Ne3O2.

We compare our calibrations with literature relations based on samples of local analogs of

high-z galaxies. This is done in Figure 4.6 where we face our results against the calibrations

based on 1) star-forming galaxies at z ∼ 0.8 (Jones et al., 2015), 2) stacked spectra of SDSS

local analogs selected with the same criteria described in this work (Bian et al., 2018), and

3) a sample of extreme emission-line galaxies (EELGs) (Pérez-Montero et al., 2021). In this

case, we were able to compare the ratios N2, R2, R3, R23, O3N2, O3O2, and Ne3O2. Once

again, the N2 ratio show a more shallower slope with respect to the metallicity compared to

relations of Bian et al. (2018) and Pérez-Montero et al. (2021). These relations have similar
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trends than that of Pettini and Pagel (2004) and Marino et al. (2013) as it can be appreciated

in Figure 4.6 where the same points of our data consistent with the local relations are fol-

lowing the trends from SDSS analogs and EELGs. Interestingly, the majority of our sample

of analogs deviates from the trends explored by (Bian et al., 2018) who selected galaxies

under the same criteria from (Bian et al., 2016). Those relations deviate by 0.05 − 0.1 dex

compared to local HII regions and our relation in N2, for instance, shows a large difference of

about 0.25 dex in metallicity for galaxies with N2 = −1.5. The R3 ratio, on the other hand,

is more consistent with literature relations by leaving most of our dataset between the Jones

et al. (2015) and Bian et al. (2018) relations up to 12 + log(O/H) = 8.4, which is the actual

limit of validity of Bian et al. (2018). Our data sample reaches a few values above this limit

giving a more flatter quadratic calibration of R3. The R2 ratio results very similar to the

Jones et al. (2015) calibration, although the difference between the relations increases up to

0.2 dex in the R2 ratio at higher metallicities. Our best-fit relation is not able to describe

the metal rich bin in the right-most part of the R2 vs 12 + log(O/H) plot, unlike the Jones

et al. (2015) calibration that predict a more rapidly changing polynomial. The calibrations

of the R23 ratio are closer to describe the levels of our measured R23 than the relations from

z ∼ 0 HII regions. However, the trends of the quadratic polynomial are still very different

due to the flat relation predicted by our data. The O3O2 and Ne3O2 ratios show closer

results to those from the literature in contrast to the O3N2 ratio that shows a similar differ-

ence than N2. The big difference again emerges from the fact that previous relations do not

reach the high metallicity bin of our data for the values of the ratios involved, being (Bian

et al., 2018) relations being the closest to our data until 12 + log(O/H) ∼ 8.3 in O3O2 and

12 + log(O/H) ∼ 8.1 in Ne3O2. Our relations there predict a flatter slope in the ratios vs

metallicity plane, meaning that literature relations would be underestimating the metallicity

by about 0.2 dex by O3O2 ∼ 0.4 and 0.3 dex by Ne3O2 ∼ −0.5. The O3O2 and Ne3O2

relations from Jones et al. (2015) and Pérez-Montero et al. (2021) are very similar between

them and consistent with the ranges of values of Bian et al. (2018) in the low metallicity end.

We therefore found that our analogs hold big differences not only with calibrations based

on local HII regions but also with relations based on distinct populations of galaxies whose

ionization conditions are more extreme (Bian et al., 2018; Pérez-Montero et al., 2021) or

galaxies of the epoch when the Universe had about half his age Jones et al. (2015). We explore

the reason behind these differences and the impact they have in metallicity estimations of

high-z galaxies in Section 5.3.
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4.3.3 Photoionization Models
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Figure 4.7: Comparison of the calibrations derived in this work against calibrations based on pho-
toionization models. The markers, lines, and transparency of our data follows the same format
than in Figure 4.4. Relations are plotted along with models from Dopita et al. (2016); Strom et al.
(2018), and Papovich et al. (2022). Furthermore, models from Garg et al. (2023) for galaxies at
z = {0, 2, 5} are included as solid red, dashed, and dotted lines, respectively. In this case, all the
ratios are available for comparison with Garg et al. (2023).

One last relevant comparison that we can perform in this study is to face our relations

against photoionization models. In Figure 4.7 we plot our relation among literature cali-

brations from Dopita et al. (2016), Strom et al. (2018), Papovich et al. (2022), and Garg

et al. (2023). In this case, we have available comparisons with all the ratios defined in this

study. The Strom et al. (2018) calibration for N2 and O3N2 is very different to our derived

trends, showing very steep relations of ratio vs metallicity. The pairs (R23, 12 + log(O/H))

measured in this work are consistent with the turnover part of the relations from Strom et al.

(2018) and Papovich et al. (2022). The N2S2 ratio presented by Dopita et al. (2016) matches

almost exactly the best-fit relation found in this work for galaxies with 12+ log(O/H) > 8.3,
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but the separation increases enormously towards lower metallicities owing to the flat trend

traced by the binned data. Garg et al. (2023) used a combination of cosmological models

and photoionization models to establish evolving empirical relations with redshift which are

tested in this study by comparing the solutions at z = 0, 2, and 5 with our local analogs. The

red solid line representing the z = 0 calibration is the farthermost curve in most of the cases,

while the z = 2 and 5 calibrations get closer to our measurements. The models of R3 and

R23 are far from the measured values falling almost out of the range of values of these ratios

in their corresponding panels. The R2 relations from Garg et al. (2023) predict a flatter

behavior compared to the increasing trend of our data to high-metallicities and the ranges of

values between 12+log(O/H) = 8.0 and 8.4 agree very well with the three redshift curves due

to the very small variation between them. Some models approximate very well the relations

found in this work as one increases the redshift of the relation. This is the case of N2, O3N2,

R3N2, S2, and O3S2, where the closest match to our relations are the z = 5 calibrations.

The match between this calibration is outstanding for 12 + log(O/H) < 8.4 in N2 and the

full range of metallicities for S2. The high-metallicity end of O3O2 and O3S2 agree well with

the z = 2 and 5 from Garg et al. (2023), respectively. On the other hand, although the shape

of the trends are similar, the normalization is systematically shifted in the O3N2 and R3N2

relations, making them unable to predict our measurements. The Ne3O2 ratio shows little or

negligible evolution in Garg et al. (2023) models, separating the relations significantly from

our calibration. Finally, the N2O2 and N2S2 ratios once again have an unfair comparison due

to their little correlation with metallicity. Not only the trends suggested by the models are

different than our data, but the evolution appears to separate even more from the measured

ratios at fixed metallicity from z = 0 to 5.

Our results constitute a good constraint to the photoionization models thanks to the

detailed amount of SELRs measured from our sample. A substantial fraction of the SELRs

involved in this study are consistent with the evolutionary trend of the models from Garg

et al. (2023). We comment on the role of our galaxies as indicators of metallicities in high-z

galaxies suggested by the comparison with these models in Section 5.3.
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Chapter 5

Discussion

In this chapter we discuss about the implications of the results found in Chapter 4. Section

5.1 analyzes our results along with ionization diagnosis to discuss about how good is the

sample as local analogs of high-z galaxies. Section 5.2 explore the impact of the temperature

relations in this work on measuring metallicities at high-z using the direct-method with a

partials sets of emission lines as in literature. Finally, Section 5.3 discuss about the validity

of our new metallicity calibrations with SELRs and the predictions of chemical abundance

studies in the distant Universe.

5.1 The Ionization Nature of the Sample of Local Analogs

We explore the resemblance of the ionizing conditions of the ISM of our sample of local

analogs given the results presented in Section 4.1. For this, a full perspective of what our

sample consist of is necessary to have a full pictured analog scenario. The results of Section

4.1 imply that the local analogs consist of a sample of low mass galaxies with a median of

log(M/M⊙) = 8. The local mass-metallicity relation derived in Tremonti et al. (2004) predicts

a metallicity of 12+ log(O/H) ∼ 8.186 which is consistent with the median metallicity of the

local analogs 12 + log(O/H) = 8.187 ± 0.017. This result suggest that the analogs selected

based on the shifts of the ISM conditions in the BPT diagram tends to select also low-mass

and relatively metal-poor galaxies in the local Universe. The predicted SFR from the SED

models in our sample is really high for the ranges of stellar mass involved, leading to very high

sSFR compared to galaxies in the main sequence at z ∼ 2 (Rodighiero et al., 2011). However,

the SFR might be one of the parameters with more caveats that we measure. First, the optical

photometry alone is not enough to constraint the star-formation activity accurately ignoring

the information that other bands could provide. Furthermore, the SFH used to describe the

SED of the local analogs include a recent epoch of bursty star-formation that increases the

instantaneous measure of the SFR. Indeed, if we take the averaged SFR over the last 100

Myrs provided by CIGALE we find that the SFR is decreased by δ log(SFR) = 0.85 and would

resemble the properties of main-sequence galaxies at z ∼ 2. The levels of the instantaneous

SFR goes beyond the main sequence of galaxies at z ∼ 4 (Schreiber et al., 2015) which
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makes these results even more suspicious. These results suggest that the local analogs could

possibly constitute a sample of very active star-forming galaxies at least compared to the

local galaxies in the main sequence.

Figure 5.1: BPT diagnosis of local analogs. The left, middle, and right panels shows the [N II],
[S II], and [O I]-based versions of the BPT diagram (Baldwin et al., 1981; Veilleux and Osterbrock,
1987) for galaxies from SDSS. Our local analogs are shown as dark-blue points with 2σ errorbars,
while SDSS galaxies are represented by gray dots. All panels contains the demarcations defined by
ionization models from Kewley et al. (2001), including the Kauffmann et al. (2003) relation in the
left panel. The vertical green dashed lines indicate the limits from which to the left the emission
from AGNs and fast shocks are significant (Kewley et al., 2019)

To confirm whether our sample is dominated by active star-formation and to check if the

conditions of the ISM resemble those of galaxies at high-z, we discuss about the results of

the physical properties of the gas of the local analogs. To aid the analysis of the results

of electron density and ionization parameter of Section 4.1, Figure 5.1 shows the three ver-

sions of the BPT diagnostic diagrams for galaxies in this work. The BPT-N2 diagram in

the first panel was the used to select the sample of local analogs (Bian et al., 2016). The

local analogs cluster in a sequence-like shape below the limit of the starburst models (Kewley

et al., 2001) and show log([N II]λ6584/Hα) < −0.5, satisfying two of the three restrictions of

the selection criteria (See Section 2.2). In particular, our sample exhibit even lower nitrogen

emission where log([N II]λ6584/Hα) < −1.0. At these ratios, models suggest that the AGN

excitation leads to log([O III]λ5007/Hβ) > 1.0 (Kewley et al., 2019), which is not observed

in our galaxies. Along with the demarcations from Kewley et al. (2001) and Kauffmann

et al. (2003) suggesting star-formation as the source of excitation, we can discard any pos-

sible AGN contamination in our sample. Nevertheless, fast-shocks can still reach down to

log([N II]λ6584/Hα) = −1.5 at the same range of oxygen strength measured in our analogs

around 0.5 and 1.0 in the y-axis. For this reason, we include the BPT-S2 and BPT-O1 dia-

grams that can help separating other types of excitation sources. By checking the possible

values of the grids of photoionization models in Figure 11 of Kewley et al. (2019) we notice

that excitation by fast-shocks is more important for log([S II]λλ6716,6730/Hα) ≳ −0.75 and

log([O I]λ6300/Hα) ∼ −1.5. Our sample of analogs are all clustered below these values
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and are consistent with the Kewley et al. (2001) demarcations as well, lying well inside the

sequences of star-forming galaxies. Therefore, the combination of the three BPT diagrams

suggest that the source of excitation in our local analogs is pure star-formation activity as

expected from the selection criteria.

Figure 5.2: Zoom in to the BPT-N2 diagram of our local analogs color-coded by distinct physical
properties. Gray cross in each panel shows the exaggerated 10σ uncertainty of our measurements.
As well as in Figure 5.1, the gray dots represent the position of SDSS galaxies in the diagram. The
upper left and right panels show the position of our analogs as circles with no errorbars color-coded
by the ionization parameter and electron density, while the lower left and right panels are color-
coded by the metallicity and the N/O ratio, respectively. Each panel includes the selection criteria
defined in Section 2.2 (Bian et al., 2016). The red and blue solid lines show the abundance main
sequence of star-forming galaxies at z = 0 (Kewley et al., 2013a) and z ∼ 2.3 (Steidel et al., 2014),
respectively. An extension of these relations to lower values of log([N II]λ6584/Hα) is indicated
with dashed lines of the same color.

Assuming that star-formation is the dominant source of excitation of the analogs sug-

gested by the BPT diagnosis, we need to explore further which of the properties of the

galaxies can lead to the shifts in the diagrams at higher-z. In Figure 5.2 a zoom in into

the region where our analogs lie is shown. First, we confirm the shift to higher values of [O
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III]λ5007/Hβ compared to the star-forming abundance sequence of galaxies at z = 0 (Kewley

et al., 2013a). Instead, our galaxies clump very well around the relation found by Steidel

et al. (2014) of galaxies at z ∼ 2.3. Most of our analogs match the selection criteria, but a

few sources lie below the lower limit that was defined to avoid contamination from normal

star-forming galaxies at z = 0, but they are still in the range of variation of galaxies at

z ∼ 2.3 considering the scatter of 0.12 found by Steidel et al. (2014). The position of the

sources in the diagram supports the idea of the analogs as good laboratories to probe the

properties of high-z galaxies.

As discussed in Section 2.1, two properties that can drive shifts in the BPT diagram are

the electron density and the ionization parameter. Results from Section 4.1 show that the

gas in our galaxies have electron densities between the median values of the local Universe

and high-z galaxies (See Figure 4.1). Assuming that our galaxies are good analogs, our re-

sults suggest that the electron density might have a minor contribution to this shift, owing

to the fact that these galaxies do not need the same high values of ne of galaxies at z ∼ 2.3

(Sanders et al., 2016) to reach the same level of strength in the [O III]λ5007/Hβ ratio given

that they follow closely the relation found in Steidel et al. (2014). Furthermore, we find no

evidence of variation to lower [N II] emission with electron density as shown in the upper

right panel of Figure 5.2, suggesting that variations in the x-direction of the BPT are not

likely to be driven neither by the electron density. On the other hand, the difference in

ionization parameter with local galaxies and even the SDSS analogs studied by Bian et al.

(2016) is more drastic, putting this variable under scope as a driver of the high excitation of

the gas. The higher ionization parameters in our sample indicate that the hardness of the

ionization field or the luminosity of the stellar population is enhanced compared to galaxies

in the local Universe. By exploring grids of models with different ionization conditions, Stei-

del et al. (2014) suggested that the shifts in the BPT diagram not only could be driven by

a higher ionization parameter, but it could also contribute on shaping a sequence in high-z

star-forming galaxies. Our results indeed appear to show a sequence in ionization parameter

as it can be appreciated in the upper left panel of Figure 5.2, where higher values of log(U)

are found with decreasing [N II]λ6484/Hα and vice versa. The ionization parameter is still

sensitive to changes in metallicity as we can see in the lower left panel of Figure 5.2 where

the metal-rich galaxies in our sample appear to have stronger [N II] emission with respect to

Hα, although the trend is less evident, this would support the inverse proportionally between

metallicity and the ionization parameter. The models from Steidel et al. (2014) get tight

when they assume a linear relationship between metallicity and the N/O ratio instead of

considering constant N/O ratio near solar values. It is crucial to constrain the N/O ratio to

avoid degeneracies with other physical parameters in models when reproducing the strength

of the [O III] and [N II] lines in the BPT diagram. This encouraged us to investigate the

relation between the oxygen abundance and the N/O ratio. While the metallicity shows a

small trend in our data, the lower right panel of Figure 5.2 shows no clear evidence of a

sequence in N/O values along the position of our analogs in the BPT diagram. This imply
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that there is no clear relation between N/O and O/H.

Indeed Figure 5.3 supports this statement by studying precisely the relation between these

abundances. As observed in Section 4, the sample of analogs exhibit sub-solar metallicities

with all values below 12 + log(O/H) = 8.69 which is the adopted solar oxygen abundance in

this work (Asplund et al., 2021). Three sources with relatively low metallicity in our sample

have a nitrogen abundance near the solar log(N/O), while the majority of our sample is well

located around the primary regime of nitrogen production (Andrews and Martini, 2013). We

observe that there is no clear correlation between N/O and O/H abundances as they mostly

populate the primary regime where they agree with metal-poor galaxies in the local Universe

(Izotov et al., 2006). Although there are differences with N/O ratios found in local HII

regions located mainly in the secondary regime of nitrogen production (Berg et al., 2020a),

the lack of correlation with O/H suggest that this parameter does not drive significant shifts

in the line ratios of the BPT diagram of the local analogs in this work. It is noteworthy

that most of our analogs agree with the abundance plateau of log(N/O) ≃ −1.5. This is the

so-called primary regime of nitrogen production where galaxies are creating nitrogen from

intermediate-mass stars in a scenario where the gas has not been enriched enough to use

carbon to catalyze nitrogen production. Figure 5.3 act as a clock of elementary production

in galaxies where we would expect young systems with metal-poor gas lying in this primary

regime (Henry et al., 2000). These results support the quality of our analogs as the expecta-

tions of the early Universe is that the ISM is less enriched because galaxies would be building

significant part of their mass from metal-poor gas and still haven had enough time to form

more stars from metal-rich gas originated by stellar feedback.

Since our sample is not abundant, our implications lack of statistical significance, but

provide a valuable insight into the trends of galaxies at high-z that cannot be achieved with

the same robustness due to limited sets of emission lines in the distant Universe. Bian et al.

(2020) compared the N/O ratio and oxygen abundance of a sample of stacked spectra of

local analogs selected with the same method than this work against SDSS galaxies. They

found that the local analogs are in average around N/O = −1.43 and local SDSS galaxies

at N/O = −1.53. The exact comparison should be made by binning our individual analogs

and compare directly with Bian et al. (2020) results, but as we mentioned, our galaxies are

clustered around the N/O plateau at −1.5 and we expect the average to do so. According to

Bian et al. (2020), a difference above 0.2 dex should exist compared to local SDSS galaxies for

N/O to have a significant contribution on shifting the position of the galaxies to the z ∼ 2.3

locus in the BPT-N2 diagram. Thus, our results confirm that the N/O ratio and electron

density have a minor contribution on driving the hard ionization conditions on sample, being

the ionization parameter and metallicity the most sensitive characteristics indicating the

possible sequence suggested by Steidel et al. (2014).
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Figure 5.3: N/O ratio as a function of 12 + log(O/H). The measurements of the local analogs in this
work are shown as dark-blue circles with 3σ errorbars for appreciation. Yellow dots with errorbars
represent the measurements of metal-poor galaxies from SDSS at z = 0 (Izotov et al., 2006), and red
dots with errorbars are HII regions from local galaxies of the CHAOS Survey Berg et al. (2020a).
The black-dotted line indicates the solar abundances from Asplund et al. (2021). The black dashed
lines dennote the primary and secondary regimes of nitrogen production (Andrews and Martini,
2013).

5.2 Implications of Temperature Relations

The temperature relations derived in this work and presented in Section 4.2 not only provide

a new benchmark for estimations of the metallicity in galaxies at high-z, but also gives some

insights into their physical conditions. One aspect of this is the good agreement between

the Te[O II] vs Te[O III] relation derived in this work and the density dependent relation of

PM17 for an input density of ne = 250 cm−3. In the previous section, we already assessed

the role of the density as a trigger for higher ionization conditions in the ISM of our galaxies

by showing that it is not the main responsible of the evolution in the BPT diagram. Here,

we compare the effect of density variation in the temperature relation between Te[O II] and

Te[O III].

Figure 5.4 shows the measured pairs of Te[O II] and Te[O III] as well as in Figure 4.3,

but including literature predictions of how the relation between these variable changes with

density. We observe that there is no correlation at all due to the fact that very dark-blue

circles with low electron density can exhibit really low values of Te[O II] in the regime where
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Figure 5.4: Te[O II] as a function of Te[O III] for our local analogs compared to predicted relations
from density variations by (Pérez-Montero, 2017). Circles represent our measurements without
errorbars and color-coded by the electron density. Colored regions follow the same color-code than
our data points in intervals of 100 cm−3. The first interval covers from 10 to 100 cm−3 since a value
of 0 is not physical.

the PM17 relation should hold for galaxies with ne = 1000 cm−3. As the majority of our

sample have values around ne = 100 cm−3 a fraction of our data points agree well with the

colored regions. The combination of these points plus the low density and low Te[O II] results

makes our predicted best-fit relation to drop down and be consistent with ne = 250 cm−3 as

shown in Figure 4.3. This imply that the role of the electron density in shaping temperature

relations of high-z galaxies is little understood yet by the literature and our results do not

constitute a helpful test due to the fact that our galaxies have an approximately uniform

level of electron densities around ne = 100 cm−3. Even more, the galaxy in our sample with

the highest electron density J0240-0828 exhibits the highest Te[O II] measured, contrary to

the predictions from PM17. Having discussed this, we now can go for the implications that

our derived relation has for high-z studies.

Many studies of metallicities of galaxies at high-z do not have good detections of the

[O II]λλ7319,7331 doublet, and therefore, they cannot estimate directly Te[O II] and the

singly ionized oxygen abundance O+/H+ (Christensen et al., 2012; James et al., 2014; Sanders

et al., 2016). Instead, they use the temperature relation between Te[O II] and Te[O III]

based on photoionization models outlined by G92. We assess the quality of our derived

temperature relation by using it to predict the oxygen abundance and compare it with G92

which is the most widely used relation in the literature. Figure 5.5 shows the predictions of

these temperature relations. We observe that there is a very good agreement between the
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two relations and the real values of metallicity for galaxies with 12 + log(O/H) ≲ 8.0. For

metallicities in the range between 8.0 and 8.4, the G92 relation shows systematically larger

estimated metallicities while the predictions from our relation is in close agreement with

the real values (Except for the point at 8.2 away from the trend). At higher metallicities

the relations depart from each other with larger values from G92 and lower values from our

relation compared to the real values of our galaxies. Again, an exception is the galaxy with

the highest metallicity in our sample at 12 + log(O/H) ∼ 8.6 where we see that our data

departs from the 1:1 relation, supporting the idea of the questionable validity of Te-based

metallicities in the high metallicity regime, although it has been proposed to apply above the

Solar abundance 12 + log(O/H) = 8.69 (Stasińska, 2005).
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Figure 5.5: Comparison of metallicities calculated using Te[O II] estimated from the temperature
relation derived in this work against the relation from Garnett (1992). The estimations are shown
as dark-blue and orange circles with 2σ errorbars. The dotted line denotes the 1:1 relation between
the estimated and measured abundances. A residual plot is included below taken from the difference
between the estimated and the real values of abundances.

Compared to the real values of metallicity measured for our galaxies, ours and the G92

relation have a scatter of σ = 0.11 and σ = 0.12 respectively. The scatter gets affected easily

by possible outliers in the sample such as the mentioned exceptions of Figure 5.5. If we do

not consider those two distant points the scatter drops down to σ = 0.059 for our relation

and to σ = 0.078 for Garnett (1992), almost 0.02 dex difference. This indicate that our

relation is more accurate on predicting metallicities also supported by the mean difference

of ∆ log(O/H)This work = 0.078 against ∆ log(O/H)G92 = 0.11 which deviates from the real
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values by 0.032 dex more compared to our relations. Assuming our relation is the closest

scenario to the high-z Universe, using the G92 relation on galaxies at high-z would be over-

estimating the metallicities by 0.03 dex in the range 7.8− 8.6.

Regarding the rest of the temperature relations, we found that there are mild differences

with the G92 relations. The good agreement of Te[O III] and Te[S III] and the low scatter of

the relation make its use preferable when estimating the Te[S III] temperature from Te[O III].

This relation is of particular use when the [S III] lines above 9000Å in rest-frame are not

detected. Even having an estimation of Te[S III] by using these relations and the flux of the

[S III]λ6312 line, the sulfur abundance can be estimated which makes this relation a really

powerful tool. The Te[N II] temperature, on the other hand, appears to be elusive even for

our high-quality data leaving the study of its relation with other temperatures unexplored at

high-z. Against expectation from photoionization models that states that Te[O II] ∼ Te[N II]

due to the similarity of the ionization potentials (Pérez-Montero, 2017), the estimations of

Te[N II] are considerably higher than Te[O II] in all cases. Such differences between these

quantities can have place due to high density condensations or the presence of planetary

nebula (Martins and Viegas, 2002). The contribution to the integrated ionized ISM properties

from planetary nebula is negligible if there is any, and we are not able to state whether small

scale variations in this case are able to drive such temperatures. The reason behind these

values remains thus unknown, but our results constitute possible evidence against the Te[O

II] ∼ Te[N II] assumption in high-z galaxies.

5.3 Metallicity predictions in High-z galaxies

In this section, we asses the validity of our newly derived calibrations of metallicity vs SELRs

from Section 4.3. In this work we probe a total of 12 SELRs that require various sets of differ-

ent emission lines such as Hα, Hβ, [N II]λ6584, [O III]λ5007, [O II]λλ3726,3729, [Ne III]λ3868,

and [S II]λλ6716,6730. These sets of SELRs give a valuable insight into the expected relations

for galaxies at high-z in the era of JWST which is able to cover a large range of these lines

towards z ∼ 4 and beyond (Sanders et al., 2023). Note that we do not include diagnostic

ratios based on [S III]λ9069 and [S III]λ9532 since these are in the near-IR range in rest-frame

spectra of star-forming galaxies making them to be even more shifted to larger wavelengths

in spectra of high-z galaxies. Instead, the use of bluer lines such as [O II] and [Ne III] lines

open the possibility of using O2 and Ne3-based calibrations up to extremely high-z.

Previously, Bian et al. (2018) provided calibrations from local analogs valid over the

range 7.8 < 12 + log(O/H) < 8.4. In this work, we are able to cover metallicities up to

12+ log(O/H) ∼ 8.6, giving a little glimpse of how the behavior of the calibrations should be

at higher metallicities. It has been claimed that a higher metallicities the direct-Te method

underestimate the oxygen abundance, an effect that has been attributed to temperature
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stratification in nebulae (Maiolino et al., 2008; Stasińska, 2005). This effect is more im-

portant above Solar metallicity (12 + log(O/H) = 8.69;Asplund et al. 2021) which sets the

threshold above the ranges studied in this work. On the other hand, our sample consist on

observations of only 18 galaxies which indeed sets a benchmark on the trends observed in this

study, but there is still a lot of margin to increase statistical significance. Then, the use of

the relations presented here must be taken with caution above Solar metallicity, considering

the uncertainties associated to the extrapolation of these results for metal-rich sources where

our relations are found to show the largest differences with local HII regions (Denicoló et al.,

2002; Pettini and Pagel, 2004; Nagao et al., 2006; Maiolino et al., 2008; Marino et al., 2013;

Curti et al., 2020; Sanders et al., 2021) (See Section 4.3.1).

Having said that, one of the first things to emphasize from the results of Section 4.3 is the

utility that each relation provides as indicators of metallicity. The lack of correlation in the

N2O2 and N2S2 ratios suggest that the quadratic fit for these sources is not entirely reliable,

even more in the low and high limits of the metallicity range covered by our galaxies. This

is also the case of the R23 ratio, where our galaxies sample exactly the region in metallicity

where the ratio changes its growth and little variation is observed. These results turn dis-

posable the use of the R23, N2O2, and N2S2 relations derived in this work. On the other

hand, other polynomial relations such as R2, R3, and R3N2 show reasonable correlation with

metallicities of our galaxies. However, the best-fit polynomial relation derived in this work

also predicts a double-valued behavior inside the range of metallicities covered by our analogs.

For instance, values of R3 = 0.8 and R2 = 0.0 have valid solutions in metallicity separated by

about 0.4 and ≳ 0.6 dex. The use of extra ratios such as O3O2 has been proposed to break

degeneracies in double-valued relations (Maiolino et al., 2008), so whatever use of the R2, R3

and R3N2 relations of this work should not be considered alone. It is also not clear whether

these ratios host a double-valued relation in reality for the studied metallicity range, since it is

a matter of debate whether the mean trends traced by the binned data imply linear relations

instead. The truth is that we cannot confirm the prevalence of linearity over relations of a

higher degree due to the high scatter of our data, opening the possibility of admitting both

models. The linear relations studied in this work are the most reliable relations that we can

use as indicators of metallicities in high-z galaxies. These include the use of the N2, O3N2,

O3O2, Ne3O2, S2, and O3S2 ratios. Marino et al. (2013) found that calibrations involving

ratios of lines that are not sensitive to the ionization parameter are found to have more scat-

ter. We confirm this statement by the large scatter inspected both visually and numerically

in N2 and S2 based lines. The tightest correlations found in this work correspond to the ratio

O3O2 and Ne3O2 placing them in the podium of indicators of metallicities in high-z galaxies.

As expected, our relations show large deviations from calibrations based on z = 0 HII

regions, but they also surprisingly depart from previous samples of local analogs (Jones et al.,

2015; Bian et al., 2018; Pérez-Montero et al., 2021) (See Section 4.3.2). This encouraged us

to test the differences that the use of our relation might introduce in constraining the oxygen
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abundance. Bian et al. (2018) pointed that calibrations made with the selection criteria of

Bian et al. (2016) may not resemble the conditions of mass-selected galaxies. Instead, UV-

selected galaxies such as in Steidel et al. (2014) constitute an appropriate scenario to test the

calibrations where the excitation mainly comes from the ionization field, which is stronger in

these samples. Therefore, we test the differences in metallicity estimations between this work

and the SDSS analogs relations from Bian et al. (2018) by using our relations in UV-selected

galaxies at z ∼ 2.3 (Steidel et al., 2014).
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Figure 5.6: Comparison of metallcities of UV-selected galaxies at z ∼ 2.3 (Steidel et al., 2014) esti-
mated with previous N2 and O3N2 calibrations. Black, red, and blue circles indicate the estimations
from SELRs calibration of Pettini and Pagel (2004), Bian et al. (2018) and this work. The shaded
gray region denote the cut where our relations are valid in terms of the SELRs and the shaded
green region is the range of metallicities where blue points are extrapolations using the relations
presented in this work.. These regions are above the maximum value of 12 + log(O/H) = 8.62, and
the maximum and minimum of N2 and O3N2 measured in this work.

Figure 5.6 shows the predictions of the N2 and O3N2 ratios compared to the re-evaluations

of the Pettini and Pagel (2004) made by Steidel et al. (2014). The validity of our relation

is restricted by the shaded regions shown in both panels. The gray region cut the values of

SELRs that we do not cover in this work (Sets maximum N2 and minimum O3N2 values de-

scribed below in this same paragraph), hence, no points are shown there. The green indicate

the region where our data does not cover metallicities either, but galaxies with ratios above

-1.3 observed in Steidel et al. (2014) are predicted to be thanks to extrapolations of the re-

lations derived in this work. The galaxies in this piece of analysis have 12+ log(O/H) ≲ 8.6,

N2 < −1.11, and O3N2 > 1.78.

This ranges highly constrain the sample of galaxies at z ∼ 2.3 leaving just a few sources

of the tail of the values of N2 and O3N2 measured. We observe that the Bian et al. (2018)

relations deviate very little with respect to the re-calibrations made by (Steidel et al., 2014).

However, our relations predict drastic differences in metallicity. First, only 4 (6) galaxies
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lie in the valid range of our N2 (O3N2) relation leaving little room of comparison. The

mean difference between our estimations an the Pettini and Pagel (2004) predictions are of

∆(12 + log(O/H)) = 0.32 for N2 and ∆(12 + log(O/H)) = 0.38 for O3N2 which are enor-

mous compared to changes of the order of 0.1 dex difference between (Pettini and Pagel,

2004) and Bian et al. (2018). Compared to Bian et al. (2018), our results show in aver-

age larger metallicities by ∆(12 + log(O/H)) = 0.28 for N2 and ∆(12 + log(O/H)) = 0.30

for O3N2. Our data systematically predicts very large oxygen abundances than previous

relations in the context of z ∼ 2 galaxies. Which ones are the correct calibrations? The

answer is we do not know until we robustly determine metallicities of galaxies at z ∼ 2 with

similar ionization conditions and without relying on empirical calibrations. Then we could

see which of these relations is closer and advance on unveiling the nature of galaxies at high-z.

We further explored the applicability of our relations to galaxies at higher z. Bian et al.

(2018) proposed that if the ISM conditions of star-forming galaxies do not change from z = 2

to z = 5, their calibrations would hold until such epoch of the Universe. Our sample of

analogs resemble the ionizing ISM conditions of galaxies at z ∼ 2 as it has been shown in

Sections 4.1 and 5.1. However, some of the calibrations derived in this work agree well with

the predicted relations found from models at z = 5 rather than z = 2 (See the N2, R2, S2,

O3S2 ratios in Figure 4.3.3). Although the rest of the relations do not show a clear agreement

with neither of the relations between z = 0 to 5, the results call the attention to the validity

of metallicity calibrations at higher z. To put this discussion into context, we compare the

measurements and the best-fit relations of this work compared to the calibration of Sanders

et al. (2023) comprising a sample of galaxies in z = 2− 9 and three individual measurements

of Curti et al. (2022), illustrating the power of the James Webb Space Telescope.

Figure 5.7 shows our calibrations of the R2, R3, R23, O3O2, and Ne3O2 ratios in the

range 7.8 < 12 + log(O/H) < 8.6. We extend our relations down to 12 + log(O/H) = 7.0 by

simple extrapolation as the dashed line indicates in Figure 5.7. By analyzing the differences,

we first note that the relation between the R2 ratio and O/H is described as linear rather than

polynomial for galaxies at z = 2−9 (Sanders et al., 2023), supporting our statement that the

R2 ratio can also be described with a linear relation. Our polynomial relation largely deviates

from the (Sanders et al., 2023) calibration in the high and low metallicity ends showing a

good agreement only in the valid range of our calibration. The binned results, however, follow

really well the decreasing N2 ratio forming almost a linear sequence along with measurements

from Curti et al. (2022) in the R2 panel of Figure 5.7. The next big discrepancy is witnessed

in the R23 ratio, but here little can be done due to the lack of correlation with metallicity

aforementioned that leads to poor constraint on the shape of the function. Nevertheless,

the value levels of the R23 ratio were not reached by any other relation than the models

from Strom et al. (2018) and Papovich et al. (2022), and the very high-z relation of Sanders

et al. (2023) which shows a remarkable agreement with our results, followed by a slightly

more distant Bian et al. (2018) and Curti et al. (2020) relations from the side of analogs and
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Figure 5.7: Metallicity calibrations for z > 2 galaxies (Sanders et al., 2023) for the R2, R3, R23,
O3O2, and Ne3O2 ratios. We include individual measurements of our local analogs, binned data,
and the best-fit relation with the same format than in Figure 4.4. The best-fit relations of this work
and those of Sanders et al. (2023) are shown as solid lines in their corresponding valid metallicity
range, while the dashed-line regime shows an extrapolation of the relations. Measurements of
metallicity of z ∼ 8 galaxies are shown as orange squares to probe the metal-poor regime of the
relations (Curti et al., 2022).

local HII regions. For metallicities below 7.8, our relations of R2 and R23 fail at reproducing

both the high-z calibration and the measurements from Curti et al. (2022). Aside from these

ratios, we observe excellent agreement between the extrapolation of our relation with the

high-z data at metallicities lower than 7.8 for the R3, O3O2, and Ne3O2 ratios. Between

our recommendations on which relations to use to predict metallicities at high-z we kept an

eye on the O3O2 and Ne3O2 relations that were really tight and show a clear correlation

with metallicity. In the results of Sections 4.3.1, 4.3.2, and 4.3.3, we appreciated significant

offsets between our results and literature relations for these two ratios while for a sample

of galaxies at very high z (up to 9) our relations are able to predict most of the metallicity

levels of metal poor galaxies at 7.0 < 12+log(O/H) < 7.8, showing little offsets that increase

at higher metallicities. In this sense, our results could help on constraining the shape of the

Sanders et al. (2023) relation at the high metallicity end and it would be more ideal than

using local galaxies in that range. It is worth to note that the metallicities derived in Curti

et al. (2022) and Sanders et al. (2023) were estimated using temperature relations to derive

the temperature of the low ionization zone Te[O II] from the measured value of Te[O III]

that was indeed measured. From one side, this arises again the question of the validity of

this relation at high-z galaxies, being our study one of the closer looks into this relation for
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the distant Universe through our analogs. On the other hand remains the issue: Would these

results change at z > 2 if the Te[O II] was measured directly allowing robust estimations

of 12 + log(O/H)? This is, again, something that will not be confirmed until we are able

to measure metallicities such as it was done in this study with a full budget of the required

emission lines in the spectra in galaxies in the early Universe. Even more it highlights the

importance of exploring the temperature relations in the early Universe as we have done in

this work. By now, we can only confirm that our analogs are consistent with the predicted

values of metallicities at z ≥ 2 by the R3, O3O2, and Ne3O2 ratios and along with our

temperature relations they can be used to extract measurements of as a base of comparison

for upcoming metallicity studies at high-z.
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Chapter 6

Conclusions

We studied the relations between strong-emission line ratios and the oxygen abundance for

a sample of 18 local analogs of star-forming galaxies at z ∼ 2 selected by their position in

the BPT diagram. We provide new calibrations of temperature relations and metallicity

vs SELRs that consitute one of the most complete and closest insights into the picture of

ionization and abundances studies in high-z galaxies. The conclusions of this work are listed

as follows:

• BPT diagnosis and nebular properties of the gas in our sample of analogs suggest

that star-formation is the main mechanism of excitation of the gas which is under

extreme ionization supported by the high values of ionization parameters compared

to galaxies in the local Universe (Bian et al., 2016). We further confirmed that the

contribution of electron density and N/O ratio as drivers of the shifts on the BPT is

minor and the ionization parameter is the main responsible of this effect. Our galaxies

also comprise a sample of low-mass highly-active star-forming galaxies inferred from

the SED modeling which showed systematically higher SFR and sSFR for the predicted

median stellar mass of 108.07 M⊙. The N/O abundances and the ages predicted by the

SED suggest that our galaxies are young systems on still undergoing primary stages

of gas enrichment. The joint results of the global properties of the sample of galaxies

along with the diagnostics of the nebular conditions justify the use of our sample to

probe the abundances of the early Universe as one of the closest laboratories of galaxies

at z ∼ 2.

• We derived three new temperature relations between the high, intermediate, and low-

ionization zones of the ISM for the first time for galaxies at high-z. The Te[O II] vs

Te[O III] show a flatter slope of 0.46 compared to the 0.7 of one of the most widely

used temperature relations to estimate metallicities at high-z (Garnett, 1992), leading

to differences around 0.2 dex in the metal-rich regime. Our relation also gives better

predictions with 0.01 dex lower scatter (0.02 dex excluding possible outliers) compared

to the (Garnett, 1992) relation. Our Te[S III] vs Te[O III] relation agree very well with

photoionization models (Garnett, 1992) and the use of these relations is preferable at
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high-z over the derived from local HII regions (Rogers et al., 2021; Berg et al., 2020a).

We found that changes in the temperature relation between Te[O II] and Te[O III] are

independent of electron density in galaxies at high-z.

• We provide one of the most complete sets of calibrations of metallicity with 12 SELRs

among which is N2, R2, R3, R23, O3N2, R3N2, N2O2, O3O2, Ne3O2, S2, O3S2, and

N2S2, valid in the metallicity range 7.8 < 12 + log(O/H) < 8.6. We confirm that N2

based indicators show large scatter, i.e. N2 and O3N2, and some of them have negligible

correlation with metallicity making their use disposable such as the case of N2O2 and

N2S2. Polynomial relations derived in this work might be used with caution of the

caveats they have and are not recommended to be used without the support of some

linear relations. We found significant offsets with respect to local galaxies, analogs of

high-z galaxies, and photoionization models in most of the ratios, leading to possible

underestimation of metallicities up to 0.3 dex difference in the case of the N2 and O3N2

calibrations. We found good correlations in the ratios O3O2, Ne3O2, S2, O3S2, and

R3N2, for which we recommend their use as metallicity estimators.

• Our relations remarkably agree with the abundances indicators at galaxies up to z = 9

(Derived with the aid of temperature relations based on models) by extrapolating the

range of metallicities down to 12+log(O/H) = 7.0. This open a window of applicability

to earlier epochs of the Universe than those that the analogs were initially thought of

and provide a benchmark in unveiling the abundance trends in the early Universe in

the JWST era.

Our spectra is sensitive and rich enough to detect lines of more α elements in the gas.

Further science can be done with our fully constrained electron density and temperatures.

In particular, these analogs can be used to study the elemental abundances of Sulfur, Neon,

Argon, and Iron, giving new insights into how the gas enrichment in galaxies at z ∼ 2 and

beyond.
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at Las Campanas Observatory, Chile through CNTAC programs CN2018B-84, CN2019A-42,

and CN2019B-68. We acknowledge support from the Center of Excellence in Astrophysics and
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+ FONDECYT Regular 1221310, PI: V. Gonzalez.
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ANNEXES

Annex A

SED Fitting

This Appendix shows the results of the SED fitting described in Section 3.2. Table A.1

shows the best-fit parameters of the SED of our local analogs modeled as an old stellar

population with a late burst of star-formation. Figure A.1 present the plots of the SED of

the galaxies highlighting the stellar component showing the Balmer absorption features that

were measured to correct the Balmer emission line fluxes as described in Section 3.2.

Table A.1: Physical properties of local analogs estimated from modeling their SED as the
SFH of an old stellar population model with a late burst of star-formation.

ID Age log(M∗/M⊙) log(SFR/M⊙yr
−1) AV ne χ2

ν

(Gyr) (mag) (cm−3)

J0021+0052 6.0±3.0 9.06±0.29 1.49±0.07 0.89±0.15 320.82±428.04 0.007

J0023−0948 3.1±2.1 8.49±0.06 0.67±0.04 0.930±0.004 507.99±472.35 3.527

J0136−0037 4.8±3.0 7.79±0.13 0.03±0.05 0.929±0.019 539.32±472.65 1.960

J0240−0828 6.4±3.0 7.87±0.22 0.62±0.11 0.78±0.29 478.82±467.72 0.910

J0252+0114 2.8±1.9 7.27±0.05 -0.55±0.04 0.930±0.002 480.21±470.70 2.775

J0305+0040 2.9±2.0 8.09±0.04 0.27±0.04 0.930±0.001 406.37±457.19 2.813

J0950+0042 6.1±3.0 8.51±0.31 0.99±0.08 0.87±0.19 331.40±432.39 0.019

J1146+0053 5.1±3.0 7.65±0.15 -0.09±0.05 0.93±0.04 495.52±472.08 2.892

J1226+0415 6.3±3.0 8.15±0.31 0.68±0.11 0.79±0.28 348.67±438.91 0.063

J1444+0409 6.1±3.1 6.83±0.30 -0.66±0.16 0.29±0.26 435.93±463.81 2.644

J1448−0110 6.0±3.1 7.89±0.30 0.44±0.09 0.84±0.24 422.99±461.72 0.326

J1624−0022 5.7±3.1 8.27±0.23 0.69±0.09 0.85±0.22 422.85±461.95 0.478

J2101−0555 4.9±3.0 8.99±0.16 1.27±0.04 0.929±0.025 504.23±471.44 0.252

J2119+0052 2.6±1.6 7.76±0.02 -0.07±0.02 0.93000±0.00015 452.39±461.77 10.465

J2212+0006 6.0±3.1 8.34±0.29 0.83±0.06 0.90±0.14 488.93±470.53 0.111

J2215+0002 6.0±3.0 8.06±0.26 0.49±0.04 0.93±0.05 462.52±467.18 0.249

J2225−0011 6.3±3.0 8.18±0.27 0.60±0.06 0.91±0.10 616.55±460.72 0.614

J2337−0010 6.0±3.0 7.86±0.26 0.29±0.04 0.93±0.05 483.75±467.29 0.702
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Figure A.1: Best-fit SED of local analogs. Black dots and empty blue circles represent the photomet-
ric measurements and models, respectively. The orange line shows the stellar continuum emission,
while the gray line is the total spectrum. Each plot contains an SDSS stamp of the source and their
estimated SED physical properties.
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Figure A.1: (Continued).
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Annex B

Model Testing

Here are the results of the model testing described in Section 3.3. Table B.1 shows the

results of the component test with the ∆BIC, the redshift of each galaxy traced by the

narrow component, the velocity shift between the components, and their FWHM. Galaxies

J0136-0037, J0252+0114, and J1146+0053 have an unresolved narrow component as they

give lower widths of the narrow component than the intrinsic broadening.

Table B.1: Model testing parameters and kinematic properties of the local analogs.

ID ∆BIC1−2 ∆BIC2−3 zN ∆v FWHMN FWHMB

(km/s) (km/s) (km/s)

J0021+0052 417.800 30.712 0.099 3.4±1.1 161.3±0.7 421.8±2.5
J0023−0948 61.035 22.557 0.053 -32±7 88.2±0.4 268±14
J0136−0037 248.019 3.756 0.060 7.4±1.4 105.0±0.8* 217±5
J0240−0828 324.039 92.921 0.083 -18.1±1.4 81.4±0.7 274.6±1.5
J0252+0114 282.032 24.843 0.028 4.7±1.1 104.0±0.8* 208±4
J0305+0040 168.026 14.482 0.086 -4.1±1.7 74±4 231±8
J0950+0042 154.733 120.633 0.098 -20.9±1.9 108.3±0.7 273.4±2.1
J1146+0053 195.897 -17.371 0.057 21.1±1.1 63.6±0.9* 77.1±1.2
J1226+0415 210.089 42.792 0.095 2.6±1.9 96.0±0.4 259±6
J1444+0409 125.348 -113.620 0.039 5.2±2.1 44.2±1.7 154±9
J1448−0110 73.346 159.534 0.028 30.6±3.1 94.43±0.26 227.8±1.6
J1624−0022 165.867 9.315 0.032 -13.0±1.9 79.6±1.0 224±7
J2101−0555 133.097 107.401 0.197 -13.1±1.4 12±6 174.2±0.7
J2119+0052 206.156 50.455 0.034 15.6±1.5 65.6±0.9 190±4
J2212+0006 157.852 33.296 0.177 -9.5±2.0 74.1±2.8 219±5
J2215+0002 210.022 110.254 0.078 -7.2±0.9 65.3±0.6 180.5±1.7
J2225−0011 200.965 84.265 0.067 0.2±1.0 80.3±0.9 175.7±1.9
J2337−0010 299.407 64.448 0.072 -10.9±1.1 33.9±1.9 224.1±2.3
* Uncorrected narrow component.
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Annex C

Balmer Decrements

Here we present the results of the dust attenuation analysis explained in Section 3.5. The

values of the Balmer decrements are shown in Table C.1, including the theoretical ratios of

the Case B recombination scheme. Figure C.1 shows the fits to the Balmer decrements for

all sources and the results for the color-excess E(B − V ).

Table C.1: Balmer decrements for the local analogs under Case B recombination.

ID Hα/Hβ Hγ/Hβ Hδ/Hβ

Case B 2.86 0.468 0.259
J0021+0052 3.313±0.011 0.4481±0.0029 0.2306±0.0027
J0023−0948 3.669±0.014 0.4448±0.0026 0.2347±0.0020
J0136−0037 3.110±0.028 0.470±0.009 0.232±0.008
J0240−0828 3.266±0.017 0.418±0.004 0.2309±0.0032
J0252+0114 2.820±0.029 0.511±0.011 0.267±0.011
J0305+0040 3.49±0.04 0.430±0.013 0.225±0.012
J0950+0042 4.237±0.018 0.4278±0.0030 0.2603±0.0033
J1146+0053 3.55±0.05 0.425±0.008 0.223±0.005
J1226+0415 2.654±0.008 0.4800±0.0017 0.2989±0.0014
J1444+0409 2.834±0.031 0.497±0.006 0.301±0.005
J1448−0110 2.091±0.006 0.4063±0.0016 0.2431±0.0014
J1624−0022 3.066±0.034 0.429±0.012 0.199±0.011
J2101−0555 3.284±0.017 0.533±0.004 0.2631±0.0032
J2119+0052 2.997±0.025 0.332±0.005 0.2039±0.0032
J2212+0006 3.31±0.04 0.438±0.010 0.209±0.010
J2215+0002 3.148±0.013 0.462±0.004 0.2407±0.0029
J2225−0011 3.090±0.016 0.466±0.004 0.2610±0.0035
J2337−0010 3.329±0.017 0.475±0.005 0.235±0.004
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Figure C.1: Fitting to the Balmer decrements. Black dots represent the Balmer decrements with 2σ
errorbars. The red-dashed line is the best-fit linear function from which the value of the color-excess
is drawn and shown above each panel.
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Figure C.1: (Continued).
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Figure C.1: (Continued).
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Annex D

Emission Line Measurements

In this appendix we present Table D.1 with the emission line fluxes measured in this study.

Each column contains values of I(λ)I(Hβ), i.e., the flux of each emission line normalized by

the flux of Hβ. The first row has the values of the flux of Hβ in units of 10−17 ergs/s/cm2.

Empty spaces are for lines with no detections (< 3σ) and are not considered.
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Annex E

Chemical abundances and SELRs

In this appendix we include the tables containing the computed values of metallicity, nitrogen

abundance, N/O ratio, helium abundance, and the twelve SELRs listed in Section 3.8.

Table E.1: Measured oxygen, nitrogen, helium abundance, and N/O ratio for individual and
metallicity-binned analogs.

ID 12 + log(O/H) 12 + log(N/H) log(N/O) He/H

J0021+0052 8.2378.2518.224 7.2287.2407.217 −1.014−1.003
−1.025 0.0870.0870.087

J0023−0948 8.0818.0908.072 6.7486.7596.736 −1.329−1.318
−1.341 0.0960.0960.096

J0136−0037 8.1548.1798.132 6.4306.4576.404 −1.696−1.658
−1.737

J0240−0828 7.9787.9867.971 7.0207.0486.991 −0.900−0.874
−0.927 0.0830.0830.083

J0252+0114 8.0118.0347.990 6.3546.3866.324 −1.601−1.562
−1.642

J0305+0040 8.3178.3638.274 6.8206.8416.800 −1.472−1.436
−1.508

J0950+0042 8.6218.6378.605 6.7596.7676.751 −1.860−1.851
−1.868 0.0910.0910.091

J1146+0053 8.1908.2238.158 6.0306.0466.013 −2.159−2.130
−2.186 0.0830.0830.083

J1226+0415 8.1858.1968.173 6.6116.6156.607 −1.574−1.561
−1.587 0.0850.0850.085

J1444+0409 7.8917.9047.880 6.3906.4176.362 −1.484−1.451
−1.522 0.1050.1050.105

J1448−0110 8.3168.3208.311 6.5426.5456.539 −1.763−1.757
−1.769 0.0660.0660.066

J1624−0022 8.2208.2578.185 6.8566.8976.817 −1.341−1.307
−1.376

J2101−0555 8.5218.5468.496 6.7956.8046.785 −1.705−1.687
−1.722 0.0880.0880.088

J2119+0052 8.3268.3418.310 6.7356.7476.723 −1.589−1.576
−1.602 0.0800.0800.080

J2212+0006 8.4128.4838.354 7.0177.0446.993 −1.367−1.304
−1.432

J2215+0002 8.0858.0918.080 7.0097.0177.001 −1.073−1.065
−1.082 0.0980.0980.098

J2225−0011 7.9938.0017.985 6.5046.5136.495 −1.472−1.459
−1.486 0.0850.0850.085

J2337−0010 7.8147.8257.805 6.2516.2666.236 −1.519−1.500
−1.540 0.0920.0920.092

Bin 12 + log(O/H) Nsources

7.8 - 8.0 7.9197.9297.910 4

8.0 - 8.2 8.1188.1358.101 6

8.2 - 8.4 8.2838.3068.261 3

8.4 - 8.6 8.5188.5558.485 5
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