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This engineering thesis work presents a study of the singularly perturbed Allen-Cahn
equation with inhomogeneity

e2div (a(z) - Vou(z)) + a(z) f(u(r)) =0, in R? (0.1)

where € > 0 is a small parameter, a(z) is a uniformly positive smooth potential, that induces
a way of measuring distances between points in R?, and f is the nonlinearity given by
f(u) = u—w?. This study deals with the construction of entire solutions of (0.I)), under the
condition that u vanishes near some curve I' C R2. The proposed approach assumes that I’
is an unbounded curve, nondegenerate geodesic relative to the weighted arclength fr a(),
with smooth curvature kr which decays at a polynomial rate.

It is of interest the study of the Allen-Cahn equation in the presence of inhomogeneity
term a(x) # 1, since this entails the study of geodesics for a nontrivial metric in R?. Besides,
is relevant to consider the case where the nodal set of u takes place near an unbounded
curve I', because it leads the study of a differential equation in non-compact contexts. The
main result of this work assures the existence of a solution u(x) of (0.1)), which converges
exponentially to the constant +1 when x departs from I'. A second result shows examples of
a potential a(x) and a curve T', for which it is possible to build a solution u with the behavior
previously stated.

The proof of this result is based on a technique known as the Lyapunov-Schmidt reduction
method, which motivates the choice of a candidate for a solution as u = w + ¢, where w in
some suitable coordinates is a solution of w” + f(w) = 0, determining the profile of « at main
order. Additionally ¢ is a correction function, in order to make u an exact solution of ,
forcing ¢ to solve a nonlinear differential equation. From then on, the problem consists in
studying the existence and uniqueness of the latter equation on a suitable functional space.
This was done, first by analyzing the linearized operator of the Allen-Cahn equation, and then
by solving the nonlinear problem using a fixed point scheme. For the solvability, it becomes
necessary the adjustment of I' in a small perturbation h, which amounts to a nonlinear ODE
in h involving the second variation of the length I, r[h] related to [.a(Z).

Finally, the method employed not only proves the existence of a solution u of (0.1]), but
also provides a complete characterization for this solution in size, and in the behavior in
coordinates associated to the curve I'.
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RESUMEN DE LA MEMORIA
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INGENIERO CIVIL MATEMATICO.
POR: ANDRES ZUNIGA MUNIZAGA.
FECHA: 17 DE JULIO DE 2012.

PROF. GUIA: SR. MANUEL DEL PINO.

SOLUCIONES ENTERAS DE LA ECUACION INHOMOGENEA DE
ALLEN-CAHN EN R2, CON TRANSICION SOBRE UNA CURVA NO
COMPACTA

Este trabajo de memoria de titulo presenta un estudio de la ecuacién de perturbacion
singular de Allen-Cahn con inhomogeneidad:

e2div (a(z) - Vou(z)) + a(z)f(u(z)) =0, en R? (0.1)

donde £ > 0 es un parametro pequeno, a(x) es un potencial uniformemente positivo y suave,
que induce una forma de medir distancias para puntos en R?, v f es la nolinealidad dada
por f(u) = u — u3. El estudio aborda la construccién de soluciones enteras de (0.1]), bajo
la condicién que u se anule cerca de una curva I' C R2. El enfoque propuesto asume que I’
es una curva no acotada, geodésica no-degenerada relativa al funcional de longitud de arco
Jr a(Z), con curvatura kr suave que decae a una tasa polinomial.

Es de interés el estudio de la ecuacion de Allen-Cahn con presencia de un término de
inhomogeneidad a(z) # 1, ya que esto conlleva el estudio de curvas geodésicas para una
métrica no trivial de R%2. Ademds, es relevante considerar que el conjunto nodal de u yace
cerca de una curva no acotada, pues esto se refleja en el estudio de ecuaciones diferenciales en
contextos no compactos. El resultado principal asegura la existencia de una solucién de ,
la cual converge exponencialmente a +1 cuando x se aleja de I'. Un segundo resultado entrega
ejemplos de potenciales a(z) y curvas I', para los cuales es posible construir una solucién u
con el comportamiento antes descrito.

La demostracion de este resultado esta basada en una técnica conocida como reduccién
infinito dimensional de Lyapunov-Schmidt, la cual motiva a la eleccién de un candidato a
solucién del tipo u = w + ¢, donde w en coordenadas adecuadas resuelve w” + f(w) =0, y
determina el perfil de u a orden principal. Ademas ¢ es una funcién de correccion, con el fin de
convertir a u en solucion exacta de , lo que obliga a ¢ a resolver una ecuacién diferencial
no lineal. De ahi en més, el problema consiste en estudiar la existencia y unicidad de la tltima
ecuacion en un espacio funcional adecuado. Esto se realizé analizando el operador linealizado
asociado a la ecuacion de Allen-Cahn, y luego el problema no-lineal que es resuelto mediante
un esquema de punto fijo. Para el ultimo andlisis, fue necesario ajustar I' en un parametro
de perturbacién h, lo que equivale a una EDO no lineal en h donde participa la segunda
variacion del funcional de largo [, asociado a fr a(¥).

Finalmente, el método utilizado no sélo provee la existencia de una solucién u de (0.1)),
sino que ademas entrega una caracterizacén completa de ésta, tanto en tamano como en
comportamiento cualitativo en coordenadas relacionadas a la curva I'.
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Chapter 1

Introduction

In this thesis work we consider the semilinear elliptic problem
e?Ayu(z) — F'(u) =0, in M (1.1)

where (M, g) is a smooth Riemannian Manifold, € > 0 is a small parameter, A, denotes the
Laplace Beltrami operator on M, and the function F' : R — R is a double-well potential,

that is, a function satisfying
Vs#+£1: F(s)>0 (1.2)
F(-1)=F(+1)=0 ( {-1,1} are global minima)

~—~
= =
A~  w
~—

ol :=F"(£1)>0 (

conditions that provide function F' some particular profile, as sketched below

0
-2 -1 0 1 2

Figure 1: Graph of nonlinearity F', satisfying (1.2)) to (1.4).

The typical example for F' corresponds to the balanced and bi-stable twin-pit nonlinearity
1

F(u) := 1(1 —u?)? (1.5)

1



1.1. The Allen-Cahn equation and the theory of Minimal Surfaces

for which
—F'(u) = u—u?

Equation is known as the singularly perturbed Allen-Cahn equation. It arises in gradient
theory of phase transitions [I], where the function u is meant to represent the phase of a
material in a given point of the manifold M. In this physical model, there are two different
states of a material represented by the values u = +1. It is of interest to study nontrivial
configurations of the phase, in which two states try to coexist. Hence, the function u represents
a smooth realization of the phase, which except for a narrow region, is expected to take values
close to +1, namely the global minima of F'.

1.1. The Allen-Cahn equation and the theory of Mini-
mal Surfaces

Let us consider the energy functional

J(u) = /M Bywuému)} qv, (1.6)

We are interested in critical points of (1.6)), which correspond to solutions of (1.1). Suppose
that A C M, then observe that the function

Up = XA — Xma,  in M (1.7)
minimizes the second term in (1.6, however, it is evident that is not a smooth solution.

By considering an e—regularization of u}, say ua ., it can be checked that

Jg(UA@)%/ 1ng (18)
OA

for ¢ > 0 small, where dS; denotes the area element in JA. Relation (1.8)) entails that,
transitions varying from —1 to +1 must be selected, for instance, in such way that the area

functional
/ 145, (1.9)
A

is minimized when evaluated in OA.

In the case that A is a smooth submanifold of M, it is said that OA is a minimal
submanifold of M if A is critical for the area functional (1.9). In particular, it is easy
to see that minimizing submanifolds are critical for (1.9), and therefore they are minimal
submanifolds of M.



1.1. The Allen-Cahn equation and the theory of Minimal Surfaces

The intuition behind the previous remarks, was first observed by Modica in [12], based
upon the fact that when OA is a smooth submanifold of M, then transitions varying from
—1 to +1 take place along the normal direction of JA in M, having a 1D—profile in this
direction. This profile corresponds to a function w, which is the heteroclinic solution to the

ODE
w’'(t) — F'(w(t)) =0, in R
(t) — F'(w(®) o
w(£o0) = +1
connecting the two states. The existence of w is ensured by conditions ((1.2))-(1.3))-(1.4) of F.
As for the twin pit nonlinearity, we have that

w(t) = tanh(t/v2), teR

This intuition gave a great impulse to the Calculus of Variations, and the theory of the
['—Convergence in the 70th’s. Regarding this matter, it is worth to mention some result by
Modica and Mortola. In [12] the authors proved that if M = Q C R is a smooth Euclidean
domain and {u.}.~o is a family of local minimizers of with uniformly bounded energy,
then up to subsequence, u. converges in a L, .(2)-sense to some limit u} of the form (1.7).
Moreover, it was proved the convergence of the energy

To(u2) —> </8A1d5)/RB]w’(t)|2+F(w(t)) dt (1.11)

e—0

where w is determined by (|1.10]), and where A minimizes the area functional in ([1.9)).

The condition of local minimizers can be relaxed to a family of critical points with uni-
formly bounded energy, as was proved in [I1]. In this case, the authors showed that the
convergence of the interface remains under an integer multiplicity, which takes into account
the possibility of multiple transitions layers converging to the same set of minimal perimeter.
For related results involving stronger notions of convergence we refer the reader to [2], [3],
and references there in.

There has been a number of important works regarding existence and asymptotic behavior
of solutions to (L)), under a variety of different setting. In [I3] Pacard and Ritore studied
equation (1.1)) in the case that (M, g) is a compact Riemannian Manifold, they construct a
family of solutions {u.}.~¢ to having transition from —1 to +1 on a region e—close to a
compact minimal submanifold N, with positive Ricci-curvature ky := |Ay|? + Ric(vy, vn).
Under the same conditions del Pino, Kowalczyk, Wei and Yang constructed in [9] a sequence
of solutions with multiple clustered layers collapsing onto N. A gap condition is needed,
related with the interaction between interfaces.

There are related other results under a similar setting for M and NV, regarding the equation
eEAu—V(2)F'(u)=0, in M

done by B.Lai and Z.Du in [I4] where a family of solutions with a single transition is cons-
tructed. Additionally L.Wang and Z.Du dealt in [16] with the same problem, considering

3



1.2. The Main Result

multiple transitions this time. In both works the stationarity and nondegeneracy properties
of N, are with respect to the weighted area functional [,, V'/2. In the same line, it is worth
to mention another work done a short time ago, due to Z.Du and C.Gui [I5] where they build
a smooth solution to the Neumann problem

0
2Au—V(2)F'(u) =0 in Q, 8_u =0 on 00
n
having a single transition near a smooth closed curve I' C €2, nondegenerate geodesic relative
to the arclength fr V1/2 Here, Q is a smooth bounded domain in R?, and V is an uniformly
positive smooth potential.

As for the noncompact case, recently in [§] del Pino et al. considered equation (1.1)) when
M = R3. Here the authors build for any small ¢ > 0 a family of solutions with transitions
close to a non-degenerate complete embedded minimal surface with finite total curvature. In
addition, entire solutions with multiple transition layers to in R? were found in [6]. In this
case the nodal set of the solutions consists on multiple noncompact curves, not intersecting
with themselves, whose location is governed by the Toda system of ODEs.

Finally, we mentioned that all these works take advantage of a very versatile and powerful
tool, namely, the infinite dimensional Lyapunov-Schmidt reduction method, which is in the
spirit of the pioneering work [10] due to Floer and Weinstein for the standing wave problem
in the cubic Schodinger equation.

1.2. The Main Result

We consider (1.1 in a slightly general form, but we restrict ourselves to dimension N = 2.
More precisely, let us consider the equation

e2div(a(r)Vu(r)) —a(x)F'(u) =0, in R? (1.12)

As far as our knowledge goes, little is known about entire solutions to in the case that
a(x) is not identically constant, having a single transition close to a noncompact curve. In
this work we will consider a smooth noncompact curve I' parametrized by arc-length, with
a vector field v : R — I' € R%2. We denote by v : I' — R? a choice of the normal vector to T
Points x € R? that are d—close to this curve, with § small, can be represented as

r=9(s)+z-v(s)=: X(s,2), |z|] <9, seR

Thus the map = +— (s, z) defines a local diffeomorphism. Any smooth curve d—close to I in
C™—topology can be parametrized by

m(s) = () + h(s)v(s)
4



1.2. The Main Result

where h is a small C™—function. The weighted length of I';, is given by

Ie(h) = / afz)dF = / " () [in(s)|ds

o0

+o00
= / a(s, h(s))|y + he + h'v|ds
Since |¥| =1 and v(s) = —k(s)7y(s), where k is the signed curvature of I', we find that

Ih(h) = /_ h a(s, h(s))[(1 — kh)* + |0/ |*]ds

o0

We say that I is a stationary curve respect to the function a(z), if and only if,

[k = /F (D.a(s,0) — als, 0)k(s))h(s)ds
=0, VheCr[R)

This amounts to
0.a(s,0) = k(s)a(s,0), seR (1.13)

Regarding the stability properties of the stationary curve I', and the second variation of
the length functional [,

It (h,h) = /_ h {a(s,0)|1'(s)]* + [0:-a(s, 0) — 2k*(s)|h*(s) } ds

[e.e]

it arises the Jacobi operator of I, corresponding to

Jur(h) =h"(s) + %h'(s) — [0..a(s,0) — 2k*(s)] h(s) (1.14)

We say that the stationary curve is also nondegenerate respect to the potential a(x), if and
only if, the bounded kernel of 7, r is the trivial one. The nondegeneracy condition basically
implies that J,r has an appropriate right inverse.

In order to state the main result, we first assume that the mapping = = X (s, z) provides
local coordinates in a region of the form

05 = {x - X(s,z)/|z| < 5+coys|}

with a small constant ¢y > 0. Assume in addition the existence of positive constants o, m, M
for which

¢
T+
by

C

m<a(s,z) <M, |Vs,a(s, z)| < _—
(5:2) < M, [ozals,2)| (ERREE

|D?a(s,2)| < (1.15)



1.2. The Main Result

and additionally
C

k()] + [kr ()] + |kr(s)] < 7 [s)or

Hence, condition (1.16]) implies that

(1.16)

Ye = lim A(s) € R?

s—+oo

In order for the neighborhood Os to be well defined, we must assume some non-parallelism
condition

1< (3ed) < 1
The following picture illustrates this geometrical setting

Ay

Figure 2: Asymptotic behavior of I' and the profile of the solution.

Now we proceed to state the main result.

Theorem 1. Assume that a(Z) is a smooth potential satisfying (1.13))-(1.15) and let T be a
smooth curve with decay (1.16]), which is a nondegenerate geodesic respect to fr a(Z). Then
for any € > 0 small enough, there exists a smooth bounded solution u. to the inhomogeneous

Allen-Cahn equation (1.12)), such that

u.(x) = w (z——h(s)) + 0(e?), for x=X(s,2), |z|<d (1.17)

3

where the function h satisfies
hllers < Ce (1.18)
This solution is converging to a constant as it moves away from I', namely
us(r) > +1, as e—0 forxz¢Os (1.19)
6



1.3. Structure of the Exposition

It is worth to mention some important facts related to Theorem [T} which are not direct
from the previous statement, but rather are consequences of the scheme performed later on.

Remark 1. The effectiveness in the demonstration of this result, as mentioned before, relies
on an infinite dimensional reduction, for which the choice of a “good” approximation to a
solution s of vital tmportance.

Remark 2. Throughout the proof of this theorem, we give an explicit construction of the
solution u. based on some error terms, for which we get to know a precise qualitative behavior
at main order. Accordingly, we obtain specific description for u. and its deriwatives, than of
what was stated in the theorem.

1.3. Structure of the Exposition

Now we present, in a few words, the structure of this thesis work. On Chapter [2| we
deal with the geometrical setting of this problem, and we explain in depth the conditions of
stationarity and nondegeneracy for the curve I with respect to the arclength fr a(Z). We also
give a detailed discussion on the kernel and the invertibility of the Jacobi operator (|1.14))
in an suitable functional setting. Later on we exhibit a couple of examples regarding the
potential a(Z) and the curve I', to get a precise idea of the geometrical aspects that we are
dealing with. At the end, we announce formulae for the elliptic operator associated to ,
to compute in Fermi coordinates.

An equivalent form for the inhomogeneous Allen-Cahn equation in Fermi coordinates is
developed in Chapter[3]. In addition, a study is carried out about the connection between Mi-
nimal Surfaces and phase transition phenomena, by leading a formal discussion on Modica’s
result [12]. In Chapter 4] a proof for the main result is developed, while in Chapter |5| there are
several demonstrations for auxiliary results needed for the proof of Theorem [T} mainly consis-
ting on important, rather standard techniques. Finally, Chapter [6] contains some concluding
remarks, together with a description on the work yet to be done.



Chapter 2

Geometrical Settings

2.1. Geodesic curves and the Jacobi operator

Section [2.1]is intended to establish some necessary conditions satisfied by both, the curve I'
and the potential a(x,y), with the purpose of building a smooth bounded solution u : R* — R
to the inhomogeneous Allen-Cahn equation, changing sign near a region defined by the curve
I C R

This work deals with a cornerstone concept in Differential Geometry. This idea concerns
with the notion of curve of minimum length in some generalized sense, explained below.
Suppose that I' is a non-compact curve of R?, let us define the weighted length functional
induced by the potential a : R> — R*, trough

Lt CY(R) 5 R, Lyp(h) = /F a(z,y) d7(z, y) (2.1)

where I'j, represents any parametrized curve sufficiently close to I', as a result of perturbing
each point of the I' in the normal direction v, by h. Then, a parametrization of I', can be
obtained using the function h as the normal distance separating I" from this new curve, as

Xn(s) :==7(s) + h(s) - v(s)

It is told in Differential Geometry that functional I, r(h) computes the length of the curve I'y,
using a metric induced by the potential a. This motivates to define the stationarity of I' C R?
with respect to [, r, provided sufficiently smoothness, by requiring that this curve eliminates
the first variation of [, r when is restrained to normal perturbations of I', and additionally,
asking to the second variation of [, to be definite positive when considering the same type
of small perturbations.

A relevant aspect arises from the analysis of the length functional, which is the quadratic

8



2.1. Geodesic curves and the Jacobi operator

form associated to the second variation of the [, r around I', commonly referred as the Jacobi
operator J, of the curve I'.

Here and subsequently, it will be of vital importance to get a appropriate description
of the Jacobi operator, essentially because we want to solve the nonlinear differential equa-
tion . Particularly, we begin the study of this operator by developing an explicit formula
that describes it, in terms of the curve I' and the potential a. This can be done by computing
the Gateaux derivatives of [, r up to second order, thus obtaining the desired quadratic form.

To perform these calculations we will use the following notation for the potential a in
coordinates associated to the curve I':

a(s,t) :=a(X(s)+t-v(s))
Then functional (2.1)) can be written as

lar(h) = /G(V(S) +h(s)v(s))|7(s) + h(s)v(s) + h(s)i(s)|ds
= /a(s, h(s))|F(s) + h(s)v(s) + h(s)v(s)|ds (2.2)

Denoting by
Q(s,e,h) : = (s) + ch(s)v(s) + eh(s)i(s)|
= [1 + 62\h(s)|2 + 2h?(8)k*(s) — 2¢h(s)k(s) / (2.3)

we get that the functional (2.2)) is

lar(h) = /a(s, h(s))-Q(s,1,h)ds (2.4)

R

2.1.1. First variation of /,r: Necessary condition for geodesics

Set h € C2°(R) be a test function, let us compute the Gateaux’s derivative of I, r at zero:

, lap(0+€h)—lap(0) d 5
/ — ? ) —
1,(0)[4] = Iim E — o [ ey (25)
T e=0
The relation (2.4) implies that
lor(eh) = /a(s,eh(s)) -Q(s,¢e,h)ds (2.6)
R



2.1. Geodesic curves and the Jacobi operator

So
%la,r(ﬁh) = / {%a(s,eh(s))@(s,e, h) —l—a(s,eh(s))%Q(s,e, h)| ds
However, since
%Qz(s, e,h) = 2(clh(s)* + eh(s)k*(s) — h(s)k(s)) (2.8)

and noticing from (2.3)) that Q(s,0,h) = 1, the desired derivative can be computed from

(2.7) as follows

aF Eh

/8,5@ 5,0) Q(s,o,h)ds+/ _als0) 9 g | s

de 2 Q(s, 0, h) Oe

= /8ta(s 0)-h(s)ds — /a(s,O) -h(s)k(s)ds

R

/ (0ya(s,0) — a(s, 0)k(s)] h(s)ds (2.9)

Imposing that I' is a critical curve for the weighted arc-length functional amounts to the
condition I, 1(0)[h] = 0. Since h is a smooth and arbitrary function, and infg:a > 0, we
deduce the criticality condition for T

0sa(s,0) = k(s)-a(s,0), ae seR (2.10)

Definition 1. Stationarity

The curve I' C R? is said to be stationary, or geodesic, relative to the weighted arclength
fr ) if T satisfies the criticality condition . This property amounts to the fact that
the opemtorl 1 vanishes its first variation around zero.

2.1.2. Second variation of /,r: The Jacobi operator

Analogously, let us compute the second Gateaux’s derivative of I, at zero. Because of
the calculation carried out in (2.7)), it follows

d? d
@Z&F(Eh) = E /(%a : h(S) . Q(S, €, h)ds + /
R

10
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2.1. Geodesic curves and the Jacobi operator

= / —8“@ -h*(s) - Q(s,¢,h) + Osa - h(s) - % Q?(s, €, h)} ds
R _ ; 2 ,
(s,eh) | =—Q*(s,€,h)
By - h(s) O ¢ e a(s,eh) O
+/ 2 Qe )20 (B Qe en)™ 2QG.« oe Beh)|ds
R ) )
) (2.11)
But from ({2.3)) is straightforward that
522 2(s,6,h) = 2 [|h( )| +h2<s>k2(s)} (2.12)
So that by using and (| , the second derivative is computed using
2 _
%lai‘((-fh) O: /{&tta . hQ(s) . Q(S, 0, h) + 8ta . h(s) . (22631((5%(;)))] ds
=0 R
WL 2 2
0ua - h(s)(=2h(s)k(s)) _ als,0)(=2h(s)k(s))’ 2 (Jh(o) + P(e)i (o))
+/ { 2Q6.0h agieson U006 0m ds
R

(2.13)
Finally, using Q(s,0,h) = 1, we have that expression (2.13)) reduces to

1 (0) [, h] = / (n2(s)[0ua — 2k(s)ua] - a(s,0) [K2(s)k*(s) — ()" — W*(s)k(s)| ) ds

Then gathering terms in common, we get

1 (0)[, ] = / {a(s,0)|h(s)|2+ <8tta(s,0)—2k(s)8ta(s,0)>h2(s)} ds

Now we impose in the last expression for £, ., the criticality condition (2.10)) for I', obtaining:
lor(0)[, ] = / {a(s,O)Vi(s)]Q — (QkQ(s)a(s,O) — 8tta(s,0)) hz(s)} ds (2.14)
R

Integrating by parts and factorizing by h(s), the second variation of I, r around zero can be
written as

I (0)[h, ] = / {— (a(s,0)1'(s)) h(s) — (ka(s)a(s,O)—Gtta)h2(s)] ds

_ / {83(1(3,0)”(3) +als, 0)h"(s) + (2&1{:2(3) - 8tta)h(s)} h(s)ds

11



2.2. Invertibility of the Jacobi operator

So rearranging the terms of I} -(0) we get the quadratic form associated to ([2.14).

82%/<s) + (2k2<s> - %%a)h(s)} h(s)ds

I (0)h, ] = — / o(s,0) [h”(s) +

R

Therefore, from this formula we deduce an expression for the Jacobi operator of the curve
I' associated to the potential a:

0sa(s,0)

TJuh](s) :=h"(s) + a(5.0)

h'(s) + (2k2(s) — M)h(s) (2.15)

a(s,0)

Definition 2. Non-degeneracy
The curve I' will be nondegenerate, if the differential Jacobi equation

Julh)(s) =0, VseR

has h = 0 as the only bounded solution.

2.2. Invertibility of the Jacobi operator

Once that it has obtained an expression for the Jacobi operator [J,, the next step is
to study conditions that ensure its invertibility, in order to apply the infinite dimensional
Lyapunov-Schmidt reduction method. The goal is to find adequate conditions both on the
curve I" and on the potential a(z,y) that guarantee the injectivity of the operator J, in some
adequate functional space.

2.2.1. Study of the Kernel

Section provides a formula associated to @ and I', for the Jacobi operator

Falnl(s) = 1'(s) + 29Dy — Qs
a(s,0)
where now we adopt the convention
L atta(s,O) B 2 s
Q(s) := —a(s,O) 2k*(s) (2.16)

12



2.2. Invertibility of the Jacobi operator

It will be of interest to consider the auxiliary equation

% (p(s)%h(so —q(s)h(s) =0, inR (AE)

where we assume that p,q : R — R satisfy the following

p € CY0,4+00) N L0, +00), ¢ € C[0, +00) (2.17)

lim p(s) =: p(+o0) € R\ {0} (2.18)

p(s) >po>0, Vs>0 (2.19)

p(s)] + L+ [s)* P (s)| <, ¥s =0 (2.20)
C

! < — > 2.21

006+ 106 < 1 e 520 (2:21)

for some constants o > —1, fy > 0 and C' > 0.

The first result concerns the decay for the derivative of a solution to the auxiliary equation,
provided that p and ¢ decay sufficiently fast.

Lemma 1. Suppose a > —1, and consider a one-sided bounded solution h € L*>[0,00) of

(AE), for which functions p and q fulfill (2.17)) to (2.21). Then there is a constant C' =
C(p,q,c,h) > 0 such that

|1 (s)] < Vs >0

|S|1+oz7

24«

where C(p, g, &, h) = [Ip™" | oofo,00) | 2]] Lo 0,00 [[ (1 + [51)* 4 Lo 0,00)-

Proof.-
Observe first that thanks to assumptions (2.17)-(2.18)), it holds

+o0
p(s) = p(+o0) — / p(€)de (2.22)

Now, since h solves the equation, then for s; > s; > 0 we have

p(s1)H (1) — plsa)l(s2)] < / " a(s)h(s)|

S1

< 1Al 0.0 1 (1 + I8 4l Lovfo.00)

592 1
—d
/51 1+ [s2e ‘

1 1
B ES

< C(q,h)

13



2.2. Invertibility of the Jacobi operator

where C(q, h) := C - ||k Lpo,00) | (1 + |8])*7*q]| Looj0,00) € R is fixed.
In particular using that 1+ « > 0, it follows that

lim_|p(si) ()] < [plsa) (s2)] + Ol ) i < o0

§1—+00 |82|1+

which implies that p(+o00)h’(00) € R. From this, we can rewrite the (AE) in its integral form
+o0
P (s) = plaoo)t(+o0) = [ a©hle)dg (2.23)
but using , this amounts to
+00 +oo
plrool () = 1(s) [ (€1 = plaool(+oo) = [ a(©h(E)de
and so
+o0o +oo
oo () = (ool (+oc) + H(s) [ p(de— [ a©h(e)de

Integrating again between 0 and s, we obtain an expression for the solution h of (AE)

p(+00)h(s) = p(+00)h(0) + p(c0) ' (+00)s

+ /0 () /5 m rirde - / / " P h(r)drde (2.24)

I

Let us estimate these integrals, but in order to do this, we first need to note that A’ is bounded
in [0, +00) since from ([2.23)

+o0o
e) = (vt o) = [ aon(©) 5o
and this property will follow from assumptions (2.17)-(2.19) that suppose the boundedness

of h, the decay of ¢, and that p is away from zero.
Now we estimate integral I

+oo
n< [wer [ wer
) S —+o0
! 164 /
< Ol aioma 11+ 150 (0 / /E

# 1
< I o _— = 1 o
_Ch,p,aA 1+’£|1+ad€ O( +|$’ )

T3 a7

14



2.2. Invertibility of the Jacobi operator

where Ciy yr,o 1= C||1|| z2[0,00)[|(1 + [8[*7*)p | 20 o,00)-
In the same way, we estimate 11

|H|</ /m 2| |h(r)|drde

ST drde
< Ol o I(1 + s+ oooo// _ards
< Ol + sl ||
< Chgall +]s[)7°
Wlth O}UI’O‘ = O||h||L°°[0,oo)||<1 + |S|)2+QQ||L°°[O,OO)-
Therefore, since h is a bounded solution, we deduce from ([2.24])
O(1) = p(4+00)h(0) + p(+00)h'(+00)s + O(1 + |s|™) (2.25)

As a > —1, then —a — 1 < 0, therefore dividing (2.25) by s >> 0 and taking the limit
s — 400, we get:

0 = p(400)h/(+00)
which implies h'(+00) = 0, as p(+00) # 0 is assumed in ([2.18).
In particular, the latter fact together with formula (2.23)), imply the desired estimate:

M@M@w:/m«oma%

) . 1
= |W(s)] < Cllp~ | Lo po.00) |2l Lc0,00) [ (1 + [8]*T*) | Lo 0,00)

1+ |s|tte
which completes the proof. 0
Remark 3. It was not necessary to make use of the sign of q(s), however it was important

that p does not get close to zero, plus the fact that the limit p(+00) # 0 is well defined.

The core of this section is reflected in the next result, which gives a qualitative asymptotic
description to the class of solutions of some differential equation associated to the 7.

Lemma 2. Let a > 2, and suppose function q satisfies -. Then the equation
u’(s) —q(s)u(s) =0, in R (2.26)
has two linearly independent smooth solutions u(s),u(s), that behave as s — +oo like
u(s) = s+ O(1) + O(|s|*™), a(s) =1+ O(|s|™" + [s]7) (2.27)
u'(s) =1+ O(|s| ™t + [s|7), i'(s) = O(|s|™t + |s|717) (2.28)

15



2.2. Invertibility of the Jacobi operator

Proof.-

Let us prove first that exists a function u as stated, and then we will focus on the existence
of another solution % to be linearly independent to the first one. To begin with, suppose that
solution u of (2.26]) can be written as u(s) = sv(s), then we have

u'(s) =v(s)+sv'(s), u"(s)=sv"(s)+20(s)

So, by multiplying equation (2.26)) by s, follows the differential equation satisfied by v

d%‘ (s*0'(s)) — q(s)s*v(s) =0 (2.29)
Now, define auxiliary functions
z(s) = s%V'(s), y(s) :=v(s) (2.30)

so that equation (2.29) amounts to the linear system of differential equations

2'(s) = q(s)s”y(s)
1 , Vs € [sg,+00) (2.31)

y(s) = —a(s)

We want to prove not only that y(s) is bounded in [sg, +00), but also that y(s) converges
polynomially to a constant, as sg approaches to infinity.

Integrating this system between sy and s we obtain the identities

s

y(s) = y(s0) + 5—1295<5>d5

os) = a(su) + [ a©u(€)dg 232

S0

In particular this allow us to deduce an explicit formula for y(s), depending only of an
expression involving y itself and some constants, given by

o) = vloo)+ [ (st + | gq<r>72y<r>d7) "

so§ S0
s s 13
= yls0) + (o) édw / / éq(7)72y(7)d7d§

changing the order of integration to d¢ dr we get

=)+ aton) (5= 3) + [ ot ([ e ar

=)+ oten) (=2 ) o+ [yt (2= 1)ar (233)

So S S0

16



2.2. Invertibility of the Jacobi operator

In this way, we can estimate y(s) for s > sq as
11 . i
()] < lytso)| + (sl (—— =) + [ W) la@lr (1-7) dr
SO S s0 S

but Gronwall’s inequality in its integral form gives us the estimate

>ep</ or 1——)(17) (2.34)

However note that for any s > 7 > sq : ‘7’ (1 — g)‘ < 27 = O(7). This fact combined with
the decay of ¢(s) will be helpful to study the finiteness of the last integral, because

/: lg(T)|7 (1 — g) dr

This means that the integral is finite for any s > s¢, if and only if 1 + « > 1, condition
ensured by imposing « > 0. Finally, estimate ([2.35)) applied to estimate (2.34) gives that

y(s)] < (|y<50>| T

s

S o 1
<C [ lalrdr < CU+ 1D 0l ity | e (235)
S0 S0

[9(s)] < Coally(so)| + S%L”E(So)l)

where Cy o 1= Cl|(14s])**ql| 1[50, 400) [, 7|77 *dr. Which concludes that y € L>[sg, +00).

On the other hand, we readily see that y(s) tends to a limit as s approaches to infinity,
because from (2.33)) follows that for any s; > sy > 59 > 0:

[y(s2) — y(s2)] < a(50) (1 - l) e / la(mlrdr
= lim [y < Iy(sa)| + 22 [ " () s

implying that y(4+00) € R. Moreover, same formula ([2.33]) gives a explicit expression for this
number

o) = utoo) + 224 [y (L= 0) ar

0 S0 T

which allows y(s) to be written as
z(s ° 72 +oo
) =00 = =22 [y T = [ ytma(ryrar
S0 s
In particular, by choosing the constants to be y(+o00) =1, z(sg) = 0, we finally deduce

v =1 [ uean i = [ gty (2.36)

S0 s

17



2.2. Invertibility of the Jacobi operator

Additionally, the derivative y/(s) = v'(s) can be obtained from z(s) using relation (2.32)), as

o) =25 = S0 5 [ @ (2.37)

S0

Now that y(s) is bounded in [sg, +00), similar arguments as shown in (2.35]) imply the same

estimates for the integrals in (2.36))-(2.37)), since

“+o0o
/ y(T)q()rdr a7 Cua

< ||y||Loo[507oo>||(1+|T|2+°“)CI||LOO[80,OO>/ e S e T O(ls|”)

« 1 s dT
< [yl 2o so,00) | (1 171G Lo [50.00) (g/ _>
50

C 1 1
< Y4 _ =0 -1 —a
< % ([t ~ ) = O 41

/Sy(T)Q(T)T;dT

50

and then

° 2 C 1 1
[ et < % (s - ) = Ol s

2
S0 S

From all these estimates, we conclude that
o(s) = y(s) = 1+ O(ls| ™ + |s|™)
V(s) = O(s[7* +]s[77%)
So the asymptotic behavior of the first solution follows, as a > 0 and by definition of w:

u(s) =s (14 O(|s|™" +[s|7*)) = s+ O(1 + |s|"™)
, S>> 8
u'(s) = v(s) +sv'(s) =14 O(]s| 7" + |s| )
which finishes the analysis of the profile of the first solution found to equation ([2.26]).

To conclude, it is possible to choose another solution to the equation ([2.26)) that is linearly
independent to u(s), using reduction of order @(s) = C'(s)u(s):

"(s) —q(s)u(s) =0 < u"(s)C(s) +2u'(s)C'(s) + u(s)C"(s) — q(s)u(s)C(s) =0

multiplying by u(s), and then choosing the constant from integration equal to 1, implies that

+00
2u(s)u'(s)C'(s) + u?(s)C"(s) = 0 <« % (u*(5)C"(s)) =0 & C(s) = / uzl(g)dﬁ
Therefore the second solution is a(s) = ([~ w™2(£)d) - u(s).
Note that i .
cel< [ G =00 106 = 5 = 0l

18



2.2. Invertibility of the Jacobi operator

and this implies the asymptotic behavior of u:

i(s) = C(s)u(s) = 1+ O(ls| ™ + |s[ ™)

@/ (s) = C'(s)u(s) + Cls)u'(s) = O(|s| " + s +[s| =)
which concludes the proof of Lemma O

for s >> s

Now proceed to state the main result of this section, which characterize the profile of the
kernel of the Jacobi operator.

Proposition 1. Given o > 0, let ' C R? be a non-degenerate curve as in definition @
Suppose additionally that T' and a(s,t) satisfy the polynomial decay

C C
|Oea(s, 0)] + |0ssa(s, 0)] < AT s |k(s)] + |9sa(s, 0)] + [Ora(s, 0)] < ENEIECE
(2.38)
and that additionally the potential stabilizes on the curve at infinity, namely
a(£00,0) := Egl a(s,0) € R\ {0} (2.39)

Then there are two linearly independent smooth solutions hy, hy in the kernel of the Jacobi
operator, which have the following one-sided asymptotic behavior

hi(s) = [s| + O(1) + O(ls| ™" + |s| ™)

Ris) = O(1) + O(s| " + sy 1 (W (2.40)

and they are just bounded functions on the opposite side of R, respectively.
Furthermore, in the region where the latter happens, it holds

|hi(s)] 4+ (1 + |s|"T)|Ri(s)| < C,  as  (—1)"'s — 400 (2.41)
Proof.-
Consider the Jacobi equation
B(s) + %h’(s) _Q(s)h(s) =0, R

and choose the function h(s) to be the product h(s) = a(s,0)7Y2 . u(s), to eliminate the
first-order differential term of 7,[h]. More explicitly, the Jacobi equation amounts to

%(a(s, 0)~"/2)u(s) + a(s,0)~*u"(s) + (_72 fé ((f)ﬁl + 82((12,86?)“(5’ 0)_1/2> wle)
1 |0sa(s,0) 2 ~1/2 _
~ 3 ) | U Q@als 07 uls) =0
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2.2. Invertibility of the Jacobi operator

which means that u solves the auxiliary equation

u’'(s) —q(s)u(s) =0, in R (2.42)
with
_ | Ora(s,0) ok2(s lé?ssa(s,O) 1 Jsa(s,0) 2
als): = a(s,0) 2K (s) + 2 a(s,0) 41 a(s,0) ]

Now, thanks to the hypothesis on a(s,t) and I" of this proposition, plus the fact that
a(s,0) is bounded and strictly positive, it follows that (1 + |s|)?T¥|g(s)| < C. Therefore we
can apply Lemma [2f on the region [0, +00) and deduce the existence of two solutions linearly
independent of equation in R, denoted by u(s) and u(s), which satisfies the right-sided
asymptotic behavior as s — 400

u(s) = s+ O1) + O(s|'"™),  a(s) =1+ O(s|"" +|s]™*) (2.43)
W(s) =1+ O(ls|™ +[s[7%),  @(s) = O(ls|™" +|s|7'7%)

Applying Lemma [2] again, but this time on the region (—oo, 0], we obtain two other solutions
v(s) and o(s) linearly independent of equation (2.42)) in R, that now satisfy the left-sided
asymptotic behavior as s -+ —o0

v(s) =Isl+0(1) + O(s|'"™),  o(s) =1+ O(ls| ™" +s|™)

7/(5) =1+ O(‘S|_1 + |5|_O‘)’ @/<S) _ O(|S’_1 + ’Sl_l_a) (244)

The main idea for what comes next, is to build two elements h1, ho in the kernel of the Jacobi
operator, just as stated in the beginning of this proposition, by making use of the functions
u(s), u(s) whose existence was already proved.

Let us note first that the non-degeneracy property of curve I' implies that @(s) cannot
be bounded on (—o0,0]. This follows as a(s, z) is bounded, and then h(s) := a(s, 0)~"/2a(s)
would be a globally bounded element of the Kernel of 7, which would be nontrivial. Therefore
u(s) must diverge as s approaches to —oo. However, in order to control the growth rate at
which @(s) departs from zero, we will use the following argument.

Recall that {u, @} and {v, 0} represent two different basis of the vector space of solutions
to the equation ([2.42)). We can take advantage of this fact to describe the behavior of the
pair {u, 4} on the other region where there is no information available yet. More precisely,

there exists coefficients {;}1; C R such that
VseR:  u(s) =av(s) +ad(s), u(s) = asv(s)+ asd(s) (2.45)
In particular, this implies the asymptotic behavior of u(s) and @(s) on the portion (—oo, 0]

u(s) = aqls| + as + O(1) + O(|s|™F + |s| 7> + |s|'™)

g - = 2.46
u(s) = asls| + aq + O(l)—}—O(|5|_1+|8|—a+|8|1—a) as s 00 ( )
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2.2. Invertibility of the Jacobi operator

and its derivatives

u'(s) = ay+ O(|s|™H 4 |s| 77 4 |s| ™)

, ass— —0 2.47
() = s + O(ls| ™" + [s| 7= + || =) (247)

From the previous discussion about u, it is straightforward not only that @ grows at most
at a linear rate on (—o0,0], but also that the non-degeneracy property implies ag # 0.
Furthermore, as J, is a linear, we can find a function hi(s) := az'a(s,0)"*/27(s) that belongs
to the kernel of this operator, with an asymptotic expansion similar to those of @ on [0, +00),
but with a leading term 1 - |s| on the left region.

Likewise, the same argument can be applied to u(s), and begin with an unbounded element
of the kernel hy(s) := a(s,0)”"/2u(s) that diverges at a linear rate on the positive portion
of R, due to . Nonetheless, this time there is no information about the growth rate
of hy as s approaches to —oo, since the bounded behavior now is permitted. Without loss
of generality we can take a; to be zero, because if a; were not zero in ([2.45)), we can set
ha(s) = a(s,0)"2u(s) — aihi(s) which gives a solution of J, such that hy(s) = O(1) +
O(|s|™ + Is|™ + [s]'™) as s — —oo and also hy(s) = s+ O(|s|™! + |s|7® + |s|'™*) as
§ — +00.

As a consequence of this argument, follows that the derivatives of functions hq(s) and
ho(s) satisfies estimates , inherited from the behavior of u, u and its derivatives, plus
the decay of the potential a(s,0) and dsa(s,0). More explicitly in the case of hi, we have by
its the definition that

;v —10sa(s,0)u(s) 1 d(s)
hl(S) a 7 CL(S,O) (0% a(3’0> Q3

then using expansions (2.46))-(2.47) for @, 4" we deduce for s << sy < 0 large enough
Wi(s) = O(s| ") (Is|+ O(1+]s| " +[s| =)+ O(1) O(1+s|"+[s|717) = O(1+]s| " +]s| 777

The case of hy for which s >> sy > 0 is large enough, is completely analogue.

Regardless of how are the profiles of functions wu(s), u(s), it is always possible to build
two solutions linearly independent hy(s), ha(s) of J,[h] = 0, which behave asymptotically
as a non-constant straight line on one side, and as a constant on the opposite side. This
implies directly the estimate |h;| < C, as (—1)"s — 4o00. Additionally, we can deduce some
estimates for A/ (s) and h4(s) implied by the expansions (2.43]) and ([2.44)), so it is easy to see
that |h}| < C as (—1)"s — 4o0.

Note on the other hand, that every solution to [J,[h| = 0 also solves the following auxiliary
equation

%(m&m%M@)—MamwﬁM@ZO

In particular, coefficients p(s) := a(s,0) and ¢(s) := a(s,0)Q(s) satisfies properties (2.17)) to
(2.21)), since a and I" meet the required hypothesis (2.38))-(2.39)).
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2.2. Invertibility of the Jacobi operator

Finally, given that o > —1 and since we are considering the bounded part of h; on that
region, Lemma [1] gives to us some the decay of the derivative by |h(s)] < C|s|™'7 on the
infinite interval where (—1)"'s — +o00. This completes the proof of Proposition [} O

2.2.2. Invertibility: Proposition

Once we describe the kernel of the Jacobi operator, the next step is studying the solvability
of the Jacobi equation for a right-hand side decaying polynomially.

Proposition 2. Invertibility of the Jacobi Operator
Given a > 0, A € (0,1) and f with HfHCox ®) < 00, assume that I is a non-degenerate

stationary curve with respect to l,r, as in deﬁmtion . Further, suppose that T' and a(s,t)
fulfil the hypothesis of Proposztwnl so that |Q(3)] < C(1+| |)~27*. Then the Jacobi equation
Ja[h](8) = f(5) in R has a unique bounded solution. Further, h is given by the variation of
parameters formula:

s “+o00
h(s) = —hu(3) / a(€.0)ha(€) F(E)dE — ha(3) / o€, 0)h (€) F(€)de (2.48)

[e.o]

In addition, there is some positive constant C' = C(a,l’, ) such that

1Al 2oy + 1L+ [s]) R || oo ) + Suﬂlg(l + s R [ cors-1.541) < Cllfllcon (2.49)
ES

- 2+4a,* (R)

Proof.-

Let us begin by proving estimate , assuming that there is a solution to J,[h] = f.
Recall that hi, he are unbounded solutions in the kernel of J, which have the asymptotic
behavior described in — of Proposition . As h is given by an explicit expression
in terms of f, we can use the formula to estimate this function

(3| < [mn(5)] / (€, 0)] [alE)] 1£(©)IdE + [ha(s)] / " lale,0)] ()] 7€)l

< Cupa (101 | [ha(¢) g e+ e |+de5
afro{ 1M1 1_|_’§|2+a 2 1+|€|2+a

II

with Cy f.a = [[a(&,0) o/l (1 + [€))*T flleo < 00. We want to show that I-IT remain bounded.
Then for § >> 35 > 0 sufficiently large, we have thanks to (2.40)-(2.41]) that

" oq €1+ 0w o
<o ([ g [ e < omot w1 = o

< (sl +om) [ 00

T ez dé < (31+ 0O ™) = O(3™ + |5177)
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2.2. Invertibility of the Jacobi operator

which are both bounded as 5 — 400, since a > 0.

In the same way, for s << —54 < 0 sufficiently large, it holds that

1] < (5] + O(1)) § %% < (Is]+ 0W)O(ls|"*) = O(ls| ™ + 15|
o 1+ €]

\H|so<1>([s°"is | ) < 0mOou I 1) = 01+ 1)

1+ |£|2+a

whose terms don’t diverge as § — —oo, given that a > 0.
Additionally, note that [[(1 4 |5])*** flec < sup(1 4+ |5])*T|| f|lcon(s-1,5+1)- In summary, all
5€R

this analysis lead us to deduce that h is bounded, and that its norm L is less or equal than
a constant times the norm C’gﬂm* of f.

For what comes next, it will be necessary to discuss some properties of locally Holder
functions. In particular, we are interested in bounding the norm C%* of the product function
u(5)v(5) where u,v € C%* are both locally Holder functions. Defining I := (5 — 1,5+ 1)

[u(s1)v(51) = u(S2)v(82)| < Ju(s1)] [o(51) = v(82)] + |uls1) = u(s:)] [v(s1)]

< (Jull oo 19y [V]o,1e + [U]o,25

]| Loe(ro)) |51 — 52|

— 5

< 2||ullcor 1m)ls

Thus we deduce

lu - vllcons-1,501) < 2||ullcons-15nl[vllcons-1,511) (2.50)

Now, from the variation of parameter formula follows that h is locally a Holder function.
Additionally, the Holder norm of A is bounded by those of f. To see this, let us analyze first

p1(5) = ha(s) / A€, 0)hal€) F(€)de

As a consequence of (2.50), we only need to bound the Holder norm of the integral, in terms
of those of f, since Proposition [I| ensures that h is locally Holder. In fact,

O(1+|57%) as§— +o0

|| acom@reua sua<§,o>||oo||<1+|f|>2+af|roo{ .

Loo(Is) (Is77*)  ass— —oo

{/; a(§70>h2(§)f(§)d§:| < sup |5y — 5] /52 a(€, 0)ho(€) F(€)de

0,\, I35 51,52€l5 5
<2 sup |89 — §1|1—A -sup a(t, 0)|ha(7)| | f(7)]
51,52€15 rel.

< 227la(7, 0)[lso I Palloo I (1 + 71 fllo O(I5]717%)
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2.2. Invertibility of the Jacobi operator

Therefore,

H/la(g’o)hﬂﬁ)f(ﬁ)dg

C0:A(5—1,541)
_2ia O(l+15]7%) ass§— 400
< Cohgsa sup(1+ 81| fllcon(s-1,541) - 1 - (2.51)
5eR O(|5]7'7%) as § = —00
Nonetheless, from Proposition [1] it easy to see that

O(1) ass§— 4

|1 llcons-1,541) < {

O(]s]) as§— —o0
In this way, using (2.50)) we deduce that

lp1(8)llcor-1541) < Cahaa Zny ()1 f 1l

5 e« (R)
where Zy, (5) = [|h1||coas—1,511)]l ffoo a(&,0)ha(§) f(&)dE]|coar(s—1,5+1), is bounded on 5 € R.

Repeating the very same arguments lead that function

(o) = 1a(s) | " o, 0 () f(€)de

is also Holder on any interval Iy = (5 — 1,5+ 1), with norm C%* bounded by those of f.
In conclusion, gathering the estimates for p; and p,, we proved that for any s € R, it holds

||h1||COv>‘(§—1,§+1) < Ca,h1,h2,a(Zh1(‘§) + ZhQ(g))HfHCQfa,*(R) < a’h1,h2,a||f||cgfa’*(R)

We proceed now to find an bound for the derivative A/(s). Let us note that

5 “+o00
() = 1 (s) / a(€.0)ha(€) F(€)dE — 1y(5) / o€, 0)hn () F(€)de

—0o0
J/

g g

+ hy(3) - a(5,0)he(5) f(5) + ha(8) - a(5,0)hi(5) f(5) (2.52)

so by estimating the terms involving integrals, we obtain:

* h

1] < @) a5, 0 10+ 160771 [ Tl
+oo hl

V] < IO o0l 0L+ el [ e
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2.2. Invertibility of the Jacobi operator

For § >> 5y > 0 sufficiently large, conditions ([2.40)-(2.41]) imply

e ([*_0W PO N e o o e
i< oqst ) ([ e+ [ FEEEde) = ots ot 17

= O(fs| " 51 )
v os 41 [ e = (sl 4 s 0081
= 051 +157)
(5,00 (a9 F5)] < s O 1+ 5242 o 25 2

= O(fs -+ 13|72

Analogously, for § << —5q < 0 sufficiently large, it holds that for a > 0

II1T] < O(1 + |57 + |§\1a)/ o)

Wdf = 01+ 5] +[577) O(157 )

= O(fs1= 4 J51 )
ot ([0, T 0W) N
i< ogs ) ([ R e [T 8 e) = o005 )
= O(fs -+ Js )
(51 + 0(1)0(1)
1+ [5]2Fe

|a(5,0)h1(5)h2(5) £ (5)] < [la(5, 0)locl (1 + [5)** f ]l

= O(ls[" ™ + 1577
In brief, from this analysis we deduce not only that i’ and |5|'T®/’(s) are bounded, but also

that its L> norms are less or equal than the respective norm of f.

Now, from formula follows that A’ is locally a Holder function. Moreover, we claim
that A’ is bounded in the Holder norm by those of f. To justify this, we study each term of
h'. The first two of are easily bounded in C%* norm just like it was done before, when we
proved the bound for h. In particular for the first term, just note that from Proposition

O(]s|™'7®)  as s = +o0

il co. 5-1,5 <
Illcen - { O +1s|™!) ass— —o0

and we also have the validity of estimate (2.51]) of the integral. Hence, we deduce
<

‘ / al€, 0)ha (&) £(£)de
oo COA(5—-1,5+1)

{ O(1+|5]7%) ass§— 400

O(1+1s]™") ass— —o0

(1 + 3Dl cons-1,541)

Cahya sUp(l + |§|)2+a||fHCOﬂ(§—1,§+1) :
s€R
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2.2. Invertibility of the Jacobi operator

The very same argument works to prove that the second term IV of A’ exhibits a similar
estimate. In addition, the last two terms can be bounded just by iterating property ([2.50)),
in order to write the norm of the product function:

(14 IsD) " Nla(s, 0)ha (s)ha(s) £ (5)llcon (51,41
< lla(s, 0)llcor@) Z(ha, ha)(s) sup(l+[s))** [l fllcons-1s41

s€

where Z(hy, ho)(s) = |s| 71|l cor(s—1,s41) | P2llcoa(s—1,5+1) is bounded function in R.
The consequence of all these estimates previously shown, is that

(L4 s W lcors—1.s41) < Ca,hl,hz,a”fHCSfa’*(R)

Finally, to conclude the proof of estimate (2.49), we just need to find a locally Holder bound
for the second derivative h”, and prove that it decays polynomially. Note that since h solves
the Jacobi equation,

_ 0sa(s,0)
a(s,0)

then it follows that A” is locally Hélder , since the product of two Holder functions is again
a Holder function, and given that the potential a(s,t) and its derivative dsa(s,0), plus h(s)-
I'(s) and also the right-hand side f, they all satisfy this property. Moreover, we have

h"(s) = h'(s)+ Q(s)h(s)+ f(s), VseR

C2ta || 9sa(5,0) Clda
(1+ [8)* A" | cors—1,541) < 2(1 + |5]) 50 (14 [5) 7| o (s—1,5+1)
a(s,0) COA(s—1,5+1)
+ 2(1 + |§|)2+a||Q(§)||CM(§—1,§+1)HhHCOA(§—1,§+1) + HfHC(z)fa,*(R)

and therefore from the previous estimates found for A and A’, we deduce that

S_lel]g(l + |§D2+aHh//||00,x(§71,§+1) < CaHf”Cgfa,*(R) + CQHf”CSfa,*(R) + ||fH007* ®

2+4a,*

< Ca,Q,aHchgra’*(R)
where Gy := supser(1 + [8) [0sa/allcons 1,511y » Ca := supser(l + 8" [ Q) cons-1,541)
are finite since 0s;a/a and @ are smooth functions whose derivatives in s are bounded, which
exhibit polynomial decay in §. This ends the first part of the proof.

On the other hand, to prove the existence and uniqueness of a solution A to the Jacobi
equation, note that 7, is a second-order differential operator that is also linear. Classical
theory of ordinary differential equations assures that any solution of J,[h](5) = f(5) in R
can be written as the sum

h(5) = hu(3) + hp(s)

where hy corresponds to a solution of the homogeneous equation J,[h](5) = 0, and hp is any
particular solution of the Jacobi equation with right-hand side f(s).
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2.3. Examples

So the uniqueness property will be a consequence as we are looking for bounded solutions.
Since hy cannot diverge, then the non-degeneracy condition of I" implies that hy(s) = 0.
Moreover, the same fact about looking for bounded solution implies that the particular
solution hp will be unique for any f(5) with ||(1 + [5])*T® f||e- Indeed, suppose that there
are two solutions hp, hp to the equation J,[h] = f. Then by linearity of 7, follows that
h = hp— hp solves the homogeneous equation 7,[h] = 0. However, as both functions are
bounded, the non-degeneracy property of I' ensures that h= 0, and so hp = hp.

The previous argument shows that the Jacobi equation [J,[h] = f, under the non-
degeneracy assumption on I', possesses at most one bounded solution. So the solvability
question reduces to find a globally bounded particular solution Ap.

We only need to exhibit a suitable hAp, but this can be done since a natural candidate
arises from the variation of parameters formula. Recall the relation

" ha(9f(©) L MmO
so W(h1, h2)(€) s Wihi, ha)(€)
gives a particular solution to the equation

9:a(5.0) 15y _ (s)(s) = f(5
) 16— QERE) = 16)

if hq, ho are two linearly independent solutions of the respective homogeneous equation.
But using Abel’s formula for the Wronskian of hy, hs, we see that

W (hy, ha)(€) = exp (— / %Ch) — exp(—loga(€, 0))

Then, formula

hp(5) = —hi(5) d€ + ha(5) 3

R"(3) +

a(&,0)

5

mwz—m@[Z@mmwﬂ&ﬁ+m®/a@mM@ﬂ&m

S0 S0

solves the Jacobi equation, for any —oo < §p, 51 < +00.

Particularly, given that [[(1 + |5])*™®f]| and the linear behavior of the kernel elements
hi, hs, plus a > 0, it follows ‘ffooo a(é*,())hi(g)f(f)df‘ < +oo for ¢ = 1,2. This allow us to
choose the integrals to be evaluated at the initials points 55 = —o0, and §; = 4-00.

Finally by estimate (2.49)) we have that the particular solution h, is globally bounded.
This completes the proof of Proposition [2] OJ

2.3. Examples

Is of interest to mention that Theorem (1| relies on a very important fact, whose nature is
essentially geometrical. This concerns the existence of a curve I' C R?, given a fixed suitable
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2.3. Examples

potential a(z) of the Allen-Cahn equation , that be a stationary curve with respect to
the weighted length functional /,p in the sense of [ and also be a non-degenerate curve as
in definition [2 To get a better understanding of the geometrical settings of this problem, it
would be useful to present some examples that portray the nature of the curves and of the
potentials, and how they interact in order for this configuration to be admissible.

The following section is devoted in giving concrete examples of such curves associated to
some nontrivial potential a(x), in a way that they meet all the hypothesis of Theorem .

2.3.1. Characterization of Non-degeneracy

Now we state a result that provides precise conditions on a and I', where in such case the
non-degeneracy property of the curve holds.
Corollary 1. Non-degeneracy in the minimizing case
Let a > —1/2, ' be a stationary curve with respect to l,r as in (2.10), and let the potential
a(5,t) along with T' be such that Q(5) := Oya(5,0)/a(s,0) — 2k*(5) satisfies the following

conditions

Q) >0, and Q) %0 (2.53)
and the asymptotic polinomial decay
_ C _ _
1Q(s)] < A+ )’ for[5] >> 5 (2.54)

then the curve T' is non-degenerate, in the sense of [3

Proof.-
Let h be a bounded element in the kernel of the Jacobi operator, so that h € L>(R) solves
Jah](5) = 0 in R. Since h € L*®[0,4+00) N L*(—00,0], Lemma [1] assures the existence of a
constant C' > 0 such that

C

|h’(§)’ < W, Vs € R (255)

This directly implies that 4’ € L*(R) given that o > —1/2. Furthermore, condition ([2.54)
plus @ > —1/2 imply the integrability of Q(s) in R since

/ oG = [ 0E)ds+ (5)ds < c/ ds
R |5]>30 [5]<30 |

—+
a2+
s>50 1+ 13] 130

In particular, the foregoing guarantees that the following expression is well defined

Q(5)ds

= = (5 9.a(5,0) '(5) — Q(5)h(5)|h(5)a(5,0)ds
Wil = (1) e = 16 + R ) — QM (a0
GO EG)|  ~ [ a0 + Q)
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where the boundary value terms at infinity vanishes, as h is bounded and from the decay
(2.55)). Finally as h solves [J,[h| = 0, the latter together with hypothesis (2.53)) imply

0= / a5, 01 ()P + Q(5)13(5))ds > / (5, 0)|(5) ds

As a(s,0) > 0, we deduce that h' = 0 a.e. in R. Moreover, the smoothness of h guarantees
that A’ = 0 in R. Using again the last inequality we get that

0= /RQ(E)h2(§)d§

However, condition (2.53) on @ assures that Q(5) > 0 on a neighborhood of some point
50 € R. Therefore, last equality gives that h(S) = 0 in this neighborhood, but as h = C'is
a constant function in the entire space, we conclude h = 0, which concludes the proof of

Corollary O

2.3.2. Weighted Geodesics in Euclidean coordinates

In what follows, we will admit curves that can be represented as the graph of some
function. Let us consider a smooth function f : R — R, f = f(x), and a parametrized curve
[:= {y(x)/ x € R} C R? such that

Vz) = (2. f(Z), () =(1 f(x)) (2.56)

In addition we choose the normal v of I' oriented negatively, meaning that the wedge product
4(x) x v(zx) points in the opposite direction than ez, the generator of the z—axis in R3. This

forces
1

— (f(®),-1
/—1—|—|f’(a:)]2<f<> )

Let us also consider a potential defined in Euclidean coordinates a = a(x,y), adopting
the convention where (x,y) := (Z,y), which satisfies all the hypothesis supposed for it in
Chapter I}

viz) =

Recall from the criticality condition (2.10)), that in order for I' to be a stationary curve
with respect to the weighted arc-length [, r, is necessary that the potential @ and the curvature
k satisfy the equation

Oia(s,0) = k(s)-a(s,0), ae seR (2.57)

Denoting X (x,t) := v(x) + tv(x), we can now set the potential written in this coordinates
as

tf'(x)
VI+[[ (@)

29
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Accordingly, relation (2.58)) implies that the criticality condition (2.57)) amounts to the follo-
wing equation in Euclidean coordinates

Opa(z, f(2)) [ (®)  Oyalz, f(®)) f"(x)
L+ [f(z)]? L+ [f)P  (A+][f ()

2)372 -a(z, f(x)) (2.59)

where it has been used the classical formula for the curvature of I' as given in ([2.56)),

k(@) = f"(2)(1+ |f (@)*)?

2.3.3. Example 1: The x-axis

For the sake of simplicity, let us find a some particular kind of stationary curve. We will
be interested in finding I' C R? as a straight line on the Euclidean plane, further, we want
this line to be the x-axis. Nonetheless, the stationarity of this line must be with respect to
some nontrivial potential a(x,y) #Z 1 that does not represent the classic Euclidean metric in
R2, case in which all straight lines are trivially known as stationary curves.

With this purpose, let us set the function f(z) = 0 in (2.56), implying that I' = 0X.
In particular, adopting the convention e; := (d;1,d;2) with d;; denoting the Kronecker delta,
we have on the curve that v(x) = eq, thus the Fermi coordinates are reduced simply to the
Euclidean coordinates, namely X (x,t) = xze; + tes = (x, t).

In this simplified context, it turns out that the criticality condition (2.59) is reduced to

_ Oya(z,0)
V1+0

Therefore, we only need to find a nontrivial potential a(x, t) = a(x, y) in such way the x-axis
becomes a stationary curve, and also a nondegenerate curve as in the sense of [2|

—0, VeeR (2.60)

Claim 1. Given any o > 0, the following potential

_ 1 (v
@)= e () (261)

satisfies all the requirements previously indicated, in relation with the curve I' = 07() .

Proof.-
Let us note that a(x, y) is smooth, globally bounded, and bounded below far away from zero.

Further, it is direct that 0.X is a stationary curve relative to [, since solves equation ([2.60))
1 <2y — y?sinh(y)
1+ |x|)?te cosh?(y)
30
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2.3. Examples

Now to see that O—)(z is a nondegenerate curve, just note that the potential achieves it minimum
exactly on the region defined by the x-axis, and moreover, around this curve the potential is
strictly convex in the y-direction. The latter translates in the fact that dy,a(x,0) > 0, given

() = [ (2 Y eosbly) 22y ) sy
Yy Y) = (1 + |z|)2te cosh2(y) cosh?’(y)
= Oyya(xz,0) = 2 >0, VxeR
yyU\L, V) = (1+ |z[)2+e ;

Taking this into account, note that a(x,y) and k(x) = 0 are such that term

Oyya(z,0)

= — 2k?
fulfills the following conditions
2
Q((B) > 0, and |Q(:B)| S W, Ve € R

Hence we deduce from Corollary [1| of section , that I' = 07() is a nondegenerate curve
with respect to the potential a(x,y) given in (2.61)), finishing the proof of Claim . U

Using the software MATLAB v2010, we plot the potential on the square [—10,10] x
[—10, 10], and we illustrate in color red the respective stationary curve I'.

5
0

x—direction

y~—direction 5

Figure 3: Potential a(x,y) (2.61)) with geodesic I' = 0X, for o = 1072,
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2.3.4. Example 2: Asymptotic straight line

This time we consider a different type of curve I' C R?. For w # 0, let us set function
f(x) := V14 w?x?, so that I' converges asymptotically to straight lines as || — oo. We
have to exhibit some nontrivial potential a(x,y) for which I' be nondegenerate geodesic
relative to the arclength fr a(Z). Since this curve is not exactly a straight line, we don’t
get any simplification of the Fermi coordinates X (x,t). Therefore, we will assume a weaker
dependence of the potential in Euclidean variables, namely a = a(y). Note that

Flo) = 2 )= T - y
v [0 G R e S 1)
2.62

So, given the dependence of a only on y—variable, criticality condition (2.59)) amounts to
a(fz)  —f"z)
a(f(x)) 1+ |f(x)P

with g(y) == —w?[(1 + w?)y® — w?y| .
We can solve directly this ordinary differential equation (2.63)), for a in y—variable.

= 9(f(z)) (2.63)

log(a(y)) = /g(y)dy +M & a(y) = Mexp (/ i H:;;;fy_ wgy)

This integral can be computed using partial fraction decomposition, noting the factorization
yP—w?/(1+w?)y =y(y —vyy)(y —y_) in which y; := +w(v/1+ w?)~. Then,

A B C  (A+B+0O»+ (—y-B—y;C)y —w?/(1+w?)A
Y Y-y Y-y Y —w?/(1+w?)y
which leads to a linear system, solved by A =1, B = —%, C= —%. Hence we obtain

a(y) = M exp (/%—/ﬁ_/md—yy)) N \/(y—;\f)y(y—y—)

For this construction, we will need to consider a slight modification of function a as follows.
We say that the potential a : R*> — R is an admissible left-extension of function a(z,y),
provided that I) @ be smooth bounded function, of at least C%(R?) class. II) a(z,y) = a(z,y)
for points with y > w?/(1 +w?). III) a is uniformly positive, bounded below away from zero.
We state the following

Claim 2. Given |w| < 1/v/2, any admissible left-extension of the potential given below
V14 wiy
V(14 w?)y? —w?

induces a metric in R? for which T = {(:I:, V1+ w2m2)}meR is a nondegenerate geodesic.
32
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Proof.-

Regardless the value of the parameter w # 0, it can be readily checked that within the region
y > 2w/v/1+ w?, function is smooth, bounded, and uniformly positive. Moreover, this
potential satisfies the asymptotic stability on the curve I'; since f(x) — 400 as || — 400
and additionally ygrfwa(w,y) = 1, Yo € R. The previous construction of a(x,y) was

intended to build a potential satisfying the criticality condition for the curve generated
by f(x) = v1+w?z? Thus I is a geodesic for the arclength [, a(Z). All these features of a
ensure that any admissible left-extension will provide a potential with the desired properties
to induce a smooth metric in R?, fulfilling hypothesis of Theorem . Notwithstanding,
in order to estimate the derivatives of a we need to compute first

Oza(z,0) = d'(f(x))f'(x), da(z,0) = —d'(f(z))[1+|f ()]
Ozza(@,t) = a"(f(@))|f'(®)* + ' (f(2) (), Oua(z,t) = (=1)%a"(f(2))[1 +|f ()]
Ozea(z,t) = —a"(f(z))f'(2)/[1 + | f' (@) "] — 2a'(f(2)) f () " (2)/[L + | f' ()]
Moreover a tedious but simple calculation shows that
, —wV/1+w? " 3w?(1 4 w?)3/%y
a(y) = —; 2(a)2 70 @(Y)= 2Yas2 215/2
(y? + w?(y? — 1))¥ [(1+w?)y? — w2/

Therefore, taking into account the decay (2.62)) of f(x) and its derivatives, follows that this
potential satisfies condition (L.15)) of Theorem I} for & = 2 > 0. It only remains to prove the

nondegeneracy property of the curve I, and to do this, we will make use of Corollary [I} It
can be checked the positiveness of the term Q(x), in fact

2 () 2 207 ) |+ wia?
2
S (I e e e o S A o
so by the definition Q(x) = dya(x,0)/a(x,0) — 2k*(x) we obtain
3w?(1 + w?)*2V/1 + w2x? 1+ w?x? 2w? )

Q(z) > min{1, ||lal| '} ([(1 + w?)(1 + wa?) — w5/ 1 (W +owhz?  (1+ (w?+ wh)z?)?

(1 + w?)5/2(1 + w2x2)5/2 (1+ (w? +wh)x?)3

C (3w2(1+w2)3/2(1+w2:c2)1/2 2w2 >

>0 3w? B 2w? B C,w? 3 B 2
O\ 4 W)+ we?)? (1+w2x2)3 ) (14 w?222)2 \1+w? 1+ w?x?

Hence choosing w € R\ {0} with |w| < 1/v/2, we get that Q(z) > 0 in the entire domain R.
Finally the term Q(z) decays polynomially at a rate O((1 + |z|)~?) as a consequence of the
decay of the potential and the squared curvature, which finishes the proof of Claim O

Remark 4. We emphasize the fact that the criticality condition for I' and the nondegeneracy
property are tested only within the semi-space y > 1, which involve only the part (2.64) of
the admissible left-extension, since a(x,y) = a(y) in this region and the curve complies

()] > 1.
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2.4. Computing the Laplacian and Gradients in Fermi coordinates

Using the software MATLAB v2010, we plot an admissible left-extension of the potential
on the square [—10,10] x [—10, 10], and we illustrate in color red the respective stationary

curve I, = {(z, V1 + w?x?) : @ € R}.

5 x—direction

y—direction 10

Figure 4: Potential a(x,y) (2.64) with T',, as nondegenerate geodesic, for w = 1/2.

2.4. Computing the Laplacian and Gradients in Fermi
coordinates

Recall that the inhomogeneous Allen-Cahn equation is given by (1.12). Denoting the
nonlinearity by f(u) := —F’(u), and assuming that the potential is uniformly positive, namely

1'n2f a > 0y > 0, it follows that this equation amounts to
R

Vja

e2Azu + £ Vzu+ f(u) =0 in R?

1

Scaling this equation in factor e, we get that u(z) := u(e'Z) solves the differential

equation

Vi .
Ayu+ gTa Veu+ f(u) =0 in e 'R? (2.65)

This section is mainly oriented to find an expression for the differential operators invol-
ved in , written in some coordinates associated with the curve, known as the Fermi
coordinates. These define a local change of variables in a neighborhood of I', so our effort
will focus on finding an equivalent form for the Allen-Cahn equation in these coordinates for
points relatively “close” to I'.
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2.4. Computing the Laplacian and Gradients in Fermi coordinates

Let us consider a bounded smooth function A : R — R, and define the following local
coordinates near I', := ¢~ '’

1
Xen(s,t) = Xc(s,t + h(es)) = gv(es) + (t+ h(es)) - v(es) (2.66)
known as dilated and translated Fermi coordinates, on the region
4]
No={ (00) = Xealsv0) € B -+ hlew)] < & + 2l } (2.67)

for a fixed number ¢q > 0, which is a dilated tubular neighborhood of I', translated in A, in
such way X, defines a local change of variables. The next picture depicts this geometrical
setting

Figure 5: Neighborhood N j in Fermi coordinates X, (s, )

Remark 5. [t is direct from definition (2.66|) that X (s,t) = X p(s,t — h(es)).

2.4.1. The Euclidean Laplacian in coordinates

We have the validity of the following expression for the Euclidean Laplacian A, , in terms
of the dilated and translated Fermi coordinates. A detailed proof of this fact can be found in
Section of the Appendix.

Lemma 3. On the open neighborhood (2.67) N., C R? of T'., the Euclidean Laplacian has
the following expression when is computed in the coordinate x = X, p(s,t) given in (2.66)):
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2.4. Computing the Laplacian and Gradients in Fermi coordinates

Ax., = Oy + Oss — 2N (£8) 0y — €71 (£5)0; + 7|1 (e5)] Dy

— elk(es) + e(t + h(es))k*(es)] - 0 + D.p(s,t) (2.68)

where

D, p(s,t) :=¢e(t+ h)Ag
+&%(t + h) By

£s,&(t + h))[0ss — 2eh/(€8) 0y — 21" (€5)0; + 2|1 (€5)[204]

(
(es,e(t + h))[0s — eh/(5)0}]

+ &3t 4+ h)?Cy(es, e(t + h))o, (2.69)
for which
Ao(es, e[t + h(es)]) = 2k(es) + e O(|[t + h(es)|k*(es)|) (2.70)
Bo(es, e[t + h(es)]) = k(es) + e O(|(t + h(es))k(es) - k(es)|) (2.71)
Co(es, e[t + h(es)]) = k*(es) + eO(|(t + h(es))k*(es))) (2.72)

are smooth functions and these relations can be derived.

2.4.2. Gradients in coordinates

Just like the preceding part, the main idea here is to compute the first-order derivatives
eVza/a - Vu of equation (2.65), in terms of the Fermi coordinates. The next result address
this fact, for which we left a detailed proof in Section in the Appendix.

Lemma 4. On the open neighborhood (2.67) N., C R? of T, the product of the Euclidean
Gradients has the following expression when is computed in the coordinate v = X, (s,1t)

given in (2.66)):

5VXa -Vx_, = 6@(53, 0)[0s — eh'(es) - D]
a ’ a
2
+e %(55, 0) + £(t + h(zs)) (%(55,0) - %(gs,m )] )
+ Ea,h(sat) (273)

where

E_p(s,t) == &%(t + h(es))Dy(es, e(t + h))[0s — eh’(es) - O]
+ &3(t + h(es))? Fy(es, e(t + h))o; (2.74)
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2.4. Computing the Laplacian and Gradients in Fermi coordinates

and for which the next functions are smooth

Do(es, 2(t + 1)) = 0, [82“] (e5,0) + 20 ((t 4 h(es)) O [%D
+ Ag(es, e(t+ b)) %(53,5(154—}0) (2.75)
Fifes, <(t+ 1) = 0 {%] (£5,0) + 20 ((t 4 h(=s))Oree {%D (2.76)

and where Ag(es,e(t + h)) given by (A.35)). Further, these relations can be derived.
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Chapter 3

Preliminary Remarks on the
Allen-Cahn equation

3.1. Transforming the problem in Fermi coordinates

Since every term of the inhomogeneous Allen-Cahn equation has an expression in Fermi
coordinates, we are now able to rewrite equation (2.65]) in these coordinates, by using formulae
stated in Section 2.4l

As we saw, the Allen-Cahn equation scaled in factor e ! corresponds to

Vma(a% y)

TP Vaeyt(z,y) + f(a(z,y) =0, V(z,y)eR®>  (3.1)

Agyu(z,y) +e

Consider now the dilated and translated Fermi coordinates on the neighborhood N, as
it was explained in . Recall that v} represents @ = @(z,y) in these new coordinates,
throughout the relation

vi(s,t) :=u0 X p(s,t) =u(x,y)

Making use of the Lemmas |3| and 4] from the preceding sections, we can write equation ({3.1))
in coordinates (z,y) = X.4(s,t) as

Vxa(ex,ey)
a(ex, cy)

Ouv* (5,1) + 0sv* (5, 1) — 2eh/(€8) 00 (5, 1) — 2" (e5)Ov* (s, 1)
+ 2N (e8)POuv* — elk(es) + e(t + h(es))k*(e5)]0v* + Do (s, t)

AXE,h,ﬁ'(x7 y) +e ’ vXa,h,ﬁ’(x7 y) + f(ﬂ(l‘, y)) =

Osat

(€5,0)[0sv% (s, t) — eh’(es) - Opvli(s,t)]
38
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3.1. Transforming the problem in Fermi coordinates

% (s.0)

a

+e %(53, 0) + &(t + h(es)) (%(53, 0) —

2)] Qv (s,t)

- Eop(es, )+ [(05(5,1) (32)
where functions D, j, and E.j are explicitly given in (A.34) and (A.57)).

In particular, rearranging the terms of expression (3.2)), we get

N Vxa(ex,ey) . B _
Anghu(ma y) +e€ (1(8.17, Ey) ng,hu(Ia y) + f(U(l‘, y)) -

Onvi(8,t) + Ossvii (8, 1) — € [k(ss) - @(53, 0)] Oui (s, t) + 5%(53, 0)0sv (s, 1)

2] } Oy (s, 1)

—¢? {h'/(es) + h'(es)%(es, 0) + h(es) [kQ(es) — %(53, 0) + ‘%(53, 0)

ata
7(887 0)

2
—g? [kQ(gs) - %(68, 0) + ] toyvr(s,t)

— 26l (£8) x40 (s, 1) + %1/ (5) |20 (5, 1)
4 &(t + h(es)) Ag(es, e(t + h))[0sv™ — 2k (5) 00" — 2B (€8)Ov* + €2|h/ (5)[2Oyv*]

+2(t + h(es)) Bo(es, e(t + h))[0sv* (s, 1) — el (e5)dw™ (s, 1))

+ 3t + h(es))2Co(es, et + b))’ (s,) + f(v(s, 1)) (3.3)
where

Bo(es, (t + h)) := Bo(es, e(t + h)) + Do(es, e(t + 1)) (3.4)

Co(es, e(t + h)) := Coles, e(t + h)) + Foles, e(t + h)) (3.5)

and the foregoing is valid for any (z,y) = X, 4(s,t) € Nop.

Thus, we can now incorporate to this equation both, the criticality condition of the curve
I’ with respect to the weighted length [.a(Z), and the Jacobi operator associated to a(Z)
found in . Suppose that I' is a stationary with respect to I, r, then as stated in , the
curve must satisfy
Ora(s,0) = k(s) - a(s,0), ae. seR

Remark 6. [t is worth pointing out that the stationarity property of the curve I' can be
incorporated to the expansion of the inhomogeneous Allen-Cahn equation, eliminating the
leading term of order O(e) in multiplying 0,v%(s,t). This fact will be essential for the
Lyapunov-Schmidt reduction method to succeed, because it reduces the size in powers of €, of
the operators involved in the Allen-Cahn equation.
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3.1. Transforming the problem in Fermi coordinates

Then using condition (2.10)) for s = s, we get that equation ([3.3) amounts to

Vxa(ex,ey)

Ax_ ,u+¢€
Xt ¥ alex, ey)

V., b+ fla(z,y) =

s
Ot (5,1) + By (5,1) + 0 + ¢ a“ (e5,0) - Dy (s, 1)

_e? {h”(as) + h/(ss)%(ss, 0) + hes) {2/&@) _ Gue 0)} } v’ (5,1)

a

— ¢? {2]62(68) — @(83, O)} tOE (s,t) — 2eh’(5)0gvii(s,t) + 2| W (e5) |20 (s, 1)
a

+e(t+ h(es)) Ao(es, e(t + h))[Bsst” — 26l (£5)Drsv* — 21" (e5)00* + €3|I (e5) |2 Ov”]
4 2(t+ h(es)) Bo(es, e(t + h)) 0" (s, t) — el (£5)90* (5, 1)]
+ 3t + h(es))2Coles, et + h)Ow* (s, t) + f(v7(s,1))

for any (z,y) = Xen(s, t) € Non.

Moreover, making explicit the Jacobi operator (2.15)) in the previous equation, we finally
obtain the inhomogeneous Allen-Cahn equation for any point (z,y) = X.pn(s,t) € Mo, in
dilated and translated Fermi coordinates:

. Vxa(ex,ey) . .
AXE,hu(QZ, y) + 8WVXE,;LU + f(a(z,y)) =

Jsa

O (8, 1) + 00 (5, 1) + e——(£5,0)05v} (s, t) — 2T [h](e5) O (5, 1)

a

— &% |2k (es) — %(53, 0)| tOvi (s, t) — 2eh’(e5)0gvi(s,t) + &2|h (e5)POuvii(s, 1)

+e(t + h(es))Ag(es, e(t + h))[0ssv* — 2eh! (£5)Dssv* — R (28)0v* + 2N (e5) 200

+2(t + h(es)) Bo(es, e(t + h))[0sv* (s, 1) — el (e5)dw* (s, 1))

+&3(t + h(es))?Coles, e(t + h))dw* (s, t) + f(vi(s, 1)) (3.6)

where the error operators satisfy

Ao(es, e[t + h(es)]) = 2k(es) + e(t + h(es)) O(k?) (3.7)

By(es, e[t + h(es)]) = Boles, e[t + h(es)]) + Do(es, e[t + h(es)])

= k(es) + Ap(es, e(t + h))aza (es,e(t+h))
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3.2. Formal Asymptotic Behavior of u®

+ Oy {aﬂ (€5,0) 4+ &(t + h(es))O (att [%] + k- k:2) (3.8)

Co(es, e[t + h(es)]) = Co(es, e[t + h(es)]) + Fy(es, e[t + h(es)))
= k3(es) + %&:t {%(55, O)] +e(t + h(es))O <8m [%1 + k4) (3.9)
which are smooth functions, and these relations can be derived. 0

3.2. Formal Asymptotic Behavior of u°

The following Section is based on [4], where del Pino studied the asymptotic behavior of a
solution to the Allen-Cahn equation in RY in the case without the inhomogeneity term. Let
us argue formally, in our case, to get an idea on how a solution to the singularly perturbed
inhomogeneous Allen-Cahn equation

\Y
AU + 22Vl + f(uf) =0, in R? (3.10)
a
should look like near a limiting interface I', assuming uniformly bounded energy for u°.

Recall that we are assuming f(s) := —F’(s), where F' is supposed to be a double-well
function satisfying -—, as we stated in the Introduction. Let I' be a smooth
curve with a regular parametrization v : R — I', and let v be a choice of the unit normal.
Using Fermi coordinates, we can represent points near I" by

r=v(s)+z-v(s), seR, |z|<d

A well known formula, as proved in [5], states that the Euclidean Laplacian in Fermi coordi-
nates reads as follows

A:I: - 82Z+AFZ — kr‘z az

where Ar: designates the Laplace-Beltrami operator on the curve I'#, acting on functions of
the s-variable. In addition kr- denotes the curvature of I'*, which is the curve given by

I'*:={v(s)+2z-v(s)/ s € R}
Furthermore, denoting by k(s) the Gaussian curvature of I, it holds that kr- satisfies
k(s)
kr:(s) = ————— 3.11
r=(s) 1—z-k(s) (3:11)

For our purposes, it is reasonable to consider that the solution has uniform smoothness
in the s—direction, while in the transition direction z, elliptic estimates applied to the trans-
formed equation

Auf + va, Vut + f(uf) =0, in R? (3.12)
a
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3.2. Formal Asymptotic Behavior of u®

yield uniform smoothness in the variable ¢ := e~ !z,

Introducing the function v.(s,() := u(s,e 'z), the equation written in half-dilated Fermi

coordinates (s, () amounts to

1 e%kf.c(s)
2 _ Te¢ . )
e2Apecu. d@dg@%+a@£o = Bsa - Oyve + € Da(s,eC) - Dev.
+ Occve + f(ve(s,()) =0 (3.13)

where s € R, [¢| < &7 16.

We can make two strong assumptions:

1. The zero level set of v. lies within O(g?)-neighborhood of T, that is, on a region in
which |¢| = O(g). Further, we also may assume that d;v. > 0 on this nodal set.

2. v.(s,() can be expanded in powers of £ by means of

ve(5,¢) = vo(s,¢) +evi(s,¢) + %va(s,¢) + -+ (3.14)

with bounded smooth coefficients, and bounded derivatives.

By substituting expression ((3.14)) in equation (3.13]), we can use the first assumption and
let £ — 0. We obtain

Occvo(s,C) + f(vo(s,¢)) =0, in RxR
v(5,0) =0, forallseR (3.15)
Ocvo(s,0) >0, forallseR

Furthermore we assume that the energy of the weighted Allen-Cahn equation is uniformly
bounded for this family of solutions:

sup Jz o (u) = sup // [ |Vus|? + F( )} a(x,y)drdy < +0o0
e>0 e>0 R2
but since the potential a is bounded below, this implies that
d/e 1 B
// {ﬁmw+ ~F(v ﬂ@mgckmmgo

d/e

Therefore, using the expansion of v. and of the nonlinearity F', and letting ¢ — 0 follows that

[t 0B + 1P 0)] de < o 3.16)

[e.9]
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3.2. Formal Asymptotic Behavior of u®

However it is known for the classical nonlinearity ., that conditions (3.15)) and ( -
force to vy(s, () = w((), where w is the unique solution of the ODE

w' +w—w® =0, w0)=0, w(dtoo)==+l1 (3.17)
namely
w(¢) := tanh(¢/V?2) (3.18)

To see this, multiply equation (3.15]) by O.vo(s, () and recognize it as the derivative of some
function:

@CCUO(Su g) ' 8CU0<87 C) + f(Uo(S, C)) ' aCUO(Su C) = 07 V(S, C) ERXR
1
= §|8<vo(s, O — Fv(s,¢)) = C(s), VseR (3.19)
But since (3.16]) holds, the positivity of the integrands yields that

hml@m(oﬁzm lim F(uo(s,)) =0 Vs € R

¢—o0 (—o0

So if we take limit ( — oo on the left-hand side of (3.19)), we get

lim 2 [0cuo(s, O — Fluo(s,0)) = 0 = C(s)

(—o0

In this way, an explicit expression for vy in terms of the variable { can be find, by solving

equation (3.19).
1
Icvo(s, Q) = £/ 2F (vo(s, () = iﬁ(l —v3(5,¢))

Nonetheless, the second assumption on the continuity of the derivative d.vo(s, (), forces the
last expression to have only one sign. Further, the first assumption implies that it has to be
the positive root. Thus solving the equation by separation of variables for a fixed s € R, we
get

dvy dC . . .
/1—vg(s,<) o Cls) & wls, () =tanh(¢/vV2+C(s)), VseR

Finally, from the initial condition vy(s,0) = 0, it follows C(s) = 0, and in conclusion we

obtain vy (s, () = w(().

On the other hand, analyzing equation (3.13)) at order O(e) by replacing the expansion
of v., using last identity of vy and calculating the Taylor expansion of nonlinearity f around
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3.2. Formal Asymptotic Behavior of u®

w, we get the equation

52AF6<< (O) +evi(s,¢) +%va(s,0) + - ) — ehpc(s) <w’(<) +edcui(s, €)

+e0,a(s, () <w’(§) + edcvy + °0cvg + - )} ( ) + €0ccv1 + €2 0ccvg + - )

) + S (w )(

8sa (0 + €050, + 20409 + - - - )

+ f(w) + f'(w) (5v1+€202+~-- 0+ evy + vy + - ) +0(*) =

So gathering terms with the same order in € gives

Q)+ 10O + = (~hrec(90'(Q) + B + () 4 fwpn ) + O =
(3.20)
But since w is exact solution of , we can divide by € > 0 and letting ¢ — 07 in ,
implying that v (s, () must satisfy the equation
d.a(s,0)

Oecvi(s, Q) + f(w())vi(s, ) = (k(s) ~ a(s,0)

where we have used the smoothness of the potential a(s, () and of the curve I', for which
krec(s) — k(s). Then, testing the equation against w’(¢) and integrating by parts in (, it
follows the necessary condition on I'

[ @@ + e ieyue0) di = (ke - ZX5D) [wopac wser
—_——

)w'((), V(s,() eRxR

-~

#0

%:a(,0) oo g (3.21)

a(s,0)
which gives that I" in a especial curve that satisfies a specific relation with potential a(s, z).

Because of criticality condition (3.21)), it turns out that v (s, () satisfies the homogeneous
equation

=  k(s)=

Oecv1(s, Q) + f(w({))vi(s,¢) =0, V(s,() eRxR (3.22)

To see explicitly v;(s, () note that for any s € R fixed represents an ODE in the
variable (, so we can write any solution of the homogeneous equation in terms of the two-
dimensional kernel of the linearized operator d; + f'(w(¢)), where the second element is
found by using reduction of order:

. . ¢ exp(—
(5:6) = () + In(o)gal) where Q) =w'(e) [ 2PCLE e azy
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3.2. Formal Asymptotic Behavior of u®

Nonetheless, we can estimate the growth rate of p9(() in the region where ¢t — +o00 since

¢
£a0) = O() [ o = 0(e™) (3:24)

and this implies that (¢) is not bounded. Thanks to assumption 2, we are looking for
bounded solutions v.(s, (), so the only chance for v (s, () to be is

vi(s,t) = —h(s)w'(¢), for a certain function h(s)
In this way we can write v, using (3.14]) and the Taylor approximation around w, as follows

v(8,¢) = w(( —eh(s)) +¢ vg( ()+e v3( NQEEEE

Analogously, from the mean curvature expression (3.11)) and the fact that I' is a critical curve,
we expand

krec(s) = k(s) + ek*(s)¢ + e*k*(s)¢* +

Therefore, replacing in equation (3.13]) the expansion for the mean curvature and function
v, we obtain

e2Arec (w(g —eh(s)) + va(s, ¢) + %v3(s,C) + - ) —€ (k(s) + ek?(s)¢

+ k3 (s) P + -+ ) : (w’(g —eh(s)) + €20cva(s,C) + e30cv3(s, () + -+ - )

1 g2 2 2(1:2(g))2¢2 4013 (g))2 ¢4 SE2(s
* a(s, &) [k;2(5) (k (5) + 2(K*(5))%C* + e (k*(s))*C* + 2ek(s)k*(s)C

+ 252k(s)k‘3(s)§2 + .- ) - 0sa(s,e(t +ch)) - (0 + 20509 + 30,05 + - - )

+ e0,a(s,e() (w’(( —eh(s)) + 20cva + £%0cvg + - - )}

+ (w'(C = h(s)) + e%0ccva + €%0gcvs + -+ ) + f(w) + f'(w) (o2 + o5 +--+)

f/l( )

5 (0420, + ¥+ ---)° + 0(*) =

For the following, it will be convenient to write this expansion in terms of the variable
t=(—¢eh(s), as

v(8,t) = w(t) + %vy(s,t) + 2vs(s, t) + - - - (3.25)
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3.2. Formal Asymptotic Behavior of u®

Thus, taking into account t = { — €h(s) and using the new expansion (3.25) we deduce

from equation (3.13)) that

e2Arec (w(t) + e%vy(s,t + eh) + ®vs(s,t +h) + - -- > —c (k:(s) + ek?(s)(t +€h)

+ %k3(s)(t +eh)? + -- ) : (w'(t) +20pa(s, T + €h) + 203 (s, t + eh) + - )

1 2 2 9 48 2 4 38 2 4
+ a(s,e(t +ch)) [kz(s) (k (5) +e k™ (s)(t +eh)” +&*(k°(s))"(t +€h)

+ 2ek(s)k*(s)(t + eh) + 2%k (s)k*(s)(t +eh)® + - - ) . {83(1(3, e(t +¢€h))

+eda(s,e(t + eh))h’(s)} <O + 20,00 + 20,00l (8) + 2 O5vs + £*Osush(s) + - - - )

+ed.a(s,e(t +eh)) (w’(t) + 20y + 305 + - - - )} + (w”(t) + 20,09 + 30, vs + - - )

f"(w)
2

+ f(w) + f'(w) (2v2 + Ev3 4+ -+ ) + (04 vy + %03 +---)2 +0(e") =0

Then, we can rearrange these terms up to order O(&?), so that
0= Av. + %-vajtf(vg)
= w"(t) + f(w(t)) + [0 + f'(w(t)] (%02 + 7v3) + e*Apecrw(t)
3 (k(s> B @Za(s,s(tJrsh))) Dy — (1) - {8 (k(s> B ﬁza(s,s(t+8h)))

a(s,e(t+¢ch)) a(s,e(t + ch))

+&2 k3 ()12 + 2k (s)(t + €h(s))} + 0(eh) (3.26)

However, to analyze this equation up to order O(g3), we must expand the gradient

0.a(s,e(t +¢eh))  0.a(s,0) d..a(s,0) B 10.a(s, 0)[?
a(s,e(t +¢h)) — a(s,0) [ } (t+ch)

—_— —

a(s,0) a(s,0)?

o [Dzz20(5,0)  30..a(s,0) - d.a(s,0) 2(0.a(s,0))?
e [ a(s,0) a5, 07 a(s.0p

] (t + eh)?

Now imposing the criticality condition, the term of order O(e) becomes

d.a(s,e(t+¢eh))\ 5, 5, [10:a(s,0)*  0..a(s,0)
c (k(s) ~a(s,e(t +eh)) > = (et+eh) { a(s, 002 a(s,0) }

a(s,0)? a(s,0) a(s,0)3
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3.2. Formal Asymptotic Behavior of u®

On the other hand, we need to compute the expansion of the Laplacian on I'*¢
4
€
EApcw(C — eh(s)) = £ Apcw(C) —uw/(Q)Arech(s) + Suw"(Q)Apech®(s) + O()
—_—— 2

=0

Therefore, by replacing all the previous computation into equation (3.26)), we get

0= Av. + %V@E + f(v:)

0+ G + B ] o) (b - 2L

| a} W {gz ([WZ?SESQ)'Q ) az(o;(’sé)m} | k:2(s)> ;

(oo [2E87-22

o [Pt - 2 e (o - 2o o 0

Finally, using again the fact that w(t) is exact solution of the ODE ([3.17]), we can divide
by €2 and &3 respectively in the latter. Now letting ¢ — 0, we found the equations satisfied
by vy and wvs

Opva + f'(w(t))ve = —Q(s) - tw'(t) (3.27)
Ouvs + f'(w(t))vs = [Arh — Q(s)h]w'(t) + M,(s) - t*w'(t) (3.28)
where we applied the criticality condition on k(s). Additionally,
[0..a(s,0) 9
= |—— -2k 2

Qs) 1= | S S 2 (329)

[ 3
M (s) = 30:.a(s,0) - .a(s,0)  ez.a(s,0)  (Dzals,0) (3.30)

a(s,0)? a(s,0) a(s,0)

Applying the variation of parameters formula to equation ([3.27] , we note the existence
of a bounded solution vs, thanks to the orthogonality f t|w'(t lzdt = 0. For any s € R fixed,
we can write

(s,t) = w'( / Qs dt — / QUs)tu'(t
W(w', ¢2) t) w', a)(

but since the Wronskian associated to 0y + f'(w(t)) is constant due to the Abel’s formula,

W', o) (t) = exp <— / ome) e
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3.2. Formal Asymptotic Behavior of u®

we have

va(s,1) = Qéf) {w’(t) /t o (7) (w’(r) /0 ' mdg) ir

_ (w’(t) /0 t W(%)Pdf) /t +007|w'(7)|2d7} (3.31)

here in (3.31)) we use the expansion ([3.23) of the second element o(t) € Ker (07 + f'(w)).

Thus we estimate vy(s,t) at main order, asymptotically in variable ¢t € R, for any s € R
fixed. In the case ¢ — —oo, the orthogonality condition [ ¢|w’(t)[*dt = 0 gives
R

_ +o0 T
s (s, )| < C1Q(s), [o (e=v2) / (0 (e2v2r) / 0 (%) dg) dr
t 0
t t
+ O (e V2 / O (V) qr . ‘ 0 —/ O (e 22 dT:|
() ) 0 () o)
+o00
<C {O e~ V2 / O (1) + O (e V1) 0 (e2V20H) O (e—2V2 } =0(1
o|o(e) [ owro(e) o) o) | = o
In the other case, using similar estimates than before but without the need of the orthogo-
nality condition, we readily see va(s,t) = O(1) as t — oo, for any s € R.

Notwithstanding, the bounded solvability of the equation for vs (3.28)) is obtained, if and
only if, h solves the following elliptic equation in I':

Jarlh](s) .= Arh — Q(s)h = cM,(s), in R (3.32)

where J, 1 is by definition the Jacobi operator of the curve I' associated with potential a(x),
and the constant c is given by ¢ := — [ t*[w'(t)[?dt/ [, |w'(t)[*dt.

In conclusion, we deal with the problem of constructing entire solutions of equation ([3.10))
exhibiting the asymptotic behavior described above, around any fixed curve I' that splits the
space R? into two components, for which the Fermi coordinates are well defined. A key
element for such a construction is precisely the question of solvability of equation that
determines the deviation of the nodal u® from I', at main order.

In terms of the original problem (3.12)), the issue is to consider a large dilation of T,
[, := ¢ 'T, and find an entire solution u® of ([3.12)) in such way that for a function h. defined
on I' with sup,.||he||L(r) < +00, we can actually write this exact solution as

uf(x) = w(¢ — eh.(es)) + O(e?) (3.33)
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3.3. Approximation of a solution and prior discussion

J
uniformly for points z = v(s) 4+ (v(es) with |(| < —, s € R, and which exhibits the following
€

asymptotic behavior

lue(z)] — 1, as dist(z, ;) = +o0 (3.34)

3.3. Approximation of a solution and prior discussion

3.3.1. First candidate for a solution and its projection

Let us consider a function h : R — R that we suppose smooth and bounded. Regard
this function h = h(es) as a parameter to be adjusted later on. Assume hereafter, that for a
certain constant I > 0 it holds

1Plloz, ey = Illzeim + 100+ lesl) = leimy + Sup(1 -+ fesl)* W oo eoenn < Ke
(3.35)

We want to find a smooth solution to the inhomogeneous Allen-Cahn equation
2 Vja . )
S(u) :=e"Azu+ 6Tvmu + f(u)=0 inR (3.36)

So a first attempt for an approximate solution, is choosing the heteroclinic solution (3.18)) in
the Fermi coordinate ¢ on the region N given by (2.67), that is

up(z) == w(t) = w(z — h(es)) (3.37)
where z designates the normal coordinate to I'.

Let us evaluate the error of applying uy to the equation (3.36]). To do this, we will use
the characterization of this equation in translated and dilated Fermi coordinates (3.6)), thus
obtaining

S(ug) = —e*Talh](es)w'(t) — €* |2k (es) — %(63, 0)| tw'(t) + €2|h' (e5)|*w" (t)

+ e(t + h(es))Ag(es, e(t + h))[—2h" (es)w'(t) + 2| (e5)|*w” ()]
+e2(t + h(es))Bo(es, e(t + h)) (—eh/(es)w'(t))
+ &3(t + h(es))?Co(es, e(t + h))w'(t) (3.38)

with Ao, By, Cy are given in (3.7)-(3.8)-(3.9), respectively. We emphasize in the latter, that
w is the heteroclinic solution of the ODE w” + f(w) = 0, and that we have broken formula

(3.38) into powers of e, keeping in mind that h = O(e).
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3.3. Approximation of a solution and prior discussion

Since we want ug to be as close as possible of a solution to the Allen-Cahn equation (|3.36)),
it would be convenient choosing h in such way that quantity be as small as possible.
Examining the above expression, it seems that nothing can be done to improve it in absolute
terms. However part of this error could be made smaller by adjusting h. Let us consider the
L?-projection onto w'(t) of the error for each fixed s € R, given by

+o0

(s) := S(ug)(s, t)w'(t)dt

—00

where for simplicity we are assuming that coordinates are defined for all ¢, since the difference
with the integration taken in all the actual domain for ¢ produces only exponentially small
terms in €7!. So computing the projection we find

“+o00 “+oo

I(s) = —e*J,[h](es) / W' (t)|?dt — 63h”/ (t+ h)Ag(es, e(t + h))|w'(t)|*dt

—0o0 —00

+ *|h/|? /_+oo(t + h)Ag(es, e(t + h))w" (t)w'(t)dt

o0

Sy / 5 ) Bo(es, et + b)) ()Pt

[e.o]

400 _
+ 53/ (t+ h)*Co(es, e(t + h))|w'(t)|*ds (3.39)
where we have used that [ ¢[w/(t)|2dt = 0, ["°7w"(t)w'(t)dt = 0, to get rid of the terms
of order 2, and function Ay, By, Cy are given by (3.7),(3.8) and (3.9).

Making all these projections equal to zero amounts to a nonlinear differential equation
for h of the form

dsa(es, 0)

Tuh](es) = h"(es) + o(25.0)

h'(es) — Q(es)h(es) = Go[h](es) , Vs € R (3.40)

where Q(s) = [Oya(s,0)/a(s,0) — 2k?*(s)] and Gy consists in the remaining terms of (3.39).

Note that Gy is easily checked to be a shrinking map in h, on the ball of radius O(e)
with C? norm. Here is where nondegeneracy condition on the Jacobi operator J, plays a
fundamental role, since we need to invert it in such way that equation can be set as a
fixed problem for a contraction mapping of a ball of the form (3.35)).

3.3.2. Improvement of the approximation

The previous considerations are not sufficient, since after adjusting optimally A, the error
in absolute value does not necessarily decrease. Further, by taking into account that h = O(e)

20



3.3. Approximation of a solution and prior discussion

in some suitable norm, we readily check using expansion ((3.38)) of the last section, that the
“leading term” in powers of ¢ of the error S(uy) is

_ Oweal(es, 0)

2 9 2
e” |2k (es) 2(25.0)

tw'(t)

which did not contribute to the projection onto w’. Hereinafter, it will be necessary to pay
attention to the size of S(ug) up to O(e?), because the solvability of the nonlinear Jacobi
equation (3.32)) depends strongly on the fact that the error created is sufficiently small, with
the purpose of making h to have a tiny size that is consistent with this equation.

On the other hand, considering again that h = O(g), it can be checked that now this new
term 9
1 a
53 |:/€3(€8) + 58& (L) (85,0):| tQ’UJ/(t)
a
is actually “leading” in the size of S(ug), in powers of e, provided that the previous term is
removed. Due to technical reasons, since we are allowing the analytic functional setting to
be regular in a Holder sense, up to second order derivatives, then we must compensate this
regularity with some smaller size for the projected error S(ugy) on w’, at least of O(g?), in
order make the nonlinear functional scheme to work.

Having said the foregoing, we need to reduce the size of this remaining part O(g?) of
this error, and the part of O(&?) which has no projection on w’. To do so, we improve the
approximation through the following argument. Let us consider the ODE

0 () + f'(w(t))o(t) = tw'(1)

which has a unique bounded solution with 1(0) = 0 given explicitly by the variation of
parameters formula

ot = w0 [ 1) as [ o)

Observe that this function is well defined, smooth and bounded since [, s|w’(s)|*ds = 0. Mo-

reover this solution satisfies 1o (t) ~ e~ V2l as |t| — co. Analogously, consider g(t) := t2w/(t)
and note that we can decompose g = Cyw’ + g, where g, denotes the orthogonal projection
of g onto w' in L*(R), given by g, (t) := t*w'(t) — ([ 72|w'(7)|*d7/ [, |w'(7)|?d7) w'(t). Thus
by setting

b (t) = /(1) / ! (s)]|2ds / gu(t) - w/(s)ds

this formula not only provides a bounded solution of ¢} (t) + f'(w(t))¥1(t) = g.(t), since
Je g1 (t)w'(t)dt = 0, but also provides a solution with exponential decay () ~ e~ V2l a5
|t| — 400, given that g, exhibits this exponential decay. Accordingly, to get rid of the
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3.3. Approximation of a solution and prior discussion

leading terms in the error S(ug), the previous considerations motivate the next choice of the
approximation

ui(s,t) == uo(s,t) + p1(s,t) = w(t) + v1(s, 1) (3.41)

where

ata

- D)) o) - w00 + 30 (1) .0 it .

©1(s,t) == & | 2k*(es) 0(z5.0)

which can be easily seen to behave like ¢y(s,t) = O(e2(1 + |es|)"2-*e~V2), thanks to the
assumptions on k(s),a(s,t),0; ;ra(s,t) for i,j,k € {0,s,t}, and to the previous observation

on ¢0 (t), ¢1 (t) .

Now, to analyze the error terms created by the Allen-Cahn equation (3.36)) on the second
approximation (s, t), note that

S(uo + ¢1) = €2 Ao + £ Appr + €v5avxuo + 6%%&01 + f(uo + ¢1)
= S(ug) + *Appr + f'(ug)pr + 6%Vch1 + No(¢1) (3.43)
where
No(p1) = fluo +¢1) = fluo) = f'(uo)er (3.44)

Observe from the definition of ¢, that

o + 1 uolor = < [208(es) - A ) - 2 [1806) + 500 (%) 26,0 020

Hence we get the largest remaining term in the error (3.38]), which has no projection onto
w’, are canceled. Moreover, the other largest term of O(g3) with no projection onto w’ is also
eliminated. Thus we get

S(ur) = S(ug) — <—52 [2/3@) - %} bl () + & {lﬁ(s) + 50 (%) (es, 0)} gms))
+2[A, — Oulen + g%vm + No(e1) (3.45)

Analyzing the “new error” created by ¢, we readily check using the expansions for the

differential operators (2.68)-(2.73)) and the definition (3.44)) of Ny, that this error amounts to

v;ca
52[Aa: — Ow)p1 + €TVm901 + No(p1) :=

Oa(es, 0)
a(es, 0)
52

k(es) — (—e*Qes)yp(t) +e'Ules)vi(t))



3.3. Approximation of a solution and prior discussion

i 54{(—Q"(88)¢0) + [ja[h] (53) — tQ(ss)}Q(ES)@/)é

_ 0sa(es,0)

a(es, 0) Q'(e5)30 — 215 (= Q' (es)hp) — P47 Q(es) g}

+ 0(EHWE)(—Q(es)hy)? + O(°(1 + |es|) =+ e~ V2IH) (3.46)

where we have adopted the following convention

_ [Ora(s,0) 5 5
Q) = |~y ~ 26
[ Owra(s,0) _ Oual(s,0)0a(s,0) da(s,0))" o
U(s) == _k (s) + (5,00 a(s,0) 2( a(s,0) ) ]

and have used that the error terms in the differential operator evaluated in ¢, associated to
Ag(es,e(t+h)), Bo(es, e(t+h)), Co(es,e(t+h)) are basically like O(e5(1 + |es|) 420~ V2I),
given that h has a bounded size is s by , and since ¢1(s,t) has smooth dependence in
es with size O(e2(1 + |es|) 2 e~ V2l),

Then, upon considering that I" satisfies the criticality condition (2.10)), the error (3.46)) is
reduced to

Vf“vmgol + No(p1) = €*'Q(es)y}(t)h" (es5) + Ro(es, t, h) (3.48)

62[AZD — Ol + 57

where the function Ry = Ry(es, t, h(es), h'(es)) has Lipschitz dependence in variables h, A’
on the ball ||A|| feo(r) + ||I'|| Lo ) < Ke. Moreover, it turns out that for any A € (0,1):

| Ro(es,t, )| coa(my (s, < Ce*(1+ |53|)_4_a6_\/§‘t|
given the assumptions on h(s,t), k(s),a(s,t), 0;xa(s,t), and the observation made on 1.

In consequence, we have eliminated in S(ug) the h-independent term O(e?) that did not
contribute to the projection II(s), and replaced it by one of smaller size and faster decay. In
addition, we have also canceled a component of the term O(g?) in S(ug) that is orthogonal
to w’, and independent of h, replacing it with an error smaller and with faster decay.

More explicitly, thanks to the decomposition (3.45]) of S(u;), to the expression (3.38)) for
S(up) and to the estimate (3.48)), we can compute the error of the second approximation wu;

S(uy) == e*Aguy + €%qu1 + f(uy)
= —2Tu[h](es)w'(t) + *Q(es)w)(t)h" (es) — €3(t + h) Ag(es, e(t + h))h" (es)w'(t)
+ Ry(es,t, h(es), W' (es)) (3.49)
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3.3. Approximation of a solution and prior discussion

where the operators Ay and By are given in (3.7)-(3.8).
More explicitly, the new error amounts to

Ry = |W )P (t) + Roles, t) + &°(t + h) Ag(es, e(t + h)) |1/ |*w" (t)
> dra 4\ 42
— Es(t + h)Bo(ES, €(t + h))h'w'(t) + 54(t + h)O (8,5,5,5 <7) + k ) tw (t) (350)

taking into account the expansion ((3.9) for Co, with its term h-independent is canceled as a
result of this better approximation u;. Indeed, we have

3t + h)2Cy(es, e(t + h))w'(t) — e3U (es)t*w'(t) =

elt+h)O (8ttt <%> + k4) 20/ (t) + 3 (h 4+ h?)Co(es, e(t + h)) O(w' (1))

Furthermore, Ry = Ry(es,t, h(es), h'(es)) has Lipschitz dependence in variables h, k' on the
ball ||h|| oo ) + ||/ || L) < Ke, and this error satisfies

|0,R1(gs,t,1, )| + |0,R1(e8,t,2,7)| + |Ri(es, t,2,9)| < Ce*(1+ |€s|)_2_2a6_‘/§‘t|
with the constant C' above depending on the number I of condition ([3.35]).

For the next chapter it will be essential the following remark:

Remark 7. Assuming that h behaves as stated in (3.35)), it can be readily checked that
Talh](es) = O((1 + |es|)™27), Q(es) = O((1 + |es|)™*7%), and also Ag(es,e(t + h)) =
O((1 + |es|)~1%/2). Therefore, incorporating the size of h given in (3-35), plus the behavior
of w(t), wi(t), Y1 (t) along with its derivatives, we can deduce that this new error behaves like

S(ur) — [~e2Tu[h](es)w' ()] = O(e'(1 + |es|) =2 e~ V2H) (3.51)

3.3.3. The global first approximation

The approximation () in will be sufficient for our purposes, however, it is defined
so far only within a region of the type Ns. Since we are assuming that I" is a connected, simple
and oriented curve, that it also possesses two infinite ends departing from each other, it follows
that R? \ " consists of precisely two components S, and S_. Let us use the convention that
v points towards S,. The previous comments allow us to define consistently in R* \ T the
function H as

H(z) = { oRrey (3.52)
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3.3. Approximation of a solution and prior discussion

A important point to note here is that H properly solves the Allen-Cahn equation with
inhomogeneity, since vanishes the nonlinearity term f(H) on its two states of minimal energy
f(£1) = —F’(£1) = 0. This amount to say

Vj(l

a

S(H) = A,H + V.H+ f(H)=0, ae x€cR?

A direct consequence of the latter, is that H creates no error in the Allen-Cahn equation
within the infinite region R? \ Nj.

Recall that the main goal is to find a global approximate solution w, generating the
least error as possible in the entire space R?. This makes H to be a solid candidate of a
solution in the outer region R?\ Ns. The latter, plus the exponential convergence of the inner
approximation u; to H as [¢| increases, motivates to set the global approximation u simply
as the interpolation between u; and H sufficiently well inside in R? \ T". This job can be done
using a cut-off function depending on the Fermi coordinate [¢|.

To develop this construction, for € > 0 define the open set
N o
Ns = {x = X.n(s,t) € R?*/ |t + h(es)| < B + cols| =: pg(s)} (3.53)

where § > 0 is small and ¢y > 0 is a fixed number. Note that coordinates (s, t) are well-defined
in N for any sufficiently small §, further, X, is one to one in this set since oh = O(e).

Let n(s) be a smooth cut-off function with 7(s) = 1 for s < 1 and = 0 for s > 2, and
define

() ::{ (|t + h(es)] — pe(s) +3) if z € N (3.54)

0 if z ¢ N
where p, is defined in (3.53)). Observe from the definition of 1 that given any small and fixed
0 > 0, and € > 0 comparatively smaller, it holds that supp((3) is properly embedded in a

region of z € R? for which the Fermi coordinates (s, t) are well defined. This function satisfies
(3 =1 for x = X, p(s,t) with [t + h(es)| < pe(s) — 2, and (3 = 0 for = X_p(s,t) such

|t + h(es)| > p-(s) — 1, and also for points = ¢ Ns.

Now consider the global approximation w(x) to be defined as
W= Cg S U+ (1 - gg) -H (355)

where H is given by (3.52)), and u,(x) by (3.41)). In this way we can think as u(s,t) to be
equal to H outside the region Nj.

Using that H is an exact solution in R? \ T, the error of global approximation can be
computed as

Vfa

a

S(w) =Aw+ Vu+ f(w)
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3.3. Approximation of a solution and prior discussion

PTG 4 2T — H) 4 HYZUV, (1 - G) + (1 - )00, H
+ f(Gur + (1 — ¢3)H)
— GS(uw) + B (3.56)

where S(u;) is calculated in (3.49) and whose size is bounded in ({3.51]).
Additionally, the term F is given by

Vja,

a

V(3 + f((:aul +(1— Cs)H) — G3f(w)
(3.57)

It is worth to mention that the divergent form chosen for the neighborhood Nj in , has
the purpose of making the new error terms created in F, to have an exponential decay in
variable |s|, and moreover, an exponentially small size O(e™%/?). In fact, the convergence of
functions (w — +1),v9, ¢ to 0, at an exponentially rate, forces that

w —H = (w—+1) + p1(s,t) ~ e V) within the region p. — 2 < |t + h| < p. — 1

and therefore
E| < C o~ V2lt+h(es)] < CeV23/e . g=cls|

Furthermore, observe that |t + h(es)| = |z| where z is the normal coordinate to I', so formula
(3.54) implies that (3 does not depend on h. Thus, in particular the term A,(3 does not
involve the second derivative of h.
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Chapter 4

The proof of Theorem

4.1. Setting the Functional Scheme

We look for a solution u of the inhomogeneous Allen-Cahn equation (2.65)) in the form
u=w+g (4.1)

where w is the global approximation defined in (3.55) and ¢ is small in some suitable sense.
The equation that ¢ needs to solve is the following

Ao+ 2205+ 8 = ~S(E) ~ Ni(y) 42)

where
S(w) := Agu+ 5%%»] + f(w) (4.3)
Nilp) = f(u+9) = F) = ) (1.4

This section is aimed to reduce problem (4.2)), by solving one qualitatively similar for a
function ¢(s,t) defined in the whole space R x R.

However before doing this, we need to introduce various norms that will allow us to set
up an adequate functional scheme to solve (4.2). Let us consider 7(s), a cut-off function with
n(s) =1for s <1andn=0for s > 2, we define

Gnl) = { n ([t + h(es)| = pe(s) +n) if o € Ny

0 if z ¢ Nj (45)
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4.2. Gluing procedure

where p. and Nj are defined in (3.53) respectively. Note that ¢, = 1 for z = X n(s,t) such
that |t + h| < p. — (n — 1) and also ¢, = 0 for x = X, (s, t) with [t + h| > p. — (n — 2).

For a function g(z) defined in R?, let us consider numbers A € (0,1), by, by > 0, and some
weight function K (z) defined for x = (x, z3) as follows

K(z) := (o(x) [e"ltw(l + |€s|)“] +(1- Cg(;ﬂ))eblmeQ'“' (4.6)

where we assume that b? + b2 < (v/2 — 7)/2 for 7 > 0 small but fixed. We agreed

91l Lge 2y = sup K(@)[|9ll Lo (B1()) (4.7)
TE

191l gey = sup K(2)]lgllcors @) (4.8)
TE

On the other hand, for functions g(s,t) and ¢(s,t) defined in whole R x R, and for certain
©w>00<0<+2 and e >0 let

HgHCB%(RQ) = sup (1 + ‘€S|>N€o’|t‘|’gH007A(Bl(S,t)) (49)
’ (s,t)ERXR
As for ¢, we define
9]l 22 @2y = 11D 0Nl o gey + 1Dl ze, w2y + 19l ge, w2 (4.10)
o (R?) wo (R?)
Consider also for A € (0,1) and a function defined in R, the norm
1fllco = sup(L+[s)* | fllcoas—1,5+1) (4.11)
2 a,#(R)
o s€ER

Assume in what follows that there is a constant K > 0 and « > 0, such that the parameter
function h(3) satisfies for any A € (0,1)

[l s 2= Wellimqe) + 1L+ (5D lome) + 5up(L+ 5 A oo o-r500) < Ko
(4.12)

4.2. Gluing procedure

The purpose of this section is to find a system of differential equations satisfied by a
solution close to u7, to the inhomogeneous Allen-Cahn equation, which takes into account
the fact that this equation must be satisfied in the whole space R x R and where the local
approximation creates error terms that may be become large.

We will make use of the technique explained below known as the gluing procedure. The
idea is to look for a solution ¢(x) of problem (4.2)), that has the following form

o(x) = G(x)d(s, t) +Y(x), for (s,t) = X;,}(x) (4.13)
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4.2. Gluing procedure

where ¢ is defined in R x R, ¢(x) is defined in entire R?, and (3(x)¢(s,t) is understood as
zero outside Ns. Using that (3 - (4 = (4, we get that this candidate of a solution u satisfies

Vz ,
Sw+e) =00+ 5Tavx90 + f'(w)p + S(w) + Ni(p)

Vj;a

a

- (A$C3¢ + 2Vz<3vm¢ + <3Az¢> + Axw +e€ (va:<3¢ + <3vm¢ + vr¢)

+ f(w)(C3p + ) + S(w) + N1 (G + ¢)

= G [0 e Tk )6+ Gl () — P + N+ ) + S(n)
84 Y (1= ) ) + G N + (1 - G)S(8)
+ (1 = Q)N (Y + (30) + 2Va(3Vad + ¢AL (3 + €¢V;anC3 (4.14)

where we have used definitions (3.55) of w, (4.4) of N;, and that H(t) is some increasing
smooth function satisfying
41 ift>1
H{t) = { ~1 ift< -1 (4.15)

In this way, we will have constructed a solution ¢ = (3¢ + v to problem (4.2)) if we require
that the pair (¢,1)) satisfies the coupled system below

Db+ 200,64 F )6+ GlF () — FHONY + GV +6) + S(w) =0 for [ <
(4.16)

A + ssv;“vm +[(1 =) f' () + G (H®)Y + (1= G)Sw) + (1 =GN (¥ + (30)
+ 2V, (Ve + pALCs + €¢V5avx@, =0 in R (4.17)

In order to find a solution, we will extend equation (4.16|) to entire R x R in the following
way. Let us set
B(¢) = COEO(@ = (o[Az — On — Oss|0 (4.18)

where A, is expressed in (s,t)—coordinates using formula (2.68)), and B(¢) is understood to
be zero for |t + h| > § /¢ + 2. The remaining terms of equation (4.16]) are simply extended as
zero beyond the support of ¢;. Thus equation (4.16|) is extended as

Oud+0ssd +B(9) + ['(w(t))d = =5 (1)

B {5v§avw¢+ [F(w) = /(@) + Gl (wr) = FH ) + N (@ + ¢>} in R?
(4.19)
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4.2. Gluing procedure

where the operator S is given by
S(ur)(es,t) = =2 Tu[h)(es)w'(t) + €' Q(es)ui(t) - " (es)
+ Co{€3(t + h)Ag(es,e(t + h))h"(es) - w"(t) + Rl} (4.20)

thanks to formula (3.49)), and by recalling that
Ry = Ri(es,t, h(es), W (es))
satisfies

10,R1(gs,t,1,9)| + |0,Ri(es,t,2,9)| + |Ri(es, t,2, )] < Ce*(1+ les|) =22 V2 (4.21)

In summary, S(u;) coincides with S(u;) in the region where (5 = 1, while outside the
support of (o the terms of S(u;) which are not defined for all ¢, are cut off.

To solve the resulting system (4.17))-(4.19)), we first need to solve equation (4.17) in

for a given small function ¢ in absolute value. Observe that the zeroth order term of this
differential operator, [(1 — (4)f'(u1) + (o f'(H)], is uniformly negative and so the operator in
(4.17)) is qualitatively similar to A, + eVza/a - V, — 1, which is invertible for £ > 0 small
under suitable restrictions on the potential a(z). This allow us to use the contraction mapping
principle to find a solution 1» = W¥(¢), according to the next result whose detailed proof is
carried out in Section Bl

Lemma 5. Let A € (0,1), o € (0,v/2), p € (0,2 + a). There is ¢g > 0, such that for any
small e € (0,&9) the following holds. Given ¢ with ||¢”C’2’§(]R2) < 1, there is a unique solution

v =U(p) of problem (4.17) with
1l x = 11D* [l o gzy + 1 DYl gece) + 19| ey < Ce™% (4.22)
Besides, ¥ satisfies the Lipschitz condition

19(61) = U(g2) | x < Cem /(|61 — ol 2 a2 (4.23)

where the norms LY, C’%”\, C’i:?; are defined in (4.7))-(4.8])-(4.10)).

Thanks to this Lemma we can replace ) = W(¢) into the first equation (4.19)), and then
by setting the nonlinear term

vjavxcﬁ + [f'(w) = f1(w)] + Glf (ur) = f/(H )]V (9) + LN (¥()) + @)

(4.24)

N(¢) :==B(p) + ¢
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4.3. Eliminating terms not contributing to projections

our problem is reduced to find a solution ¢ to the following nonlinear, nonlocal problem

O+ 0550 + f'(w)p = —=S(u1) —N(¢) in R xR (4.25)

In the remaining of the proof we concentrate our efforts in solving equation (4.25)). For
this purpose, we will find a solution of the nonlocal problem by considering two steps:

1. Improving the approximation, which basically corresponds to solve the nonlocal equa-
tion for ¢ that eliminates the part of the error that does not contribute to the projections
onto w', namely [.[S(u1) + N(¢)Jw'(t)dt, that amounts to a nonlinear problem in ¢.

2. Adjusting h in such way that the resulting projection is actually zero.

Let us set up the scheme for the Step 1 in a precise form.

4.3. Eliminating terms not contributing to projections

Consider the problem of finding a function ¢(s,t) such that for a certain function ¢(s)
defined in R, satisfies the following nonlinear projected problem
O + 0ssd + f'(w)p = —S(uy) — N(¢) + c(s)w'(t) in R xR

(NPP) (4.26)
/szﬁ(s,t)w’(t)dt =0, VseR
R

Solving this problem for ¢ amounts “eliminating the part of the error that does not contribute
to the projection” in equation (4.26]). To justify this phrase, let us consider the associated
linear projected problem
Ou@ + Ossd + f'(w)d = g(s,t) + c(s)w'(t) in R xR
(4.27)
/ b(s, ) (H)dt =0, Vs € R
R
Assuming that the corresponding operations can be carried out, we can multiply the equation

by w’'(t) and integrate ¢t in R, for fixed s. Then

- ( / gzﬁ(s,t)w’(t)dt) + [ o0 + ol = [ o) +els) [ 1w

Noting that the left hand side of the above identity is identically zero, it turns out that

o(s) = _ Jegle v D)t
fR lw’(t)|2dt
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4.3. Eliminating terms not contributing to projections

Hence if ¢ solves problem (4.27)), then ¢ is precisely “eliminating” the part of g which does
not contribute to the projections in the equation A; ¢ + f'(w)¢ = g. This means that ¢
solves the same equation, but with ¢ replaced by g given by

- B (1.29)

§(87t) = g(‘S?t)

Observe that the term c(s) in problem (4.26)) has a similar role, except that we cannot
find it so explicitly, since this time the PDE in ¢ is nonlinear.

The solvability of problem (4.26]) is a consequence of a theory devised to solve the linear
problem (4.27)), in which we consider a class of right hand sides g that behave qualitatively
similar to that of the error S(uy). As we seen in (4.20)), a typical element of this error is of

the type O ((1 + |5s|)_“6_\/§|t‘>, and therefore this kind of functions ¢(s,t) are those that

we want to take into account.

Now we show that the linear problem (4.27) has a unique solution ¢, which respects the
size of g in norm (4.9)), up to its second derivatives. Concerning this property the next result
is established, whose proof is carried out in Section [5}

Proposition 3. Given > 0 and 0 < 0 < /2, there is a constant C > 0 such that for
all sufficiently small e > 0 the following holds. For any g with ||9”02*§(R2) < 00, the problem

(4.27)) with c(s) defined in (4.28), has a unique solution ¢ with HngCi,g(RQ) < 00. Furthermore,
this solution satisfies the estimate

oz ey < Cllglloss e (4.30)

Thanks to this proposition, we can use the contraction mapping principle for a small ¢,
in order to solve problem (4.26)). This can be done due to the small Lipschitz character of the
terms involved in the operator N(¢) in (4.24). In addition, the error terms ¢—independent
satisfy

15 (1) + €2 Talh](e5) - ' (1) o ey < C* (4.31)

Using this, and the fact that N(¢) defines a contraction within a ball centered at zero with
radius O(e?) in norm C*, we conclude the existence of a unique small solution of problem
([4.26) whose size is O(g*) in this norm. This solution ¢ turns out to define an operator in
h, namely ¢ = ®(h), which exhibits a Lipschitz character in norms || - || o2 (m2)- I precise
terms, we have the validity of the next result.

Proposition 4. Given A € (0,1), u € (0,2 + ) and o € (0,1/2), there exists a constant
K > 0 such that the nonlinear projected problem (4.26|) has a unique solution ¢ = ®(h) with

||¢HC§22‘_(R2) < K€4 (4.32)
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4.4. Adjusting the nodal set

Besides ® has small a Lipschitz dependence on h satisfying condition (3.35)), in the sense
H(I)(hl) - q)(h2)||cﬁ;§(1[g2) < 053||h1 - h2||c§:i(1@) (4'33>

for any hi, hy € C2N(R) with il 2 gy < Ke.

loc

4.4. Adjusting the nodal set

In order to conclude the proof of Theorem [I| we have to carry out the second step, the
adjustment of h within a region of the form @ in such way that the “projections against
w’” of the errors in the nonlinear projected problem for ¢ vanishes in Whole R. This amounts
to make function ¢(s) found for the solution ¢ = ®(h) of problem (4.26)), identically zero.
This projection can be found making use of expression for ¢(s)

s)/le’(t)Pdt:/Rg(ul)(as,t)w’(t)dt—l—/RN(@(h))(s,t)w'(t)dt (4.34)

Setting c, := fR |w'(t)|3dt, using expression 4 207 and carrying out the same computation
needed to calculate the projection of S (uo) (3 , we readily obtain that the respective
projection of S(uy) is given by

/ S(uy)(es, t)w'(t)dt = —c,e® T,[h](es) + c.eGy(h)(es) (4.35)

where

cxG1(h)(es) == eh”(es) / Co(t+ h)Ao(es,e(t + h))w" (t)w'(t)dt

+&2Q(es)h” (es /7,00 dt+5_2/§0 Ry(gs,t,h, W )w'(t)dt (4.36)

and we recall that R, is of size O(g?) in the sense of (#.21)). Thus setting
c,Go(h)(gs) =72 / N(®(h))(s, t)w'(t)dt, G(h)(es) := Gi(h)(es) + Gao(h)(es)  (4.37)
R

it turns out that equation (4.34) is equivalent to
c(s) - cx = —ci Tu[h](e5) + cxe?G1(h)(e5) + c.e’Go(h)(e5)

Therefore the condition of no projection for the error terms, amounts to the following problem
on h

Jsa(es, 0)

TJalh](es) = h"(es) + a(25.0)

h'(es) — Q(es)h(es) = G[h](es), in R (4.38)
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4.5. Conclusion

Consequently, we will have proved Theorem (1] if we find a function A in such way it solves
equation , while respecting the restriction for suitable IC. Nevertheless, this task is
not so simple since the operator 7, may have nontrivial bounded kernel under general assum-
ptions on the potential a(z,y) and on the curve I'. Notwithstanding, if I' meets a particular
geometrical property related to the potential a(z,y), it can be ensured that this situation on
J, cannot occur. Assuming the latter as possible, we need to devise a corresponding linear
invertibility theory to solve problem . Then we consider the linear problem

Tulhl(es) = f(es), in R (4.39)

and we look for suitable conditions on the curve and on the potential a, that guarantees the
property already stated. The next result address this matter:

Proposition 5. Given a > 0, A € (0,1), and a function f with HfHCS,A (®) < 00, assume
Fa,*

that T is a nondegenerate geodesic curve with respect to l,r, as in definition @ Further,
suppose that I and the potential a(x) meet the hypothesis of Proposition[], so that |Q(s)| <
C(1+ |s|)"*7. Then there exists a unique bounded solution h of problem ([4.39), and exists
a positive constant C = C(a,T', «) such that

1Pllczp @y < Cllfllcor @ (4.40)
2+a,*( ) ( )

24,
with the norms defined in (4.11])-(4.12]).

Let us note that G is a small operator of size O(e) uniformly on function h satisfying
. Hence Proposition |p| plus the contraction mapping principle yield the next result,
which ensures the solvability of the nonlinear Jacobi equation. Its detailed proof can be
found in Section [£.3

Proposition 6. Given o > 0 and X € (0, 1), there exist a positive constant K > 0 such that
for any € > 0 small enough the following holds. There is a unique solution h of (4.38)) on the

region (4.12), namely ||h,||c,§+)\ ®) < Ke.

4.5. Conclusion

To finalize, we will briefly summarize the scheme performed in the construction of a
solution to the inhomogeneous Allen-Cahn equation ((1.12)).

We looked for a solution u(x) = w(z) + (3(z)P(h)(x) + ¥ (P(h))(z), where w is the global
approximation and the other terms are corrections. As we saw, u© would be an exact solution of

equation (|1.12)), provided that the pair (¢, 1) solves the coupled gluing system (4.16])-(4.17]).

Lemma [5| gave a solution ¢ = W(¢) of the second gluing equation (4.17)), requiring that
¢ is small enough in C’i:(’)(RQ)-topology.
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4.5. Conclusion

On the other hand, Proposition [6] provided a small solution h to the nonlinear Jacobi
equation, in such way that the error terms of the right-hand side of the equation ,
S(uy[R]) + N(¢[h]), became orthogonal to w' in L*(R). This ensures the solvability of the
nonlinear projected problem for a sufficiently small ¢ = ®[h] as stated in Proposition , and
in particular this provided a solution to the nonlocal problem , which corresponds to
the extension of the first gluing equation (4.16).

Thus we have proved the existence of the solution pair (¢,) to the gluing system. The
proof of Theorem (I} is now complete. 0
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Chapter 5

Auxiliary Results

5.1. The linearized operator

The purpose of the whole section is to give a proof of Proposition [3, which deals with
the solvability of the linear projected problem for ¢. This will be done by dividing the
demonstration into different parts: First we study the bounded kernel of the second-order
differential operator associated to equation (4.27)), next we justify the validity of the a priori
estimates stated in this proposition, and then we finalize with the study of the existence for
the linear projected problem.

5.1.1. Studying the Kernel of L

At the core of the proof of the stated a priori estimate, is the fact that the heteroclinic
solution w(t) of the ODE ([3.17) is nondegenerate in a L*>°-sense, meaning that the linearized
operator around w defined by

L(¢) := 050 + Oud + ['(w(t))d . (s,t) € R?
satisfies the property below.
Lemma 6. Let ¢ be a bounded and smooth solution of the problem
L(p)=0 in R? (5.1)
Then necessarily ¢(s,t) = Cw'(t), with C € R.

This result asserts that the set 28 comprising the smooth bounded kernel of the operator
L, is a simple vector space generated by the one-variable heteroclinic solution w’. Hence a
full description of the set B has been reached.
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5.1. The linearized operator

Proof.-
First we recall an important fact about the one-dimensional operator Lo(¢) = ¢" + f'(w)v,
through the following coercivity result.

Lemma 7. There exists a constant ¥ > 0 such that Vi € H'(R) satisfying the orthogonality
condition [, () -w'(t)dt =0, it holds

wazAﬁwwﬁ—ﬁWWHMﬁZﬁAgwa+wwmw (5.2)

A detailed proof of this property can be found in Section in the Annexe.

Now, let ¢ be a bounded solution of (5.1, and define the “orthogonal part of ¢ with
respect to w’(t)”, that is

dts.t) = o) = ([ ol Ow0C) e (5.3
Observe that ¢ satisfies L(¢)(s,t) = 0, since

oo W)
Onihes W) 1

Ty e e

855&(‘97 t) = ass¢(8’ t) + (

T~

~ 05,0+ (

and integrating by parts in ( and using that w’ — 0 as |t| — oo, we get

= )+ ([ 10700 + £ @@ (ol 06 ) it

= ss¢(87t> +0

given that w’ solves the linearized version of ODE (3.17)), namely v + f’(w)v = 0. Further-
more, we readily check that

~ w///(t)
t t)
(e, t) = dusn) = ( [ oo, ur(Qac ) - el
So, using that L(¢) = 0 and the fact that (w”)" + f’(w)w’ = 0, it follows the desired property
Je ¢(s, ) - w'(€)d¢

[ ///+f/(w)w/] EO

L(§)(5,t) = 0550 + Outd + [ (w) ] — f |w’|2

In addition, observe by definition (5.3)) of ¢ that is orthogonal in L? against w’, namely

/gb Q)d( =0 forall seR (5.4)
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5.1. The linearized operator

Now, we claim that <5 has exponential decay in t, uniformly in s € R. To prove this, consider
6 in (0,1) small so that for a certain ¢, > 0 it holds

f'(w) < —20%  for all [t| > t, (5.5)

Given that ¢ is bounded, we can easily seen from (/5.3]) that ¢ is also bounded. This motivates
to consider for € > 0 the following barrier function:

9=(5,1) = [|@llsee™ 11D 4 2 cosh(fs) + e (5.6)
First, it can be readily check that
[lloce 0l > |4(s,1)|  for all |t| <to, Vs € R
Now given € > 0 we can always find sy = s¢(0,¢) sufficiently large, such that
ecosh(fs) > ||¢llc  for all |s| > sg

The same argument allow us to find t; = t1(0,e) with ¢; >> ¢, large enough in such way
that .
g€’ > ||¢lloe  for all |t| > t;

The foregoing justify the fact that Ve > 0 the barrier function is above function ¢ in R2
except for a bounded set, namely

b(s,t) < g-(s,t) for (s,t) with |s| > so, [t| >t (5.7)
On the other hand, by definition of g. we get
L(ge) = Ossge + Onge + ['(w(t))ge
— €6 cosh(Bs) + 0%(|0]|ee 000D 4 262 + f/(w) (|| D|lcce0UT D + £ cosh(Bs) + ee™)
< —0*-g.<0 forall [t|>1p VsER

where we used the assumption (5.5) and that g. > 0 in R?. Then using maximum principle
on the bounded set Q := (—sg, s0) X [(—t1,t0) U (o, t1)], it follows

\é(s,t)\ < g:(s,t) for (s,t) € (5.8)

since L(¢p — g2) > 0 in Q. Furthermore, from inequalities (5.7)-(5.8) we deduce the global

estimate
16(5,1)] < ||0]loce 00 tD 4 cosh(Bs) + e’ | for (s,t) € R
finally, letting e — 0% we obtain the desired property:
[6(s, )] < [ lloc - €™, ¥(s,1) € R (5.9)
68



5.1. The linearized operator

In view of the above discussion, it turns out that the function

©o(s) ::/qu(s,t)dt (5.10)

is well defined, and is bounded. In fact, so are its first and second derivatives by elliptic
regularity of ¢, and differentiation under the integral sign is thus justified. Observe that

e = [ 4 (2ate00ds0) a2 | [ 0ra+ [ ds.00.d6.00]

but as L(¢) = 0 it folllows

—2 | [10:30s. 0Pt~ [ @i, 0)+ Fw)dls,0)is, |

and integrating by parts in ¢, for s € R fixed

=2 | [10.00. 0P+ [ (18305, - 1 w(®)(s.0)3. ]
R R
> 2 [ / [0(s. ) [*dt + pu - / [|q3<s,t)l2dt} > 20 - / ¢*(s, t)dt
R R R
where the last inequality is due to coercivity (5.2)), since ¢(s,t) € H'(R) in variable ¢ for s
fixed, and ¢ satisfies (5.4) orthogonality condition. So this estimate can be restated as
©"(s) —20p(s) >0, forall seR

which is a differential inequality involving a uniformly elliptic operator L, (1) := %w —207.

Using standards arguments for elliptic equations, it is easy to see that ¢(s) < e cosh(v/29s)
in R, since gZ(s) := e cosh(v/2¥s) is a barrier function for operator L,. In fact, given that ¢
is bounded, there exists s; > 0 such that

9:(s) 2 [|@lloe for all |s| > s
Besides, since L.(g}) = 0 we can apply maximum principle to justify that
p(s) <gi(s) n € = (=sp5)
because L.(p — ¢g*) > 0 in €. Thus, we obtain the desired estimate in the whole space
o(s) < ecosh(V20s) , VseR
and letting ¢ — 0% we deduce that

p(s) <0, VseR
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5.1. The linearized operator

Finally, recall from definition ([5.10]) that ¢ > 0. In conclusion, we have proved that ¢(s) = 0,
which is equivalent to say

VseR: ¢(s,t)=0 ae forteR
and by definition (/5.3)) of , is the same that

(s, t) =C(s)-w'(t) with C(s):= fRf w0 (0) PdCCK eR (5.11)

It only remains to prove that C(s) is actually constant on variable s € R. Recall that ¢
solves the equation induced by the linearized operator L(¢) = Ao + f'(w)¢ = 0 for all
(s,t) € R?, so by replacing the expression (5.11]) for ¢ in this equation, we obtain

C"(s)w'(t) + C(s)w"(t) + f'(w)C(s)w'(t) =0 < C"(s)+ C(s)[w” + f(w)w'] =0

that is C"(s) = 0, which implies C(s) = As + B, Vs € R. To conclude, note that ¢(s,t)
is bounded solution, we can be restated as C(s) bounded, since (5.11)). So it follows that

necessarily A =0 and B is any real contact, which finishes Lemma [6] ([l

5.1.2. A priori estimates for the projected problem

We shall consider a slightly modified version of problem (4.27)), with a domain bounded
in s-direction. Let us study a slightly different version of the former problem, given by

O + 0ss¢ + f(w(t))p = g(s,t) + c(s)w'(t) in [-?7 E} x R

£
¢=0 on {—E,E} x R (5.12)
g €
/ d(s,t)w' (t)dt =0 for all s € {—57 E]
R g £

where we allow R = +o00 and we recall that ¢(s) is given in (4.28)).

Let us first develop a simple tool to compute the size of the errors corresponding to each
of the projections. We have the following Lemma

Lemma 8. Given any o € (0,+/2) and p > 0, consider a function p(t) such that for every
teR, 0<p(t) <C. Assume also that there is some function © = ©(s,t) in such way that

H@Hcoﬁ, = sup (1+ |€S|>M€U|t‘H@”CO’A(Bl(S,t)) < +00

(R2)
(s,t)eRxR

Then the function defined by

Z(s) ::/R@(s,t)p(t)dt, in R
70



5.1. The linearized operator

satisfies the following estimate

12llcg @) = sup( + les)* [ Zllcor-r.aen) < Cll®licg o)

Proof.-
Take any s1, sy € R such that |s — s1], |s — s1| < 1 and observe that

Z(s1) — Z(s3)] < / 1O(s1, 1) — O(so, t) plt)dt < / 10l (5162 (E)E - |31 — ]2
R R
< ||@||02*3(1R2)(1 + |es|)H / e—0|t|p(t)dt- ls1 — 32|>\
] R

Hence we have that
(1 + sl Zllcon ooy < CalOllegae

Now we will devote to prove an a priori estimate for the linear projected problem.

Proposition 7. Let us assume 0 < 0 < V2 and > 0. There is a universal constant C' > 0
such that for € small enough and any given g(s,t) with HgHCo » < 00 the following holds. Any

solution ¢ = ¢(s,t) to problem (5 with H¢>||Cu < 00 satzsﬁes the a priori bound

161l c2 @) = 1D*Ollcon gy + 1Dl e, ve) + 18]l 2, r2) < Cllgll o ey (5.13)

Proof.- For the purpose of this bound, let us study first the case when ¢(s) = 0. We claim
that elliptic local estimates reduce the work of proving the entire priori bound, to just the
following inequality

191|235, 22) < Cllgll o gy (5.14)

Indeed, using the Schauder local elliptic estimates, with the Dirichlet boundary condition
Pl{—Rr/e,r/e}xr = 0, we have that for By := Bi((s,t)), By := Ba((s,1))

ID*@llcorsy) + 1Ddll (i) + 19l L(mr) < C10ll=(m2) + 9llconsy) + 10llczais,) (5.15)
But notice that from the compactness property of Bs(s,t), can have the existence of an

integer number k > 2 independent of (s,t), and points (s1,¢1), ..., (Sk, tx) € Ba(s,t) such
that Ba(s,t) C US| B;(s,t). This implies that

||g||COv)‘(BQ(s,t)) < Z HQHCOA(Bl(sj,tJ-))
j=1
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5.1. The linearized operator

Moreover, using the decay of g we have

efg‘tj|

gllcorsy(s;.6,)) < ( R (1 + es;) e[ gllcon(py (s;.0,0) < N9l

0% (r2
1+ |€Sj o (R?)

which implies ||g{|cox B, < kllgl| O (R2)" Then multiplying inequality ([5.15)) in both sides

by (1+|es|)e?ll, taking supreme in (s,t) € [-R/e, R/¢] x R, and using the previous estimate
for g and ¢, we finally get

ID*6ll o 2y + 1Dl e, w2y + 19 5z, ) < CUIDN rge, m2) + 9l o se))
So in order to prove Proposition , we just need to prove the validity of estimate ([5.14)).

To do so, let us assume by contradiction argument that (5.14) does not hold. Then we

have the existence of sequences ¢, — 0, R, — 400 and g, so that Hgn||02,g(R2) — 0, with
[l e, 2y = 1 that satisfies
Ost®n(8,1) + OssPn(s,1) + f(w(t))Pn(s,t) = gn(s,t) in I:;” x R
Pn(s,t) =0 on oI xR
/ buls ()t =0 for all s € I (5.16)
R
where we define I to be the following compact interval [ := [—f—:, f—:}
Considering that [|@||ze, r2) = 1, we can find points (s, ;) € I%# x R such that
oltn] 1
(1 + ‘Ensn’)ue " |¢(8n7tn)’ > 5 (517>

For our purpose of reaching a contradiction, we will have to study separately the cases in
which the first two terms of the left hand side of either diverge, or stay bounded. The
study of the limit operator in suitable norms lead us to consider different possibilities, in
which it holds either |e,s,| = O(1) or |e,,5,| — 400, and the same respective options for |t,,|.

1.- Case |¢,,5,| bounded

In this case, €,s, lies in a bounded subregion of R, so we may assume that for a subse-
quence
Sn = €nSn — So

Consider now the change of variable given by

NI
s:=¢, S, +8=5,+8
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5.1. The linearized operator

1.1.- Subcase |t,,| bounded
Let us assume first that [t,| < C for all n € N, then by subsequence it holds that t,, — ¢ as
j — 00. Now define

an(sﬂf) = ¢n(sn + 37t> gn(s>t) = gn(sn + s, t)

so, from problem ([5.16]) we realize that bn, satisfies the following PDE

Gttq;n(s,t) + 853q~5n(s,t) + f’(w(t))én(s,t) =gn(s,t) in I;i" x R (5.18)

Observe that this expression is valid for s well-inside the domain Igln, which is expanding
to the entire space R, as n — +o00. Now, since by hypothesis ¢, is bounded in Igf x R

and g, — 0 in C’gj(ﬂ@) then the Schauder local estimate implies a local uniform bound for

gradient of ¢,,. Indeed, we have for By := B;((s,t)), By := Bs((s,t))
lénllorm) < Clldnllz=sa) + IGallcormy) < CA+Isl)e < C, Vn>mng

We deduce that sequence QNSn is locally uniformly Lipschitz, and so this family is equiconti-
nuous. By Arzela-Ascoli’s compactness criterion, we can extract a subsequence (which will
be also denoted by qgn) converging uniformly over compact subsets of R? to é(s, t), which
solves the asymptotic PDE ([5.18))

Dud(s,t) + Ossd(s, t) + f'(w(t))d(s,t) =0 in R? (5.19)

Due to regularity theory for elliptic PDEs, as coefficients 1 and f'(w(t)) of Ly are C*°(V)
on any bounded open set, and the right hand side 0 is also C*°(V), the infinite differentiability
in the interior Theorem asserts that the solution ¢ in C°(V) is actually a C°°(V)-smooth
solution that solves the PDE in the classical sense.

In particular, this means that ¢ belongs to the kernel of the linearized operator L[¢] =
Ao+ f'(w)e. Since ¢ is bounded and smooth function, Lemmalalmphes that ¢ = Cw'(t)
for some C' € R. In addition thanks to the exponential decay of w'(t), the uniform convergence
qbn — (b on compacts sets is sufficient to show that

Oz/Rggn(s,t)w’(t)dt% /Rgs(s,t)w'(t)dt:c/R\w'@)y?dt 88 1 = 00

Then C' = 0 and therefore JJ = 0. Finally, the hypothesis (5.17)) shows that

(1 + |ensn|) e, (0, t,)] > :, and since |g,s,| and t, are both bounded, then the local

uniform convergence implies that ¢ # 0. We have reached a contradiction. —4—

1.2.- Subcase |t,| — 400
The variation is that we now define
én(s7 t) = 60(tn+t)¢n(sn +s,t, + t) gn(sa t) = ea(t7l+t)gn(3n +s,t, + t)
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5.1. The linearized operator

Considering that H@LHcﬁ’?, @2y = 1 for all n € N, it follows that ¢n is uniformly bounded and

- . 0.\
gn — 0in C}7

the equation

(R?). Furthermore, from problem ([5.16)) it follows in this case that bn, satisfies

Optdn(5,1) + Ossbn(s,t) — 200,0n(s, 1) + (f/(w(t + 1)) + 0%)u(s,t) = Guls,t) in IF" xR
(5.20)

Arguing like before, we can find a local uniformly limit ¢ that satisfies the limiting situation

of , that is
8ttg5(s,t) + 83595(3,15) — 20(9tgz~5(s,t) - (2- JQ)QB(S, t)=0 inRxR (5.21)
2

But since 2 — ¢? > 0, maximum principle applied to equation ((5.21) implies that gg = 0.

However, from the absurd argument (5.17) follows that |, (0,0)| > 5 and so the punctual

convergence implies |¢(0,0)| > 5, reaching a contradiction. —¢

2.- Case |g,s,| = +00

In this case we may assume without loss of generality that the sequence ¢,s,, diverges to
400, since the case ,s, — —o0 is totally analogous. Note, however, that this divergence can
happen in two different ways. To see this, let us note first that if s € IEIEL", where s denotes
the variable associate to ¢, and we also take the this change of variables s := s, + s, then
this implies that s must belong to the new interval I,, := [—f—: — Sp, 1:—: — Sy). So given that
R, — 00,&, — 0" and s,, — oo, it is direct that left portion of I, stretches to the semi-space
(—00,0] as n — oo. Nevertheless is it not straightforward the convergence in R* of the right

portion of I,, as n — oo. For this reason we must consider the following possibilities:

2.1- Subcase % — 8y, — +00

Here we assume that the growth rate at which s,, diverges at infinity, is such that this sequence
does not get close to the boundary point R, of the interval [ i". A direct consequence is that
I,, converges to the entire space R, as n — oo.

2.1.1- Subcase |t,| bounded
In this context, let us set the functions

On(s, 1) = (1+|en(sn+8) ) bnlsn+8, ta+1),  Gu(s,t) = (L+|en(sn+8) ) gn(sn+5, 10 +1)
Then using these definitions on problem (5.16]), we have that ¢ solves
Oud(s,t) + 0ssd(s,1) 4 0p(1)Dsn(s, ) + (f(w(t)) + 0n(1))dn(s,t) = Gu(s,t), in I, xR

Again, thanks to the hypothesis [[¢nllcoa@s) = 1, [gallcorg — 0, it follows that ¢, is
uniformly bounded and g, — 0 in C>

oo (R?). Schauder elliptic estimates give local uniform
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5.1. The linearized operator

bounds to ||V, e and || D%¢,||coa, thus allowing to find a limit function which is bounded.
Given the rate at how |e,s,| — 400, this assures that the limit problem solved by ¢ is

(. 8) + Duad(5.8) + F(w(E))dn(s,t) =0 MR x R, /Rgg(s, P! (#)dt = 0

Note also that ¢ # 0, since ¢, — ¢ uniformly on compact sets of R? and as e?l"l |, (0, 0)| > %

implied by . However, as ¢ is a bounded and smooth function, Lemma @ implies that
this solution in the kernel of the linearized operator satisfies ¢ = Cw'(t) for some C € R.
Moreover, the orthogonality condition on w'(t) allow us to show, using the same arguments
as before, that C' = 0 and therefore ¢ = 0. — 4

2.1.2- Subcase |t,| — +o0
The divergence of t,,, motivates this time the setting of

On(s,t) := (14 |en(sn + )| )1 e g, (s, + 5, L, + 1)

Gn(s,t) == (14 |en(sn + s)|)”e”‘t”+t‘gn(sn +s,t, + 1)

Replacing these expressions on the PDE satisfied by ¢ amounts to the following PDE for ¢
in I,, x R:

8tt<5(s, t) —l—@ssé(s, t) —QJatén(s, t) —i—on(l)asq;n(s, )+ (f'(w(t)) +02+0n(1))én(s, t) = gn(s,t)

Likewise, the hypothesis on ||¢,]| oo mey = L, | gn || coamey — 0, together with local elliptic

estimates, justify the convergence of ¢, to a limit function ¢ which is bounded. Once again,
the rate at how |e,s,| — +00, assures that the limit problem solved by ¢ is

(9ttgz~5(s,t) + 3ssgz~5(s,t) — 20(%(;3”(3,75) —(2- 02)<;~5n(s, t)=0 nR xR, / gg(s,t)w/(t)dt =0
R

Note also that ¢ # 0, since (5.17)) implies |, (0,0)| > 1. But since 2 — ¢ > 0, the maximum
principle applied to this equation leads that ¢ = 0. — ¢

2.2- Subcase f» — 5, = O(1)

Now we assume that the growth rate at which s,, diverges at infinity is qualitatively similar
to those of the boundary point R, of the interval IE}EL”, in such a way the distance between
them is nearly constant. Under this configuration, by subsequence, it holds that I,, converges
to the a semi-infinite interval of the form (—oo, M|, for some M.

2.2.1- Subcase |t,| bounded
We set again, like before, the functions

On(s,t) = (14 [en(sn+8))!'On(snts,tn+t),  gn(s,t) = (L+[en(sn+8))!gn(sn+s,tn+1)
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5.1. The linearized operator

which implies that ¢ solves
Oud(s,t) + 0ssd(s,1) + 0,(1)Dsn(s, ) + (f'(w(t)) + 0,(1))dn(s,t) = Gu(s,t), in I, xR

Likewise, the hypothesis on ||¢,]| cormey = L, | gn || coamey — 0, together with local elliptic

estimates, justify the convergence of & to a limit function qg which is bounded. Yet this time,
the rate at how |e,s,| — 400 only permits that the limit problem solved by ¢ be on a
half-space, which after constant translation can be assumed to be

Oud(s,t) + 0usd(s,t) + F(w(t))u(s, ) =0, in (—o0,0] x R
#(0,t) =0, forallteR.

/gg(s,t)w’(t)dt =0, forallse&(—o0,0]
R

By Schwartz’s reflection, the odd extension of ¢, given for s > 0 as ¢(s,t) = —qg(—s,t),
satisfies the same equation in R x R and the orthogonality condition in R. Thus proceeding
as in Subcase 2.1.1. we get the same conclusion, finding again a contradiction. —¢—

2.2.2- Subcase |t,| — 400
The divergence of t,,, motivates the following

On(s,t) == (1 + |en(sn + s) et (s, + 8, tn + 1)
Gn(s,t) == (1 + |en(sn + s) el Ty, (s, + 5,1, + 1)

Replacing these expressions on the PDE satisfied by ¢ amounts to the following PDE for )
in I, x R:

Oud (8, 1)+ 0ssd(s,t) —200,hn (s, ) +0n(1)Bsdn(s, )+ (f (w(t)) +024+0,(1))dn(s, t) = Gu(s, 1)

Proceeding like before, it is possible to prove the convergence of ggn — qg in CP (R?). Yet
this time, the rate at how |e,s,| — 400 only permits that ¢ solves the limit problem on a
half-space, that under translation can be view as

Oud(s,t) + 0ssd(s, 1) — 20010 (5,1) — (2 — 02 du(s,t) =0, in (—o0,0] x R
»(0,t) =0, forallteR.

/ 35, 0w (H)dt = 0, for all s € (—o0,0]
R

By Schwartz’s reflection, the odd extension of ¢, given for s > 0 as g%(s,t) = —g%(—s,t),
satisfies the same equation in R x R and the orthogonality condition in R. Proceeding in the
same way as in Subcase 2.1.2., we obtain the same a contradiction. —4—
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5.1. The linearized operator

In any case, all the study done so far leads us to a contradiction, concluding the proof in
the case ¢(s) = 0. Now for the general case of g with ¢(s) # 0, observe that thanks to Lemma
the function

c(s) =c / g(s,)w' (t)dt, with ¢*:= Hw'||z22(R)
R
satisfy the estimate

HCHCS:;\(]RQ) = ilellg(l + ‘€S|>MHCHCO”\(371,3+1) S C”QHC&;\,(RQ)

and then for any 0 < o < /2 it holds
o) O g ey < 50O e(5) ey < Clolegen

In view of the latter fact, plus the hypothesis || gHCo » < 00, we can apply the proof already

done in the case ¢,(s) = 0 for the right-hand side §(s, t) = g(s,t)—c(s)w'(t) of equation -
This shows the validity of the estimate of Proposition [7}

5.1.3. Existence for the projected problem

Let us prove now the existence of a solution of problem , arguing by approximations.
Recall that [F := [—g, %} . Consider first the right-hand side g to be regular with decay, given
by Hg”cﬁ’,é(R?) < 00, with compact support in I x R. For this class of g(s,t), let us propose
the following Dirichlet boundary value problem:

O + Dot + ' (w(1))6 = g(s,t) + c(s)w'(t) i [F xR,

/gbst (t)dt =0 for all s I

where we allow R/e = +00 and we recall that ¢(s) is given by (4.28)).
Step 1.- Let us start first with the study of the adequate functional setting. Define the set

H, = {¢ € Hy(If' xR) / /¢(s,t)w'(t)dt =0 ae. in s€ If}
R
endowed with the bilinear form b: H; x H; — R given by
b(6.0)i= [[ 1000+ 00 0.0 — Flule)o -] dsds (5.2
IExR

It can be readily checked that b defines an inner product in H, . Indeed, the symmetry pro-
perty and the bilinearity satisfied by b are pretty straightforward. Furthermore, observe that
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5.1. The linearized operator

the orthogonality condition for elements in H, validates the following coercivity inequality
in H': For all p € H |,

_ 2 2 g 2 2 2
b@x@-1ALWRm@|+u@¢| f@uwwwdthﬁ/Xﬁﬂuvmw L )dsdt (5.24)

thanks to the coercivity Lemma (7)) in H!.

In particular this implies that b(¢, ¢) is posmve in H,, and also proves that the only
element vanishing b is 0. Indeed from (5.24), if ¢ € H were such that b(¢,$) = 0, then it
would follow fIR 2 [Vsno|?dsdt = 0, Wthh guarantees that ¢ = 0 since ¢ € H}(IF x R).

In this way, the expression ||¢||x, = b(¢, $)'/? defines a norm in H,, which makes this
vector space to be a closed subspace of H}(IF x R). To see this, note that from if
¢ € H&(Igj x R) and {¢,}, C H, is a sequence such that ¢, — ¢ in H,, then Holder
inequality implies

[ (foton fowon) s [ (fn-sra) (wora)

// | (s, 1) (s,t)| dt dsgc*ﬁ_l-Hgbn—ngH—)O
IEXR

where c* = f |w’|*dt. Regularity theory for ¢ and the exponential decay of w’ assure that
Jg & t)dt = hI_P Jg @u(s, )w'(t)dt = 0 a.e. in s € I, which proves that ¢ € H . All

previous analysis show that H, is a Hilbert space when is endowed with its natural norm

1z, -

Now we turn our attention on the weak formulation of the linear problem, consisting in
the following: ¢ is a weak solution of problem (5.22)), if and only if, ¢ € H, and also satisfies

u¢w=[@mwwwmﬂ~fwwmwmﬁz—[@mmmwww Vi € Hy
(5.25)

Note that since [|¢0||r2rxr) < Cl|9||n, and also that g € L*(If* x R), which is true under
the assumption ||gHCo » < 00, we have [,( ffIRng s, )y dsdt defines a dual element in
H . Therefore, the Rlesz s theorem ensures the existence of a unique weak solution ¢ € H |

of 9.

Step 2.- So far we have that ¢, the weak solution of equation (5.25)), belongs to H} (IFxR).
However since ¢ solves —A¢+ f/'(w(t))¢ = g within any ball By((s,t)), the Calderon-Zigmund
LP-elliptic regularity estimate holds:

1llw22(, 5.0 < ClllDN r2(Bas.) + 9l r2(Ba5.0) < ClIBMa, + N9llco (Bt
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5.1. The linearized operator

Moreover, as g(s,t) decays in both variables, we get a local bound for ¢ uniformly on the
point (s,t) chosen: [|¢[lw22(5,(s.0) < CllIdllm, + [19llcoge)]- But, the Sobolev injections in
B, (s,t), for the case kp > N with k = p = N = 2 gives that ||¢[|cosp, st < Cllollw228, (s,
where 0 := k — ([%J + 1) = 0. Thus we obtain ||¢||coxp, () < Cll|ollz, + ||9||(;2;§(R2)]7 and
80 ||@||ee(rrxry < +o00. All this analysis allow us to conclude not only ¢ is locally Holder
continuous, but also that is globally bounded.

Additionally, this solution ¢ exhibits an exponential decay in variable t. Indeed, as g has
compact support, then for some ¢y > 0 the equation satisfied by ¢ is

A0+ f(w(t)g =c(s)w'(t), seclfand |t| >t (5.26)

with ¢(s) bounded. So by choosing ¢, large enough, we force —1 < f'(w(t)) < —2 if || > to,
and then we see that for 0 < o < v/2 and ¢ > 0 the function

Ve(8,0) = (|9 oo amy + el poeamy e~ 4 ce

is a positive supersolution of equation (5.26]). Due to the maximum principle it holds |¢| <
Ce=l! for [t| > t,, using v (s,t) as a barrier function. Further, since I is a bounded domain,
it follows that (1 + |es|)" remains bounded, and thus we deduce ||¢|| e (r2) < +o00.

Finally, as now we have the decay in (s, t)-variables of g and ¢, using the a priori estimate
of Proposition|[7]it follows that ¢ is not only locally bounded-with decay, up to its second-order
derivatives, but also

ID*0ll o ey + 1Dl s, w2y + 16llee, w2y < Cligll o ey (5.27)

Step 3.- Now consider problem ([5.22)) allowed above for R/e = oo, with HgHCg,’MRQ) < 00.

Let us choose any sequence R, /e, such that R, /e, — +00. We can take a suitable sequence
{gn}n of smooth functions compactly supported, in such a way g, — ¢ in C’loo’;\ (R?), converging

locally and uniformly on I7» x R, with Hgn”cﬂ;é(R?) < ||9HCB;§(R2)‘ From steps 1 and 2 we get
a sequence {¢, }, of solutions to problem associated to g,, which are uniformly C’i:j}—
bounded thanks to estimate . This implies in particular that ¢z is locally uniformly
bounded for n in C},.(R?), and by using Arzela-Ascoli’s compactness criterion we can extract
a subsequence ¢, — ¢ converging uniformly over compact sets of R2. Hence ¢ is a limit
bounded solution of the full problem on the entire space. Further, ¢ respects estimate ,

and therefore ¢ is the solution we are looking for.

This concludes the proof of the existence, and hence that of the Proposition [3] ([l
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5.2. Reducing the gluing system and solving the projected problem

5.2. Reducing the gluing system and solving the pro-
jected problem

This section is devoted to prove Lemma [5, which reduces the gluing system (|4.17])-(4.19))
to solving the nonlocal equation (4.25). We also give a proof of Proposition (4| on solving the
nonlinear projected problem (|4.26[), in which the basic ingredient is the linear theory stated

in Proposition [3| In what follows, we refer to the notation and to the objects introduced in
Sections [4.21{4.3]

5.2.1. Reducing the gluing system

Let us consider equation (4.17)) of the gluing system (4.17))-(4.19)),

Bt = W) + e 209,04 (1= G)S() + (1~ CINA(W + G0)
FOVLGVLF 00+ 00T, =0 i R (5.28)

where
—We(x) = [(1 = Cu) f'(wr) + Caf'(H(2))]

and the dependence in € is implicit on the cut-off function (4, given in definition (4.5)).

Solving the linear outer problem

We first consider the linear partial differential equation
Vja,

a

Agp+e Vo — Wo(z)y = g(x), in R? (5.29)

Let us observe that for any € > 0 small enough, the term W, satisfies the global estimate
0 < 1 < W.(z) < B, for a certain positive constants 31, 3. In fact, we can chose 3, := v/2—7
for any arbitrary small 7 > 0. To address the study of this equation, recall the definition of
the weighted norms:

91l @2) = sup K (2)l|gllze i@, 9llcor ey = sup K(@)l[gllcor s )
l’ERQ Z'ERQ

with K is given by (4.6). In addition, we agree HgHC?,A(RQ) :=sup {||gllcor @) : © € R}

Lemma 9. For any A € (0,1), there are numbers C' > 0, and €9 > 0 small enough, such
that for 0 < € < e and any given continuous function g = g(x) with ||cho,A(R2) < 400, the
K

equation (5.29) has a unique solution ¢ = V(@) satisfying the a priori estimate:
1llx = 1D*ll o ey + 1DV llge ey + 10l me) < Cllgll o ge) (5.30)
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Proof.-
Step 1: In order to prove the desired estimate, we will first justify a weaker inequality

[Pl ®2) < Cllgll o gey (5.31)

for any bounded solution of (5.29)), with a right-hand side satisfying ||g]| o0 gzy < 00. Let

us suppose by absurd the existence of £, — 07 and solutions 1,, to equation ([5.29), with
||| Lo (r2) = 1, ||gn||CO,)\(R2) — 0. From this condition, we can consider a sequence of points
1

{zn}n in R?, such that

(5.32)

N | —

Un(@n) 2
Then we define
Un(@) = n(xn + 1), Walz) = Wo, (zn + 1),  Gu(2) = gulzn + )
Similarly to what was done in the previous section, we readily check using that the
equation solved by ,, has the form Let us define

Vja

. Vol — Wo(2)n 4+ o =0, in R?

We have that v, is uniformly bounded, since ||| Lo (r2) = 1. Moreover, it follows g, — 0 in
CPMNR2). Thanks to Schauder local elliptic estimates, the latter implies a L*-bound for the

loc
sequence V), because

Vnll e @)y < CUlYnllei@) + 19nllcorBa@w)) < C

Therefore the Arzela-Ascoli compactness criterion provides the existence of a subsequence
converging uniformly on compacts subsets of R?, to a limit function ) # 0 which turns out
to be a bounded solution to an asymptotic equation of the form

Ay) —W,(x)ih =0, in R

with 0 < 81 < W, (z) < 5. Hence, independent of the behavior of sequence {z,},, a direct
consequence of and the convergence v, — 1 is |¢)(0)| > 1/2. Applying the maximum
principle to the limit equation, using a barrier function of the form 1y(x) = 6 cosh(y/B,z) for
6 > 0 small converging to 07, gives that ¢ = 0, which makes this situation impossible and
finishes the proof of estimate (5.31)). —¢—

Step 2: Now we study the existence of a bounded solution to problem ([5.29)). Given any g
with | g]| o0 gy < 00, consider a collection of approximations g, such that gl 0 g2y < 00,

gn — g in C(R?), and also 1gnl o

o For any n > 1 there exists a unique

®2) < Cllgllon ge)-
bounded function 1, solving the next problem, provided by Lax-Milgram theorem

Vz .
avan - WE(:E)wn =¢gn 1 Bn(o) wn =0
a 8B, (0)
81

AIwTL + €
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if £ > 0 is taken very small in order to guarantee 0 < 5y < W, < (5.

As the coefficients involved in the PDE are smooth, Schauder local elliptic estimates
assure that 1, belongs to CZQ O’;\(RQ). Further, the previous a priori estimate plus a compactness
argument allow us to find a subsequence that converges uniformly over compact sets of R?, to
a limit bounded function v solving in the entire space. We have that 1 satisfies ,
due to the convergence of v, and ||gn]|C$,A(R2) < CHgHC?,A(Rg). Thus we have proved the

existence of a unique bounded solution of (5.29).

Step 3: We claim now that for ¢ > 0 small enough, the following a priori estimate
6l < Cllgllcan e, (5.33)

holds for any bounded solution 1 of , provided that the right-hand side satisfies
||g||C?(,A(R2) < 00. Since V2 — 7 = B, < W.(x) < B, we can readily check that choosing
e > 0 sufficiently small, and using that b? + b2 < (v/2 — 7)/2, it turns out that the function
o) 1= e [ - {Gal) e~ 2(L + [es]) ] + (1 — Go(a))e~ =221} is a positive super-
solution of . We can estimate this PDE by diving the analysis in two regions, one near
the curve using Fermi coordinates, and on the outer region using Euclidean coordinates. In
all cases, we obtain

Vj(l

a

Vet~ Wl < —Svy, B

AIQ/JO +ée

Adjusting the radii Ry > Ry > 0 sufficiently large, we can use the maximum principle within

the annulus Bg, (0)\ Bg, (0) with a barrier function of the form ti + eV A1/2021+l22D) for g > 0
small, where is essential the fact that g(x) decays at a rate K (x). Further, by taking § — 0*
in the latter inequality we get that any bounded solution ¢ of ((5.29) satisfies

(@) < Mipo(z) & K(@)[¢(x)] < MY Lo m2)

However Step 2 assures the validity of ||| Lo r2) < C|| g”c,f,)\ (B2)- Noting in addition from (4.6)
that K(z) > 1 for all z € R?| it follows that

K(z)|v(z)| < MHQHC;J(’*(W)

where the constant M does not depend on e. This directly implies the a priori estimate (5.33).

Step 4: Finally we deduce the validity of (5.30) from the previous inequality. Indeed,
by multiplying the Schauder local elliptic regularity estimate by the weight function K(z),
follows

K (z)(|ID*¥]|cons, ) + 1DV ooy )y + 1€ 220 (1 2)))
< CK(@)([Yll o= (Ba(@)) + 19llcorBy(a)
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5.2. Reducing the gluing system and solving the projected problem

and taking sup in both sides, we obtain
z€R2

||D2¢||C%A(R2) + 1DV @) HYl g @2y < CUYlLz@e) + 9o ge))

which finishes the proof of Lemma [9] O

The proof of Lemma

Let us call ¥ := T(g) the solution of equation (5.29) predicted by Lemma@ We can write
problem (5.28) as a fixed point problem in the space X := {¢) € C2M(R?)/ [¢]x < oo},
trough

V=" +GW)), YveX (5.34)

where

Vfavzgg’ G() :== (1 — §)N1 (¢ + (30)

g1 = (1= ()S(w) +2V.(Vad + ¢A(3 + €0 .
(5.35)

For what comes, consider numbers p € (0,2 4+ a), o € (0,4/2) and a > 0 to be such that h
satisfies (4.12). Regard a function ¢ = ¢(s,t) defined in R x R, satisfying H¢HC§%<R% <1.

Note that the derivatives of (3 are nontrivial only within the region p. —2 < [t + h(es)| <
p- — 1, with p. defined in (3.53|). Therefore, taking into account the weight K (z) (4.6)),

Vja/

a

K(2) [2Vo(3Vot + 0AG + 0=V, (s| < CuaK ()™ M1+ [es)) ™ 16]l 23 g2y

< Cy 32 Pl )] o o
— "

Expressions (3.56))-(3.57) for S(w) imply that ||.S(w)]] €O (B2) < (&% In particular, the
exponential decay exhibited by w’, w”, 1,11 in t—variable imply
(1= G)S )] = (1= (a)GaS () + (L= o) E| < Co e VPII(1 4 Jes|) ¢

Now since this error term is vanishing everywhere but on the region p.—2 < [t+h(es)| < p-—1,
we can use the definition (4.6)) of the weight function K (z) to prove that

K(2)[(1 — G)Sw) ()] < eM2(1 4 |es|)r7272 Cpeltl2e=(V2o/2)l
< O e~ (V2=0/2)(/eteolsl-Ihl=2) < (p=0d/
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5.2. Reducing the gluing system and solving the projected problem

where we have used the expression (3.53) for p., and we set 6 := (v/2/0 — 1/2)8 >> §/2.
Further, the regularity in the s—variable of the functions involved in g1, imply that

91l g gy < Ceo/2
On the other hand, consider the set for A > 0 large
A={peX: [¢lx<A-e%} (5.36)
The definitions of G and N; given in yield
|G(¢1) = G(2)] < (1= C4) sup [DN(§hr + (1 = E)ha + G30)[9h1 — o]

£€(0,1)

< O f" (W) [loo(1 = Ca) SUP) \Epr + (1 = E)ba + (30| - |11 — 1o

£€(0,1

The latter, plus the regularity in the s—variable leads the Lipschitz character of G:
1G (W) ~ o)l aay < Cac™ 1 — bl oo g

while
1G(0) ooy < Cull(L = GG o oy < Ce"

In order to use the fixed point theorem, we need to estimate the size of the nonlinear operator
IT(g1 + G())lx < [[T(g1 + G(¢) = G(0))l[x + [IT(G(0))]|x
< I (lgsll oo gy + 1) = GOl g ge) + 1G(O0) ooz
< IPEI(Ca 2 + O 4] o gy + Ce™0%)
< [|T]le=**(C + 1 ¢llx)

additionally, we also have

1T (g1 + G(@1) = Y1 + GWa)llx = [TNIG W) = G(¥)l| o ey
< Ce™ |0 [[[ehs = ¢allx

where in both inequalities we used that T is a linear and bounded operator.

This means that the right hand side of equation ([5.34]) defines a contraction mapping
on A into itself, provided that the number A in definition (5.36|) is taken large enough and
Hqﬁﬂcm < 1. Hence applying Banach fixed point theorem follows the existence of a unique

solution ¢ = ¥(¢p) € A.

In addition, it is direct to check the Lipschitz dependence (4.23|) of ¥ on [|¢]| 22 < 1.
w,o
Let us make more explicit the dependance on ¢ of the nonlinearity (5.35)), by denoting
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5.2. Reducing the gluing system and solving the projected problem

g1 = 91(0), G(¥) = Go(W(9)), then
[9(61) = (62 x = I[gn (1) + G (B(61)] = Ygi (82) + G (W (62))]1x
<IN (l91(61) = 910 e ey + G (B(01)) = G (W(2)) e )
< PN 12VeaValbs — 62) + [AuGs + Via/a- VuGal(dr — 60)ll o
FI I~ CNUT(1) + Gadr) = Ny (W (02) + o)l ey
< Co Y61 — bl gzam + C VWG — W)k (5:37)
where we have used that for ¥(¢;) € A the next estimate for the difference holds:

(1 = C)INL (Y (1) + C301) — Ni(¥(g2) + (3b2)| <
Cu(1—Ca) SUP) (tW (1) + (1 — 1)U (h2) + (3t + (1 —1)p2)| - [W (1) — W (eh)]

te(0,1

Therefore, choosing ¢ > 0 sufficiently small in (5.37)) follows the desired inequality, which
concludes the proof of Lemma [5] O

Now that we have the validity of Lemma , we can replace ¢ = ¥(¢) into the equa-
tion (4.19)) of the gluing system, thus obtaining the nonlocal problem

Oud + Ossd + f'(w)p = —S(u1) —N(¢) inR xR (5.38)
where we redefine

N(¢) :=B(¢) + [f'(m) — f’(w)]<é+§vfa/3' Vad + Glf (ur) — [/(H@)W(9) + N1 (¥(0) + 6)

-~ -~ -~

N1 (o) N2(¢) N3(¢) Ny

(SIS

(
(5.39)
considering that the operators N; and B are given in ({4.4))-(4.18)).

For what comes next, we will concentrate our efforts in solving this problem.

5.2.2. Proof of Proposition

Recall from Section [4.3], that Proposition [ refers to the solvability of the projected pro-
blem

Oud + 0550 + f'(w)p = =S(uy) —N(¢) + c(s)w'(t) in RxR

5.40
/ (s, t)w'(t)dt =0, forallseR ( )
R
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5.2. Reducing the gluing system and solving the projected problem

and to the adjustment of h so that the projection of the right-hand side onto w’ vanishes,
namely ¢(y) = 0. Let us define ¢ := T(g) as the operator providing the solution of the
linearized operator L in Proposition [3| result that was proved in Section [5.I} Then problem
(5.40) can be reformulated as the fixed point problem

6= T(=8(w) —N(6) = T(6), 6]z gy < K=’ (5.41)
which is equivalent to
6= T(~5(w) — Tty — W) = T(©), ldllpzage <K' (5.42)

since the term added has the form p(s)w’ which adds up to ¢(s)w’. The reason to absorb
this term is that because of assumption (4.12)) then |27, [h] - /|| COA(R2) = O(g3), while the

remainder has a priori size slightly smaller, O(g?).

The Lipschitz character of N

We will solve problem (|5.41)) using contraction mapping principle, which motivates to give
account of a suitable Lipschitz property for the operator 7. This fact is justified in the next
result.

Claim 3. Given a > 0,0 < u < 24+ a and 0 < 0 < /2, there is some constant C > 0,
possibly depending on the constant IC of (4.12) but independent of e, such that for M > 0

and ¢1, o satisfying
||¢i||cﬁ:3(R2) < M€4, 1=1,2.

then the nonlinearity N behaves locally Lipschitz, as
8(61) — M)l g ey < C 61 — bl e (5.43)
where the operator N is given in ([5.39)).

Proof.-

We study the Lipschitz character of the operator N through analyzing each of its components
N; for ¢ = 1,2,3,4, as made explicit in page Let us start with N;. Note that its first
term corresponds to a second order linear operator with coefficients of order € plus a decay
of order at least O((1 + |es|)~'~*). In particular, recall from that B = (yBy, where in
coordinates [A, — 0y — Oss] amounts

By = — 2ch0y — elk(es) + e(t + h)k*(£5)]0, + e(t + h)Ag(es, e(t + h))
- [Oss — 21,0, 4 2N |20) 4 €(t + h) By(es, e(t + h))[0s — eh' 0] — 21" 0, + 2| W |0y
+&3(t + h)*Cy(es, e(t + h))O, (5.44)
in which the following decay holds
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5.2. Reducing the gluing system and solving the projected problem

+ hles) = O(e) « Ao(es,e(t + h)) = O((1+ [es])717%)
< W(es) = O(e(1+ |es|)™17)

< W'(es) = O(e(1 + les]) )

« k(es) = O((1 + [es]) ™' 70/2) . Coles,e(t+h)) = O((1 + |es|)3-30/2)

. Bo(es,e(t+h)) = O((1 + |es|)~272/2)

Analyzing each term gives that

B(O)lcoa @) < Celldllc2n me)

So the linearity of B shows that this inequality is sufficient to get the estimate.
For the second part of Ny, note that the definition (3.41)) of u; implies for any (s,t) € R?

[ (s, 1) = (w(t)) = f"(§w(t)+ A= ua(s, 1)) [ur (s, 8) —w(B)] < 6(lw(t)[+]ur(s, t))pr(s, )
So from the definition of p; given ([3.42)), follows
(] + Tyl sy < €2l g ey (1QE8) (8 ey + T (E)a ()l o e
and this implies
1[f"(u1) = f'(w)](¢1 — 9252)“02;2@2) < Ce?||¢n — ¢2||02;§(R2)
Thus, all the previous analysis leads that Ny satisfies
N1 (1) — N1<¢2)||02:§(R2) < Cell¢r — 9252”0513(&2) (5.45)

On the other hand, consider functions ¢; with

||¢i||cﬁ:§(R2) < Mgg’ 1=1,2

To analyze Ny, recall that this product was computed for any (s,t) € R? in (A.50))

(1) ~ Wa(6)] = & |22 e, 29) (Vo — Vb

dsa

S € (88,0)(|85¢1(8,t) - 85¢2(8,t)| + 8|h,(55)| |at¢1<87t) - at¢2(87t)|>

a

+e [@(ES, 0) + &(t + h(es)) (%(55, 0) — k(e?S)Q)} |0p1(s,t) — Dugpa(s, )| + O(€?)

a

so in view of the behavior of ¢1(s,t), ¢a(s,t),a(s,t) and k(es), we deduce that

Jsa
_ < ' )
N2 (1) N2(¢2)||021§(R2) S€|, (e -,0) . (1+ €’|h’|C§fa,*(R))||¢l ¢2||CZZ§(R2)
Odsa 2
<e (’ B (es,0) o m + suhucg;j(mH@‘c&j(n&)) 61 = P2ll g2 ey + O(€7)

S Ca,h,Q - € H‘bl - ¢2|‘Cﬁ’,?\,(R2) (546)
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5.2. Reducing the gluing system and solving the projected problem

Now, let us analyze N3 by noting that for any (s,¢) € R? the definition implies
flua(s, 1)) = fI(H () = fUEH @) + (1 = uals, )] [ua(s,t) — H(t)]
< G(H| + ur(s, D)) - ([w(t) — HE)] + 1(5,) = 0?1
Then

[N3(¢1) — N3(¢2)”0232(R2)
= sup 1+ [es|)|Ca(@) [ (wa) = f/(ED](P(61) = U(ha)llcor s (s.)

(s,t)ER?

<C sup elPVIMC (@)e M (1 Jes|) [T (61) — U(es)llcon (5 (@)
(s,t)ER2?

< C sup VM sup K(2)|W(g1) — U(ea)lcon s )

(s,t)ER? z€R?

S CH\IJ(QZ)l) —_ \I[(¢2)||C?(’A(R2) = 06_06/25||¢1 o ¢2||CZ:§(R2) (547>

In order to analyze N4, note that the definition (4.4)) of /V; also implies

IN4(P1) — Nal2)| < [GN1(W (1) + d1) — N1 (W (p2) + b2)]
<CG SUP) |E(U(p1) + ¢1) + (1 =) (VU(h2) + @2)| - (|1 — Pa| + [¥(h1) — ¥ (3h2)])

£€(0,1

taking into account the region of R? we are considering, it is possible to make appear de
weight K (z) in (4.6). Therefore thanks to the hypothesis on ¢; and Lemma [5 we obtain

HN4(¢1) - N4(¢2)||021§(R2)

< C sup {60tl/Q[”gblHCO’)‘(Bﬂs,t)) + | Dallcons (s.0)) + 1V (D1) lcors, @) + 1V (D2)l|cors, @)

(s,t)ER2

-T2 (1 4 |es|)M]|| 1 — ollcors, (sny + 1T (d1) — ‘I’(@)Hcm(&(az))]}

<C sup { [||¢1HC§:§(R2) + P2l 2 ey + K(2)([[¥ (1)l cor(py @) + ||‘I’(¢2)HOOA(31(3;)))}

(s.t)ER?
(€161 — Gl o ey + K (@)[¥() \1/<¢2>||co,k(31<w))>}

< Clb1 e ey + 16allean e + 19(DIx + 1)1 — dallos + [¥(é1) — ¥(en)x]

< 20(3 + e~7%/2%) {||¢1 — dall gz ar) + e=o0/%| by — ¢2||03:2(R2)} (5.48)

To reach a conclusion, we note from (5.45)-(5.46))-(5.47)) and (5.48)) that choosing € > 0 small
enough we obtain the validity of inequality ([5.43]). The proof of Claim |3|is concluded. U

38




5.2. Reducing the gluing system and solving the projected problem

Conclusion of the proof of Proposition
The first observation we make is that formula (4.20) and estimate (4.21]) ensure that, for
any 0 < <2+, o0 € (0,4/2) and X € (0,1) it holds
||§(u1) — 625a[h] 'w/HCg,;(RQ) S 084 (5.49)
Let us assume now that ¢y, ¢ € B., where

B. = {6 € CEAR?) / 6]l oan e < K}

loc

for a constant K to be chosen. Note that using Claim [3| we are able to bound the size of
N(¢) for any € > 0 sufficiently small, as follows

(D)l cor g2y < ClINO) o g2y + Celldll e ey
= Ol Glf (wr) = fHDIT(0) + N (T(0))]] g0 g2y + Celldll 2 ge)

< Csup @2V 1w(0)|| x + [[@(0)]% + Ce - K&

teR

< Ce % L Ke® < Ce®  forall ¢ € B. (5.50)
for some constant C' that now is independent of K.

Then from the estimates — follows that the right hand side of the projected
problem defines an operator 7 applying the ball B, into itself, provided K is fixed
sufficiently large and independent of € > 0. Indeed using the alternative definition ([5.42)) of
T, and Proposition [3| we can easily find an estimate for the size of ¢, through

1T (@)l 2 @) = IT(=S(wr) = E2Tu[hlw’ —N(9) | 2 e
< TN(S () + 2 Talhlw’l| g g2y + 1N 00 mey) < Ce?

Further, 7 is also a contraction mapping of B, in norm C’i:;\
Claim asserts that N has Lipschitz dependence in ¢:

IT(1) = T(e2)llozazy = Il = TM(1) = N(82)) 2y ey

< C|N(¢r) — N(¢2)”021§(R2) < Ce || — ¢2Hc§1§,(m2)

provided that p < 2 4 «, since

So by taking ¢ > 0 small, we can use the contraction mapping principle to deduce the
existence of a unique fixed point ¢ to equation (5.41)), and thus ¢ turns out to be the only
solution of problem ([5.40]). This justify the existence of ¢, as required.

On the other hand, the Lipschitz dependence (4.33)) of ® in h, is a consequence of a series
of lengthy but straightforward considerations on the operator defining the right hand side
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5.2. Reducing the gluing system and solving the projected problem

of equation (5.40)), for the norm ||A|| c22 (w) given in (4.12). In particular, this implies that
Fa,*

we have to study the operators N(h, ¢) and S(uq)[h]. For the first one, let us recall formula
(5.44) for the operator B = (B, and consider for example, the terms depending linearly in
h:

A(h, ¢) := —2chdgy¢ — 00, — e(k + (t + h)k*) 0,0

We have
A, 8) = Alha, 6)l s ny = 1260 — ho)Duh — (1 — 13106 — (s — ha)k*0u | e
< 2e|lhy — h2||cg:3(R)||3st¢||cg:g(Rz) + 52Hh/1/ - h/2'||cg;3(R)||3t¢||cgzg(Rz)
&% 1ha = hallcon @y 151l o ) 19066l o e
< 2e + €+ Rl ) 1 — hall ez ey 19l
< Cellhy — h2”c§;j(R)H¢Hc§1§(R2)
We should also take into account some terms in B involving nonlinear, yet mild dependence,

in h. Recall for instance B(h, ¢) := e(t + h)Ag(es,(t + h))[0ss¢ — 21/ 0y + 2| W' |20y ). The
difference can be estimated as follows

1B(h1, ¢) = B(ha, &)l o1 ey = €ll(Ao(h1) = Ao(h2))0ssdl| 0 (may
+ 2e[(Ao(ha) iy — Ao(h2)hy)Budl o ey + €l (Ao () [ * = Ao (ha) [P [*) 0l o e

S g <||A0(h1) - AO(h2)||08:3\(R2) + 2||A0(h1)h/1 - AO(hZ)hIQ||Cg:;(R2)
2 Aol P — Aoho) Pl ey ) 100y

where Ag(h) := (t + h)Ao(es, e(t + h)).
Nevertheless, for n = 1,2, the following terms can be bounded like

1A () |1 " = Ao () " | o3 g2y

= [[(¢ 4 ha) Ao(es, e(t + ha))[I[" = (¢ + ha) Ao(es, £(t + ha)) o] | cor g2y
< Nalcpcaey (RS = e85 " oy + a1 = Pl e

< (ICE—:)”_IHA()HCS:S\(RQ)||h1 - hQHcg:j(R)
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5.2. Reducing the gluing system and solving the projected problem

We can clearly obtain the same type of bound for ||.Ag(h1) — Ao (h2) HC&*(R?)' So for any € > 0

chosen small enough we get
1B(h1; ¢) = B(hz: d)l| coa ey < Cellhn = hall 2@y 19l 023 g2
Likewise, the remaining terms of B having a nonlinear dependence on h
e2(t + h)B(es,e(t + h))[0s — eh'0)), &*(t+ h)*Cy(es,e(t + h))o,

can be checked to have a similar bound in terms of ||h1 — hal| 2 g)-
0,

Moreover, examining the rest of N in formula (5.39)), just like before, allow us to deduce that
there is a Lipschitz dependence on h for the whole operator N, with small constant. Further,

81, 6) = W, )l ey < Cellbn = ol eyl Bl ey (5.51)

On the other hand, for the error term

R(h) = =S(w)[h] — € Ta[h]w' (1)
we claim using formula (£.20)) for S(uy), that for € (0,2 + «)

IR () = R(ho)l o ey < OllAr — b o (5.52)

)

To see this, let us analyze term by term of S(u;) in expansion (4.20). The linear part of R
in h complies

le*Q(es)4g (BY — h5)llcon(sy(say) < Ce*(1 +|es|) e ||y — hallc2 gy
Now, for the nonlinear dependence of R in h, note that for suitable y and o

¢+ by = ha) Ao(es, e(t + b = ha)) (b = )" (g < & Challtn = Rl

In addition, thanks to estimate (4.21])
‘R1(€S, t h17 hll)_Rl(€S7 t h27 h/2)|

< sup, ViyBa(es, b, §hy + (1= §)ha, &0y + (1 = )h5)[ - [(hy — ha, By — hy)
£e(0,1

S 084(1 + |58|)—2—2a6_\@\t|”h1 — hz”(}’é’:‘(ﬂ%)

Note also that there is a Holder character of Ry(es,t, hy, h}) — Ri(gs,t, he, hYy) in (s,t), since
the expansion of Ry shows that all the terms involved are basically linear or quadratic
in h and its derivatives. Besides, given the bound for h;, i = 1,2 and the smoothness
plus the decay of k(es), a(es,0), w(t), it follows that the Holder seminorm [-]o x , (s, of this
subtraction can be easily bounded by some constant times %(|hy — ha || 2. (5, (s.1))- Let us take
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a look, as an example ,to the term: (|l (es)|? — |hh(es)|?)w”(t). We just need to use the
difference of squares formula, to get directly the desired bound

€218 2 = 15120 ooy < <20 Cha + o)l e 11 — Bzl ey < O — Bl
This argument justifies inequality (5.52)).

Now we may combine both Lipschitz character of N, in h for ¢ fixed (5.51)), as in ¢ with h
fixed ((5.43)). In addition, considering the estimate ([5.52) for R we finally obtain the desired
Lipschitz dependence (4.33)) of ® in h. In fact, using the fixed point characterization (5.42)):

I (h) =02 sy = T (@A) = T(@(A2)) i o
< ITIIR () = Rk g sy + 9k, @) = Wz, @(h2)) gy e

< ITI(CEh1 = hall 2 @y

+ [IN(h1, @ (1)) — N(ha, P(A1))l| o gz + [IN(h2, @ (1)) — N(ha, D(Ra))l| o g2y)
< O+ ()l ) s — Pl oy + () — B0 o
So by recalling that H(I)(hl)Hcﬁé(R% < Ce*, we deduce

(1 = CO@() = B(ha)l| 2 oy < s = Pl e

) )

Finally, by choosing € > 0 small enough, it follows the proof of Proposition [4 OJ

5.3. Nonlinear Jacobi problem: Proposition [6]

In this section we will prove Proposition [0, based on the linear theory provided by Pro-
position [5] The reduced problem that must be solved is

Jsa(es, 0)
a(es, 0)

where Q(s) was defined in (2.16)), and the operator G = G + Gy was given in (4.36])-(4.37)).

The idea is to use contraction mapping principle to determine the existence of a unique
solution h = h(s) with § := es, for which constraint (4.12)) is satisfied, namely

Jalh](es) :== h"(es) + h'(es) — Q(s)h(es) = G(h)(es) in R (5.53)

1Rllezp gy = IRllzoo@y + QL+ 81T [ oo ) + sup(l + S FR lcons-1,641) < Ke
(5.54)

after fixing IC sufficiently large. A crucial step for this purpose, is to analyze the size of the
operator G, for which we have the following estimate.
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Lemma 10. Let © = O(s,t) be a function defined in R x R, such that, for any A € (0,1),
pe (1,2+a] and o € (0,v2)

H@HCB’?,(R?) = sup eI+ les])![|O]cor sy (s,)) < +00
’ (s,t)eRxR

Then the function defined in R as

Z(es) i / (s, tyw' (t)dt
R
satisfies for some constant C = C'(w, pu,0) > 0 the following estimate:

HZHC&Q(R) < Cﬁ*lHGHcg;g(Rz) (5.55)

Proof.-
Recall the definition of the norm (4.11)). By denoting 5 := s, we need to prove

/]R O(5 /e, (1)t

121l cor @y = sup(1 + [s])"
’ seR COA(5—1,541)

First, in order to bound the L* norm, is easy to see that for any § € R

= = / / H@HCB%(RZ) —alt|, 1
12)| = | [ ©/e 0w O)dt| < [ 10]l1egei’ (Ot < ——F2ED [ maiy 1)y
R R (L+1sP Jw
In particular, as p > 1, this implies that for any s; € (s — 1,5+ 1)
1250)] < Corr—1=1 1Ol ooy < Coryr= O]
5 W N Mgy S Cw 7 A (g2
B R T (R E

and thus we deduce
(1 + ‘g‘)ﬂ”ZHL"O(L?—lS—&—I) < C(w”GHCB:é(]RQ) (556)

Further, we need to estimate the Holder seminorm. Take any 51, §; € (§—1, 5+1) with 51 < 5.
Let us consider a increasing sequence, of N. points between s := 51 /¢ and sy := 5y /e, given
by the formula

. S 1 S S
31:—1—1——(—2——1) for 1=1,..., N,
€ N. \ e €
so that their consecutive mutual distance is |s"t1 — s'| = |55 — 51|/(¢N.). In addition, the

number of points must be chosen large enough to make |s"™! — s’| < 1, this implies N, =
O(e7!). In view of all this discussion, we can estimate the difference as follows

12(52) — Z(51)| < / O (Z1) -6 (Zt)| vt < NZ / [0 (s41,1) — © (s',1) | ' (¢)dt

- o) i+1 A (1)d H@HCﬁ’A(R"’) ! ($)d Ry i+1 1P
< i e+l Hdt < LA —o Hdt - i+l i
_;/RHO,A,BMS,QB S (1) —<1+|asz|>u/ﬂf (a3 15 =

7
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5.3. Nonlinear Jacobi problem: Proposition @

Nevertheless, given \ € (0, 1) it follows that | - |* is a concave function, and so

Nl g Nl g A N.—1 A
I=N. Z F|Si+1 _ P < N. Z F<Sz‘+1 _ &) < N (57 — &)
=0 € i=0 € i—=0

moreover, applying telescopic summation, we get

|55 — 51 5 =5\ 5 —m) 25 - )
< _

1-X A 1-X
1< AQ ‘82——81‘ :IAQ X X
9 S £ S

and then, as ;> 1, we obtain

H@Hcg;g(W)

Z(5y) — Z(51)] < 28wt
1Z(82) — Z(51)] < NN

/ et (1)t - |5 — 5,
R
Therefore for any 5 € R
(L4 15" [ Z)ops-1.541) < g—lé/Re—"'t'w’(t)dt 181 0o g2y (5.57)
In conclusion, the previous estimates (5.56))-(5.57)) justify the desired bound:

Sup(l + [8)" (12l -1500) + [Zlon-150m) < Cunot ™" 19llcox me)
s ’

where we set Cyy,» := 217+ [ ellw/(t)dt, thus finishing the proof of Lemma (10)). O

Let us apply Lemma to the function ©(s,t) := N(®(h))(s,t), to estimate the size of
the operator G in (4.37). Recall that

Ga(h)(es) = e / N(h, B(R)) (s, ) () dt
R
We can estimate the size of the projection of N using the previous estimate ([5.55)), and the
bound ({5.50)) for the size of N:

||G2<h)||cﬁvi(R) < Ce 2.7t n(h, <I>(h))||q3,é(R2 <Ce?d.eh=¢? (5.58)

)

Likewise, for ¢; = ®(h;), i = 1,2 it holds similarly that
1G2(h) = Gaho)lloagy < Ce™ e [N(ha, 61) — N(ha, 62)l| 0 e

Nonetheless, the Lipschitz character (5.51)) of N and the bound (4.32)) for the size of ¢ imply

[N(R1, 1) — N(ha, ¢1)”02;§(R2) < Cellh — h2“cﬁ;i(R)’|¢1‘|03;§(R2) < C€5Hh1 - h2||c§1§(R)
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5.3. Nonlinear Jacobi problem: Proposition @

Additionally, using the Lipschitz dependence (5.43)) of N in ¢, and also the Lipschitz depen-
dence (4.33)) of ® in A, the next term can be bounded as:

[N (ha, d1) = W(ha, @2)l| c0a ey < Celldr — ol 22 ey < Ce*|lhy — hall g2 w)
The previous estimates allow us to deduce
1G2(h1) = Ga(h2)ll o gzy < Ce IN(h1, ¢1) = Nlha, 1)l o a2y
+ C€_3||N(h2a le) - N(h27 ¢2)||021§(R2)
< Cellhy — hQHCﬁ’,i(R)
Furthermore, from ({5.58)) we also have that
1G>0ty < C=° (5.59)

for some C' > 0 possibly depending on .
We can be similarly bound the difference of the remaining small operator G (h1) — Gy (h2),
that is given in (4.36))

.G (hy) = £h!(e5) / Colt + ha) Ao (es, £(t + o) () () dt

+&2Q(es)h] (es /wo dt+62/C0 Ry (s, t, hy, hy)w'(t)dt

This is a consequence of an direct bound for the integral in Holder norm, without the need
of using estimate ([5.55)), since the integrand is also evaluate in es. In fact, denoting by

Ag(R) := (t + h)Ag(es, e(t + h)), it follows that

< ||h/1/ - hg”c&i(ﬂg)

h’ll/Cf)AO(hl)wHw/dt— hlzl/fofio(%)w”w,dt
R R

CIi(R)

‘/ Ao(hy)w"w'dt
R

+ [y || o
Cot(R) Cun®)

. (Ao(hl) - Ao(h2)> w"w'dt

Col(R)

w"w'dt

< I = hallggagey [ [|Aoth0)

Cp2 (R)

) A "1
-+Mﬂ¢mméu%wﬁ—AdMNiﬂ@mmwuﬂt (5.60)
However, from the definition of A, and the expansion (13.7) of Ag, we have

O(hl)('at)‘ COMNR < C(t + th||cg:j(R))(||k||cg:j(R) + 575“]{:2”08:3([@)) < Ot”k”c’g::‘(R)
—_———

0,x* )

O(e)
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5.3. Nonlinear Jacobi problem: Proposition @

furthermore,

| Aotr) = Aoha) 1

Corg) [t 4+ ha) Ao, e(t + ) = (¢ + h2) Ao (s et + o))l cor )

< 1t + hn) Aol 2t + hr)) = Ao(e, 20t + b))l gy + [1(hs = ho) Ao, £t + o))l
< O (=t + Il g I gy + 1402t + ha)) g ey ) 11 = Bzl e
< CHk“cg;j(R)th - h2Hc&i(R)

Gathering these estimates in equation ([5.60)) we obtain

h;’/fofio(hl)w”w/dt—hg/Coflo(hg)w”w’dt
R R

Cpa(R)
< C (/ tw"(t)w'(t)dt + ,Ca’:‘\/ w”(t)u]/(t)dt) ||k||6’8’)‘(R)||h1 — h2||C’2’>‘(R) (561)
R R o o

Similarly, there is a direct bound for the difference of the projection of R;:

/ gO(Rl (687 ta h17 hll) - Rl(ES, t? h?a hé))w/dt
R

Cor(®)
< [ Rt ) = Raet o ) '
R o
3 N V2t
< &b — hall e / eVl (1)t (5.62)
e R

where we used the decomposition (3.50) of Ry in terms of linear and quadratic powers of h.
In sum, thanks to (5.61) and (5.62)), we are now able to establish a global estimate for the
difference of the entire operator G;(h) as follows

1G1(h1) = Gr(h2) oy < Cellba = hallez ey + Cut” @l oy 177 = M3l con ey

—+ 572||R1(€S, t, hl, h/1> — Rl(as, t7 ]’LQ, h/2>||02,i‘(R)

< (Ce+ Cuge® +272 %) |1 — hall 2 gy

therefore, it satisfies

1G1(h1) — Gi(h2) ) < Cellhn = hallc2a

lcos )

Now, a simple but crucial observation we make is that

C*Gl(O) = 5_2 / g() Rl(ss,t,0,0)w'(t)dt
R
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5.3. Nonlinear Jacobi problem: Proposition @

so given the size (4.21)) of Ry, it follows that for some constant Cy independent of C in (5.54])
HGl(O)HCB:i(R) < Ce . 5*1\|R1HC&§(R) < Cqe (5.63)

Therefore, the entire operator G(h) inherits a Lipschitz character in h, from those of Gy, Gs:

1G(h1) = G(h2)llcor ) < Cellha = hallc2a ) (5.64)
Further, estimates ([5.59))-(5.63) imply that G is such
16O}z gy < 2C%e (5.65)

Now let h = T'(f) be the linear operator defined in Proposition , and let G be the nonlinear
operator given in (4.37)). Consider the Jacobi nonlinear equation ({5.53)), but this time written
as a fixed point problem: Find some h such that

We need first to estimate the size of T oG, in order to solve ([5.66) using contraction mapping
principle.

1@ ez @) = ITNCIGR) = GO)ogp @) + 1O con

24, *

(R))
< (Tl +2CIT1)

where we made use of ((5.64))-(5.65]), and that 7" is the bounded linear operator. Hence choo-
sing K > 3Cs||T||, we find that for all € sufficiently small, the operator T' o G defines an
endomorphism on the ball ||h||c,§+>\ ® < Ke.

Moreover, the linearity of 7" and the Lipschitz character of G, directly imply that for ¢ > 0
small enough the operator T o G is a contraction mapping
IT(G(ha1)) — T(G(h2))

@ < ITN6(h1) — G(R2) || r < Ccellhn = hall gz

|| 2, 0,
C2+a,* 02+a,*(

(R)

In conclusion, as a consequence of the Banach’s fixed point theorem, we have proved the
existence of a unique fixed point of the problem ([5.66]), that is, a unique solution h to
equation (5.53) satisfying (5.54). This finishes the proof of Proposition [6] O
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Chapter 6

Conclusions and future work

In the Introduction we mentioned the relation between the solutions of the inhomogeneous
Allen-Cahn equation , and the properties of the potential a(x,y) involved in this PDE.
This opened a question about the existence of a smooth bounded solution v with transition
near a given noncompact curve I' C R2. More specifically, in determining sufficient conditions
on a(z,y) and I' in order to build such solutions. In this direction, Theorem [l| provides some
specific conditions on both, the potential a(x,y) and the curve I', of which we point out the
following: I) The smoothness and the uniform positiveness of the potential a(z,y), II) The
polynomial decay along the curve of the potential, and the decay of curvature kr, III) The
stationarity of I' relative to [, plus a nondegeneracy, in relation to the existence of bounded
kernel of the Jacobi operator 7,[h|. Furthermore as expected, it turns out that the solution
u depends strongly on the potential a(x,y). Indeed, the construction method forces u(Z) to
depend on some perturbation h, that is ultimately determined by a(%); h needs to solve the
nonlinear Jacobi equation (4.38)).

It is of interest to discuss some technical similarities and differences between this work
and what has been developed in the literature so far. To begin with, we should mention that
the inhomogeneity term a(z,y) makes profound changes in the formulation for the classic
Jacobi operator of a manifold M C R”, which in the presence of the Euclidean metric a = 1
simply reduces to

jM[h] = Axh + [|AM| + Rng<l/M, VM)]h

In our context, given that N = 2, the Jacobi operator around I' turns out to be
0sa Ot
Torlh] == h"+ ==h + (2/@ - L) h
a a
Therefore, the study of the invertibility of the Jacobi operator needs to take into account
the properties of the potential a(x,y). In particular, we discuss the method employed to get

an inverse of J,r in the space of bounded functions. The lack of compactness is one of the
most important aspects of this work, regarding the functional setting of the Jacobi operator
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where perturbations h : I' —+ R are now defined on an unbounded domain. In contrast,
compact or unbounded Manifolds are usually considered in the literature, whose geometrical
properties allow some pseudo-compact contexts through the use of techniques of geometrical
inversion. To cope this difficulty, we benefit from the fact that J,r is a differential operator
acting on functions of only one variable, thus allowing the study of the Jacobi equation
using theory of ODEs. A precise qualitative description is presented in Proposition |1} for the
asymptotic behavior of a solution to J, r[h] = 0, provided some conditions on the coefficients
of the equation. The study of the kernel of the Jacobi operator is the key aspect from which
we obtain the desired invertibility. Proposition [2 assures the sufficiency for the variation of
parameters formula, to provide a smooth bounded solution of 7, r[h] = f, for a locally Holder
right-hand side decaying polynomially. Further, the polynomial decay is inherited to h’ and
B as stated in (2.49). In addition, the last Proposition also shows a high regularity for the
solution here provided, unlike what presented on classical contexts of invertibility, where the
inverse of J), is usually defined in functional spaces of weaker regularity.

Another crucial aspect that deserves our attention, is the difference in the linear inver-
tibility theory developed in Proposition [2| with respect to what it has done before. In this
work, both the potential a(x) and the curve I' are such that I' presents no symmetries, in
the sense that rigid motions cannot induce some bounded Jacobi fields J,r(z) = 0. The
nondegeneracy condition of I" supposed in Theorem [I amounts to the latter property, be-
cause under this assumption not only the bounded kernel space of J, r has finite dimension,
but also is spanned by {0}. This simplifies the study of the invertibility theory of the Jacobi
operator in our case. In contrast, the authors in [§] considered complete, embedded minimal
surfaces M in R3, which they do present symmetries. Translations along the coordinate axis
T1, T9, 3, and the rotation around the z3— axis induce functions {z;}?_; that form a basis of
the bounded kernel:

{z e L>=(') : Ju(z) =0} =span{zy, 22, 23, 24}

In that context, the solvability for the Jacobi equation Jy[h| = f is more complex, because it
not only depends on the properties of M, but also makes necessary the study of an associate
problem known as the projected Jacobi problem

G h(y) - Z(y) :
jM[h]:f—i‘ZmZ“ /MWdV:O, for 221,...,J
icJ

where {Z;};c; represent the bounded Jacobi fields. A consequence of this essential difference
in the solvability for the Jacobi equation is the fact that, in our proof we did not have to
justify that the right-hand side can be chosen so that it satisfies an orthogonality condition
against the bounded Jacobi fields. In particular, we did not have to make use of the invariance
of the Allen-Cahn equation nor to use balancing formulas for the geodesic I' to justify this.

In another topic, it is worth mentioning a previous stage of this study, where we dealt
with a slight simplification of the context in this thesis work. It was studied the existence
of a solution u to the inhomogeneous Allen-Cahn equation (1.12)), in the case where the
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potential @ : R? — R has the form a(%) = 1 + x(&), where function x has compact support.
An interesting result arose from this analysis, characterizes the nondegeneracy condition of
the unbounded curve I' in terms of the solvability of an related ODE in a compact domain.
More explicitly, we proved

Proposition 8. Let I' be an unbounded curve, intersecting the set Q := supp(yx) C R2.
Assume that the portion of I' contained in ) is pammetm’zed as T'NQ :=v([s1,52]). Then T’
is a nondegenerate curve with respect to the arclength [, a(Z), if and only if, the following
Neumann boundary value problem

{Jar[ J(5) =0, in (s1,50)
R (s

B(sy) = ) = (6.1)

does not have the eigenvalue \ = 0.

From this fact we can easily describe the kernel of 7, r, since the nontrivial behavior
of a bounded basis hy, hy it only could arise on the compact portion €2, depending on the
existence of the eigenfunction associated to A = 0. Another appealing geometrical property
arisen in this context is related to the stationarity for geodesics. It can be shown, using a
similar argument than carried out in [7] for the analysis of the nondegeneracy in R? on a
bounded domain, that a necessary condition for a curve I' to be geodesic related to the length
fr a(Z), is that I' must cross perpendicularly the boundary OS2, which requires that on each
point of intersection P € I' N 9N the tangent vector ¢ of the curve must be perpendicular to
the normal of the boundary vq.

On the other hand, we must say that the two examples exhibited in Chapter
constitutes a major contribution to the understanding of Differential Geometry in relation to
Partial Differential Equations. There are only a few examples of this kind in the literature,
because of the difficulty in finding nontrivial geometrical conﬁgurations in which geodesic
curves which are non-degenerate with respect to some arclength fr ). Regarding this
matter, we can provide another interesting case: Fix any smooth bounded potential of the
form a*(z,y) := i(y) with function i(y) being uniformly positive, and achieving a local
minimum around zero, so that #/(0) = 0,7”(0) > 0. Under these circumstances, it follows

easily that [' = O_X> is a nondegenerate geodesic relative to the length induced by a*. Indeed
the stationarity condition in Euclidean coordinates trivially holds for I' = {(x,0)}4er and
moreover, the Jacobi operator is reduced to J,-rlh| = A" — \h for A; = i"(0)/i(0) > 0
Hence the kernel of J,~ comprises linear combinations of exp(v/A;x) and exp(—v/A\;ix) in
the entire R, and thus this operator satisfies the nondegeneracy condition. Note however
that this potential does not decay as assumed in , nonetheless we can repeat the same
scheme as performed in this work to build a solution u* to the inhomogeneous Allen-Cahn
equation with a single transition on the curve 072 , but this time using a L*°—functional
context in the solvability of the nonlinear Jacobi equation and the gluing system. This work
would allow to find more examples of this phenomena, in more complex configurations, and
in geometrical settings on higher dimensions.
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There are natural extensions of this thesis, that can lead to future works. The first one
deals with same context that this work does, and concerns the search of more criteria that
imply the nondegeneracy condition for geodesic in R?, related to the length fr a(¥), and
different from Corollary [I}

Another open problem consists in a variant of this thesis work, on the existence of smooth
bounded solutions u to the inhomogeneous Allen-Cahn equation with multiple tran-
sitions near an noncompact curve I', whose positions are expected to be governed by a
Toda-type system. Some other cases consist in the study of the same equation in a variety
of settings, where the potential a(¥) is less smooth or has some singularities, or where the
uniform positiveness does not hold.
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Appendix A

Annexe

The two successive sections are mainly oriented in finding expressions for each one of
the terms in the Allen-Cahn equation written in Fermi coordinates, that are suitable
for the geometrical study of this equation. Since they define a local change of variables in
a neighborhood of I', our effort will focus on finding an equivalent form of in these
coordinates.

A.1. Calculation of the Laplacian: Proof of Lemma

Hereinafter we regard u = u(Z, y) as a function where (z, ) denotes non-dilated Euclidean
coordinates. In order to characterize the Euclidean Laplacian A, , in dilated and translated
Fermi coordinates, we will follow a scheme that includes the construction of the operator in
3 steps, for which the analysis is simplified.

For any & > 0 small but fixed, and a curve I' C R? parameterized by v € C%(R, R?), let
us consider first the local Fermi coordinates induced by I’

X :Rx(=0,0) > N5, X(s,t)=n~(s)+1t-v(s) (A.1)
where v(s) denotes the normal vector to the curve I' at the point v(s).
It can be seen that X defines a local change of variables on the tubular open neighborhood
Ns ={(Z,7) =7v(s8) +t-v(s) /sER, |t| <d+e-2c|s|}
of I, where ¢y > 0 is a fixed number, and [t| = dist((z,y),T") for every (z,y) = X (s,t). The

picture below depicts this geometrical setting
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A.1. Calculation of the Laplacian: Proof of Lemma

—

T

Figure 6: Neighborhood N in Fermi coordinates X (s, t)

Laplacian in Fermi coordinates

Given that X(Ns) C R? is a 2-dimensional manifold, we can employ a formula from
Differential Geometry that allow us to compute the Fuclidean Laplacian in terms of Fermi
coordinates, for points (Z,7) = X(s,t) € Nj as follows

1 g
Xz—@( det(g(s,t)) - g"(s,t 8~>, 1,7 =s8,t A2
Y (5(5.2)) 97 (s.1) 0, (22
where g¢;;(s,t) = < 0;X(s,t),0;X(s,t) > corresponds to the ijth entry of metric g of T,
and we regard ¢ = (g '); ; as the respective entry for the inverse of the metric. Performing
explicit calculations, and using the relations between the tangent and the normal to the curve
I', it follows

0:X(s,t) =~4(s)+t-v(s), OhX(s,t)=r(s) (A.3)
And so by , the metric g can be computed as
9ss(8:1) = [9(8)|* + 2t < (s),0(s) > +2|i(s)]* = (1 — th(s)) (A.4)
gst(8,t) = gis(s,t) =0, gu(s,t) =1 (A.5)
Hence, the components of the g~! are
gss(s’t> = mv QSt(Sat) = gts(sﬁt) =0, gtt(sat) =1 (A6)

Replacing formula (A.2) and using values obtained in (A.6]), we get

1
Am = 8tt +gss : ass + —at( V detg) ’ at +

(v/det g - g*) - Os Al
T 0.Vt g*)-0, (AT
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A.1. Calculation of the Laplacian: Proof of Lemma

where v/det g =1 — tk(s), and with

Lo, (y/detg) = —8) L5 (\fdetg- ) = — )

Vdet g 1—th(s)" +/detyg (1—tk(s))?
Further, we can make an approximation of this operator at main order, if £ is bounded:
1 +o0 2
— = th)™ | =[l+tk+t?0(k*)])* = [1 + 2tk + O (k”
R <m§( )) 1+ th+ £ O(k*))? = [1+ 2tk + 2O (?)]
t small
1 <= ’
— m -N 2 2\13 1 2 2
T (mzo(tk) ) (L4 th + 2 0(kH)]* = [1 + 3tk + 2O (k?)]

t small

In this way, we deduce the expansion

g =1+tA(s, 1) (A.8)
ﬁ@t(\/det 9) = —k(s) — th(s) + £2Co(s, 1) (A9)
\/dt_tgés(\/detg - g*%) = tBy(s,t) (A.10)
where
Ao(s,t) = 2k(s) + O(t k*(s)) (A.11)
Bo(s,t) = k(s) + O(t k(s)k(s)) (A.12)
Co(s,t) = K*(s) + O(t k*(s)) (A.13)

are smooth functions, and these relations can be derived.

So using relations (A.7) to (A.10)), we get the Euclidean Laplacian in Fermi coordinates

Ax = Oy + Ogs — [k(8) +th*(8)]- Op+t- Ag(8,t) - Ogs +t-By(s,t)-0s+1*-Co(s,t)-0; (A.14)

For the remainder of this section, let us denote by v : Rx] — §,6[— R the function that

represents v in Fermi coordinates

v(s,t) :=uo X(s,t)

Laplacian in dilated Fermi coordinates

We now write the Euclidean Laplacian A, , in terms of dilated Fermi variables (s,t),
making use of the expression obtained for Ax in “shrink” Fermi coordinates (s, t). This time
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A.1. Calculation of the Laplacian: Proof of Lemma

we consider the dilated curve T, := e7'T by 7. : s — e~ 1y(es), and we define associated local
dilated Fermi coordinates in R? by

1 1
X :Rx (=d/e, §/e) > N, X (s,t) := EX(ss,st) = gfy(ss) +1t-v(es) (A.15)
on a dilated tubular neighborhood e~ Nj of the curve I',
)
N = {(m,y) = X.(s,t) ER*/ s €R, |t| < B + 200|s\)} (A.16)

where ¢g > 0 is a fixed number, and in such way that X, defines a local change of variables.
The following picture depicts the geometrical setting previously described:

Figure 7: Neighborhood A in Fermi coordinates X.(s,t)

-

X

Hereinafter, regard @ = a(x,y) as a smooth function representing v = u(z,y) in dilated
coordinates of the space, where the pair (z,y) represents the dilated size of T" in N.. So if
T.(z,y) = (ez,ey) is a shrinking map in R? for small € > 0, then @ complies

i(z,y) = uoTe(r,y) = u(,y)
where we will adopting the following convention (z,y) := (ex,ey), (s,t) := (es, et).
Note that we can compute the Euclidean Laplacian of @ in terms of the same operator

in shrink variables (Z,y), thus obtaining the first term of the Allen-Cahn equation (2.65)).
Indeed, a simple calculation shows that

A, yi(z,y) = A, yu(ez, ey) = 2 Az yu(ew, ey) = 2 Az yu(T, ) (A.17)

Just like the preceding part, let us define v : R x (—d/e, d/e) — N as the function that
represents @ in dilated Fermi coordinates, through

0(s,t) := 1o Xc(s,t)
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A.1. Calculation of the Laplacian: Proof of Lemma

It it easy to see that if £ = €t, s = s are shrink Fermi variables, then it follows

0(s,t) = v(es,et) = uo X(s,t) (A.18)
To check this, note that the following propositions are equivalents

(7,y) € N: & (7,9) = (ex,ey) € N;

because

(,9) = X.l5,1) & (2,) = ~(em9) = 21(es) + twes)

(Z,y) = (ex,ey) = y(es) + ctv(es) & (T,y) = X(s,t) = X(es,¢t)
and then it follows formula (A.18))
0(s,t) = a(Xc(s,t)) = ule Xo(s,t)) = u(X(es,et)) = v(s,t)

Consequently, the latter fact together with formula (A.17) allow us to write the Euclidean
Laplacian in shrink Fermi variables (s, t) using expression (A.11]) for Ay

Nyy = > {04 + Oss — [k(8) + th*(s)] - Oy + tA(8,1) - Oss + tBo(s,t) - 05 + °Co(s, 1) - 4}

(A.19)
On the other hand, from relation (A.18) we can compute derivatives of © from those of v
0s0(s,t) = €0sv(es, et) = €dsv(s, t) (A.20

0y0(s,t) = edgv(es, et) = edpv(s, t) (A.21
D5s0(8,t) = £2055v(e5, 1) = £%045v(s, t) (A.22
8“1}( ,t) = 5281%’0(88, €t) = 528tt1)(8, t) (A23

Finally using relations (A.18]), and (A.20) to (A.23)), we get the expression for the Euclidean
Laplacian in dilated Fermi coordinates (s, t)

Ax. := Oy + Ogs — clk(es) 4+ etk®(es)] - Oy + etAg(es,et) - Oy

)
)
)
)

+ e*By(es,et) - 0s + *t*Cy(es, et) - O (A.24)
where
Ag(es, et) = 2k(es) + O(|t k*(es)]) (A.25)
Bo(es, et) = k(es) +O0(|t k(es) - k*(es)]) (A.26)
Co(es, et) = k*(es) + e O(|t k*(es)]) (A.27)

are smooth function, and these relations can be derived.

Therefore for points (z,y) = X.(s,t) € N, formula allow us to compute the
operator A, ,u(z,y) in terms of derivatives in variables (s,t) of the function o = o(s,t),
where we adopt the convention that (z,y) € R? are Euclidean dilated coordinated and
(s,t) € R x [=d/e, §/e] are dilated Fermi coordinates.
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Laplacian in dilated and translated Fermi coordinates

@(x,y) in these new Fermi

Like before, define v* : R? — R as a function representing i = ,
o X, (s, z), hence relation (2.66)

coordinates v*(s,t) := wo X, 5(s,t). Let us regard 9(s, z) :=
implies that

v*(s,t) =0(s,t + h(es)), o(s,z) =v"(s,z2—h(es)) = a0 X(s,2) (A.28)
Recall that the Euclidean Laplacian can be computed in dilated Fermi coordinates (s, z)
using
Ax. iz, y) = 0..0(s, 2) + Oss0(s, 2) — e[k(es) + e2k*(£5)]0,7(s, 2)
+ e2A0(e5,82)0550(s, 2) + 2By (8, 2)050(s, 2) + £22°Cy(es,€2)0.0(s,2)  (A.29)
However, equation allow us to compute derivatives of v* in term of those of v as

Ds0(s,2) = Osv*(s,2 — h) — O™ (s, 2 — h) - (eh/(es)) (A.30)
0ss0(8,2) = Dssv™ (8,2 — h) — 2eh/(e5) 0™ (s, 2 — h)

+&2(W (8))?0uv* (s, 2 — h) — &*h/"(es)0w* (s, 2 — h) (A.31)
0.0(s,z) = O™ (s,z — h), 0..0(s,t) = Ouv*(s,2 — h) (A.32)

So replacing in equation (|A.29)) the expressions (A.30]) to (A.32), and making use of relation
0(s,z) = v*(s,t) with z =t — h(es), it is possible to compute A, , in terms of dilated and
translated Fermi coordinates (s,t), as

Ax.,0(z,y) = Oyv*(s,t) + 0ssv™(s,t) — 2eh (e5) 0™ (s, 1) — €°h" (€5)Dv* (s, t)
+ 2N (e8)POpv* — e[k(es) + e(t + h(es))k*(es)] - O™ + Do p(s,t)  (A.33)

where D, is a small operator with ¢, of the form

D.1(s,t) = e(t + h(es))Ao(es, e(t + h))[0ss0" — 2eh/(e5)0sv* — €2 (28)0pv* + 2| (e5) |2 O]
+ &%(t + h(es))Bo(es, e(t + h))[0,0* (s,t) — eh! (e5)0pw* (s, 1)]

+&3(t + h(es))*Co(es, e(t + h)) O™ (s,t) (A.34)
such that
Ag(es, et + h(es)]) =2k(es) +O(|[t + h(es)]k*(es))) (A.35)
Bol(es, e[t + h(es)]) =k(es) + eO(|(t + h(es))k(es) - K*(es)]) (A.36)
Co(es, e[t + h(es)]) =k*(es) + cO(|(t + h(es))k*(es)|) (A.37)

are smooth functions and these relations can be derived.

In this way, for points (z,y) = X.n(s,t) € N formula allow us to compute the
operator A, ,u(x,y) in terms of derivatives in variables (s,t) of the function v* = v*(s, 1),
thus finishing the proof of Lemma [3] 0
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A.2. Calculation of Gradients: Proof of Lemma (4

Analogously to what performed in the last section, our main goal is finding a characte-
rization for the product eVza/a - V,u in Fermi coordinates. To achieve this we will follow a
scheme in 3 steps, for which the analysis is simplified.

Hereinafter, once again we adopt the convention a = a(z,y) and v = u(z, y), where (Z, )
denotes the non-dilated Euclidean coordinates of the space.

Gradients in Fermi coordinates

Recall that X(s,t) = 7(s) + tv(s) provides a local change of variables, so that X! :
N = R x (—4§,0), X (z,y) = (s,t) is well defined in some neighborhood of the curve T.
Thus the following relation holds

XX Y(2,9) = L(z,9), Y(@,5) eN (A.38)
Deriving in variables (Z,7), we get
Dsy X(X7H(2,9)) - Day(X™)(,9) = Lu(2,9) (A.39)
so in particular
(DesX(5,t))" = Dz 5(X1)(Z,7) where (s,t) = X~Y(7,7) (A.40)

Let us set functions a : R x (—=4,0) = R, v, : R x (=0,0) — R as representations of a,u in
Fermi coordinates, through

a(s,t) :=ao X(s,t), wv,(st):=uoX(s,t)
Given that (s,t) = X (Z, ), we can set both a,u as implicit functions of variables (s, t) by
a(z,y) = a(s(z,9), 4(2,9)) ,  u(z,y) = vu(s(Z,7), Lz, 7)) (A.41)

Deriving function a with respect to (z,y) in (A.41)), and making use of the chain rule, we get

9) (A.42)
Now from (A.40)) it follows that

-1

Vizga(Z,§) = Vera(X 1T, 7)) - [Dss X(X(2,7))] (A.43)
Using the same argument, we readily see that u satisfies
Vagt(T, ) = Varou(X N, 7)) - [Dar X (X' (Z,9))] (A.44)
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By these means, expressions (|A.43)-(A.44) allow us to write the product of Euclidean gra-
dients in terms of the Fermi coordinates, as follows

Vi 5aVagu(Z,7) = (Vesa [Des X] ) - (Vs rvu [Dsy X]—I)T
= (vs,ta Ds tX 1) ( stX ) (vs,tvu)T
-1
= V&ta ([Dsth]l . ([D&tX] > ) (V&tUU)T

-1

=V, ([Ds,tX]T : DS,tX) (Vgs00)" (A.45)

all the above evaluated in (s,t) = X '(7,7). Nonetheless, note that the product term in
between corresponds to the inverse ¢! of the metric of I, since

DyoX(s,t) = [ 0:X(s,1) | 0.X(s.8) |, » [DeaX(s,8)]" = [ gj;((ss ’t?))T}

= D X]T Do X( t)_{<8SX,6sX> <8SX,8tX>}( £ = g(s.t)
st st YT X 0.X> <oX.0Xx> | DY IS

Then using (A.6) we have

-1 g% (s,t) 0
([DS,tX(Sv t)]T ' Ds,tX(Sa t)) = [ (A46)
0 1
Therefore, using ({A.46) we obtain that product ((A.45)) can be computed as
Vi ga o 1 0sa ora
Vi gW(Z,Y) = ———5 | — - Osv —— . Oy,
= Vagu(, 7) 1= th(s) " ( ) - v

a

= [1+tA0(37t)] <8sa' S ) @ 8t’Uu
a a

Osa + ‘l Byvy + tAy(s, t)a

where we have made use of the expansion (A.8)) of entry ¢** of the metric.

Further, on the above expression we can make a Taylor expansion of the term Va/a in
variable ¢t around 0, that is, around the curve I':

0sa 0,

" (s,t) = 2“(3,0) +t 0, (82“) (5,0)+ O (tzaﬁ (%))

Ot (5 ) = 85’( 0)+t (8“6‘(5,0) _ |2 2) + O (at“< )) +0 (t3attt (i“))

. . ~ &0
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Hence, if we replace these expansions in the above equation, then we obtain the product of
Euclidean gradients in terms of Fermi coordinates:

Vxa _ . 0Osa Ora On O 2
" Vxu(z,y) = ” (s,0) - Osvy + 7(3,0) +t (T(S,O) — 7(3,0) - Ogy
+tDy(s,t) - Dsvy + 2 Fy(s,t) - Ozv,, (A.47)
for which

Do(s,t) = 0, (82“) (5,0)+ O <t8tt <%>) = Ag(s.t) - 2% s, 1)

Fo(s. ) = %8“ (%(3,0)) +0 <t8m (%)) a

and Ay(s,t) given by (A.11)).

Gradients in dilated Fermi coordinates

As before, let us denote by @ : R?> =+ R, @ : R?> — R the smooth functions representing
a = a(z,y) and u = u(z,y) in dilated Euclidean coordinates of space. For @& = u(z,y) we
suppose that (z,y) represents dilated size of I in N.. This means that @ complies

w(z,y) =uoT.(x,y) = u(Z,y)

where we recall the convention (z,7) := (ex,ey), (s,t) := (es,¢et).

Gradient of 4 in dilated variables (z,y) can be computed from those of u in shrink variables
(Z,7y), trough the scaling

Vaeyt(z,y) = Vyulex, ey) = eV 5u(T, 9) (A.48)

We want to write the product of FEuclidean gradients, using the expression written in
shrink variables (s, t) obtained in (A.47). Let us define the function 0, : Rx(=d/e, §/e) - N
that represents the @ in dilated Fermi coordinates, by

Uy(s,t) ;=1 o X (s,t)
So that, if t = et, s = es are shrink Fermi variables, it holds
Uu(s,t) = vy(es,et) =uo X(s,t) (A.49)

Remark 8. Just for convenience, it is not necessary to define the corresponding function a
that represents a in dilated Fermi coordinates X.(s,t). It suffices to consider just a in shrink
Fermi coordinates X (s,t), and the result writing it in terms of contractions in ¢ of dilated
variables (s,t).
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Note that (A.49)) provides a relation between derivatives of o, and those of v,, as follows
Os0u(8,t) = €050y (8, et) = €0svu(8,t), OUu(s,t) = e0pvy (€8, et) = edpvy(s,t)  (A.50)
Accordingly, to obtain the second term of the Allen-Cahn equation ([2.65)), we just need

to compute the product of Euclidean gradients of a,u in dilated variables (x,y), and then
relate them to those of a,w in shrink variables (z, 7). In fact, from (A.48) we have

Vi,ﬂd(f7 g)
E—F ———
a(z,y)

2 nga(j, g)

Ve u(z,y) =€ —
vilz:9) a(z, 7))

- Vi5u(Z,7) (A.51)

The equation (A.47)) provides a way to write the product of gradients in shrink Euclidean
coordinates (Z,y) of the above expression (A.51)), in terms of shrink Fermi variables (s, t):

e

Finally, thanks to (A.50]) is possible to find the product of the Euclidean gradients in terms
of dilated Fermi coordinates (s, t)

VXa

a

Jsa

a

Gt a
6 —_—

(Z,9)Vx.u(z,y) = 52{ (5,0)0sv, + (s,0)

%('&O) +1 <@(S,O) -

a

a

+tDy(s,t) - Osvy, + t*Fy(s, t) - atfau}

5v§a(x, y)Vx.u(z,y) = 5%(53, 0) - 050y
2
+e %(55,0) + et (%(53,0) — %(55,0) )] OyUy + E-(s,1)

(A.52)
where the derivatives of function a are with respect to shrink Fermi variables (s, t), and with
E.(s,t) := e°tDy(es, et) - 050, + *t* Fy(es, et) - Oy,

for which
Os 0 Os
Dy(es, et) = 04 (_a> (65,0) +¢€0 (t@tt {ﬂ}> + Ao(es, et) - —a(gs, et)
a a a
1 0 )
Fo(gS,gt) = —att [ﬂ(as,())} + O (tattt (LCL))
2 a a
and the function Ag(es, et) given by (A.25]).
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A.2. Calculation of Gradients: Proof of Lemma

Gradients in dilated and translated Fermi coordinates

Given any bounded and smooth function i : R — R, let us denote by v : R* — R the
function that represents @ = @(z,y) in the coordinates given in ({2.66)), through

vi(s,t) :=1u0 X, p(s,t)

By renaming dilated Fermi variables as v,(s, z) := @ o X.(s, z), we deduce that

v (s, t) = Vu(s,t+ h(es)), Du(s,z) =v)(s,z— h(es)) =1uoX.(s,2) (A.53)
Recall, using ([A.52), that the product of Euclidean gradients in dilated Fermi coordinates is
viga

I 0 )9 i) = <2 (65,0) - D (5.2)

8,5 a

— 0
+e€ " (es,0)

%(ss, 0)+ez (%(53, 0) —

2
)] 0.04(8,2) + E-(s, 2)
(A.54)
Nonetheless, (A.53)) allow us to compute derivatives of 7, from those of v, as
sy (8,2) = 0svi(s, 2 — h) — Owi(s,z — h) - (eh'(es)) ,  0,0u(s,2) = Owi(s,z —h) (A.55)

Replacing the expressions (A.55)) in the equation (A.54)), and making use of relation v,(s, z) =
vi(s,t) with z =t — h(es), follows that this product in dilated and translated Fermi coordi-

nates amounts to
2
)] Oy (s, 1)

v Js
Xa(sx,ey)vxg’hu(x,y) =¢ aa

+ E.p(es,t) (A.56)

where E. is a small operator for € > 0 small enough, and of the form

E.p(es,t) :=&*(t + h(es))Do(es, e(t + h(es)))[0sv%(s,t) — eh’(es) - Qi (s, t)]

(€5,0)[0sv5(s,t) — eh/(es) - Dpi(s,t)]

3

&ta
7(557 0)

+e %(53, 0) 4+ e(t + h(es)) (%(53, 0) —

+&3(t + h(es))* Fo(es, e(t + h(es))) 0k (s, t) (A.57)

such that the following functions are smooth, and these relations can be derived.

Dy(es,e(t+ h)) = 0y [Gza] (€5,0)+¢€0 ((t + h(es))Ou [%])
0sa
+ Ao(es,e(t + h))—I(es,e(t + h)) (A.58)
a
1

Fo(es,e(t+h)) = 58“ {%} (€5,0) +¢€0 ((t + h(es))Out {%]) (A.59)
and Ag(es,e(t + h)) given by (A.35)), thus concluding the proof of Lemma [4] O
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A.3. Coercivity Property: Proof of Lemma

Assume first that () € C*(R), so this function and its derivatives decay sufficiently
fast as |[t| — +o00, and then we can write it as ¥ (t) = p(t) - w'(t). Computing v into the
quadratic form, and by integrating by parts, we obtain

B) = / 167 () + F(w)b(t)] (1)t
_ / PO + 20 (D" (8) + plEy” + F () p() oty (£)de
- / 012+ 2 ()" (1) + pl0) (" + ' ) ole)e

S

- / (1 ORA®) plt)dt = / ! (1)1 (8)Pdt > 0 (A.60)

This implies that B is positive unless 1) is constant multiple of w’. Besides, using density
arguments, we deduce that B(¢)) > 0, Vi € H'(R).

In order to prove Lemmal/7] we need first to find a weaker coercivity inequality. We claim
that there exists ¥ > 0 such that for any ¢ € H'(R) satisfying [, ¢ (s, ()w’(¢)d¢ = 0 it holds

) >0 /R V28t (A61)

Arguing by absurd, suppose that property (A.61)) does not hold, so for all ¥, = £ > 0 there
exists 1, € H'(R) with Je Un(s,O)w'(C)d¢ = 0, and such that

1o
< n/Rzpn(t)dt

In particular, by normalizing in L? each term ﬁn, this construction gives us a sequence of
functions {¥, }nen € H'(R), orthogonal to w’ in L?(R), such that

Vn e N: /wz(t)dt =1 and B, ——0 (A.62)
R

n—-+o00

But this implies that

vneN: [ oFdt = Bl + [ PO < 0,(1)+ 1 sy -1 C

So it follows || || 1 (r) < C'is bounded, so there exists a subsequence which will be denoted
again by {1}, that converges to a weak limit ¢ in H*(R). In particular this implies that
¥, — 1 weak in L?(R) and so the orthogonality condition for 1 against w’ holds too:

o—/wn : dt—>/¢ (A.63)

n—-+o0o
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Additionally, it is possible to check that the weak limit 1) is not zero. To see this compute
Bw) = [ i0Pa+2 [ o [ @+ pw)eioa
R R R

Using that B(1,,) — 0 and the fact that 2 + f’(u) = 3(1 — u?) we obtain the lower bound

2 < / ()P +2 =3 / (1 — WP ()02 (8)dt + 0,(1)

in particular this implies for a subsequence that dng € N, Vn; > ng

3 < [u-wrned e —— [a- e
2 R ! joteo JR

where the converge of the last integral is justified by both the exponential decay of (1 —

w?(t)) = O(e 1), and the compact injection W'P(Q) < C(Q) for any bounded open set

Q) C R applied to the sequence 1), — 1. The last condition is due to Rellich-Kondrakov

theorem in the case p = 2 > N = 1 and the fact that the sequence is bounded ||t || g1y < C.

It follows

Y #0 (A.64)

For the rest of the argument, we will focus our attention on the properties of function . To
begin with, note that this element minimizes the quadratic form @), as a consequence of the
following estimate

B(J) = / (1)t — / P (w) @ (1)t
1z + 202 — / 2+ f(w) (1)t

<timint | [ oPa+2 [ vioa -3 [0 -w0)0)

n—oo

= liminf B(¢,) =0
n—oo
where we have used that ¢ is the weak limit of ¢, in H'(R), and the converge of the last
integral explained in the previous paragraph.

This tells us that 0 < B(v)) < 0, where the first inequality is due to estimate (A.60)). Then
it holds that B(¢)) = 0, and in particular the same estimate (A.60) implies that B achieves a
minimum in H*(R) at function 1. But, as in this case B is Frechet-differentiable in H'(R),

this fact can be characterized by DB(¥)[¢] = 0 and consequently

/Rz//(t)ﬁ(t)dt— /Rf'(W(t))%D(t)S(t)dt =0, V¢€ H'(R)
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which is exactly to say that 1) is a weak solution in H'(R) to the ODE

Lo(¥) = 4" (t) + f'(w(®))$(t) =0 in H™'(R)

Thanks to elliptic regularity theory for PDEs, given that coefficients 1 and f'(w(t)) of Ly
are C*°(V') on any bounded open set, and the right hand side 0 is also C*°(V'), we can apply
the Infinite differentiability in the interior Theorem which asserts that the weak solution 1 in
HY(V) is actually a C*(V)-smooth solution to Ly(1)) = 0, and therefore it satisfies the ODE
in the classical sense. Moreover, by Sobolev injections we get that v is bounded in the whole

space R of dimension one, because it holds WP(RY) < L®(RM) for 2=p > N = 1.

Furthermore, the Schauder estimates allow us to establish a global control on the size of 1)
up to its second-order derivable in norm L, since for any ¢ € R we have that 1, f'(w), and
0 are C' ©1(B(t,2)) functions. This result states that the classical solution 1) € C?(B(t,2)) of
Lo(3)) = 0 satisfies for any o € (0, 1).

[Pl czemey < CllElewe) + 10lcaseny] < Cllvlme (A.65)

where the constant depends only on Lg, a, and the radius R = 1 of B(¢,1) cC R. In
particular, estimate allow us to control the global size of 1, as the bound does not
depend on the ball B(t,1) chosen, but instead depends on its constant radius.

As a result, we have

19" || ooy < Sup 1 |z~ < C - 19

so we deduce that ¢ is uniformly bounded in the entire space.

Nonetheless, recall that w'(t) is another solution of this homogeneous equation, sin-
ce taking the derivative with respect to ¢ in the ODE (3.17) satisfied by w’, we obtain
w”(t) + f'(w(t))w'(t) = 0 in R. Analyzing the Wronskian of ¢ and w’, we readily see that
W (3, w')(t) = M is constant due to Abel’s formula, as there is no term of first-order deriva-
tive in the ODE. In particular, this means

M = lim W (e, w')(t) = lm (' (t)w'(t) — w"(t)¥(t))

§—00 §—00

but in view of the decay behavior of w" and w" at infinity, and at the same time the boun-
dedness of 1) and 1)’ argued before, we deduce

lim Y (s)w'(s) — lim w"(HYt)=0 = M=0

In other words, ¢ and w’ solutions of this homogenecous second-order ODE are linearly de-
pendent in R, so accordingly

P(t)=C-w'(t), forallteR

115



A.3. Coercivity Property: Proof of Lemma m

Finally from the orthogonality condition (A.63) satisfied by 1 we get
/ (Cw' () - w ()t = C - / WPt =0 = =0
R R

therefore, we conclude v(t) = 0 - w’ = 0 which contradicts (A.64)), that is, () #0. —+«

To conclude Lemma 2, it remains to prove that coercivity inequality (A.61]) not only holds
for norm L? of ¢, but also holds in norm H'. To see this, take any ¢ € (0,1) and v» € H'(R),
then

(1+2)BW) = / [/ @ — F () m)d + ¢ / ()Pt — = / F(w(E)3(t)dt
>0 [0t +e [ 10 0Fd =l e [ 60
> (0 — ellf llimrr) - / Gt + / (1) (A.66)

where we have used the known coercivity (A.61]) in L.

Now choosing ¢ sufficiently small in such way 9 — €| f'||oc[~1,1) > ¥/2, and using that B
is nonnegative in H'(R), we get the estimate

28(0) > 5 [ i+ [P
2 Jr R
Thus we deduce the existence of a constant ¥ > 0 such that
B(w) 20 [ [0 + v
R

taking ¢ := min{1/4,¢/2}, which concludes the proof of Lemma . O
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