Relaxation of a Bolza Problem Governed
by a Time-Delay Sweeping Process

Jean Fenel Edmond

Abstract We study in an infinite dimensional Hilbert space a Bolza problem in
which the dynamics are given by a time-delay perturbed sweeping process. This is
a differential inclusion whose right-hand side involves a normal cone to a moving set,
along with a time-delay perturbation. A relaxation result is established from which
we deduce a sufficient condition ensuring the existence of an optimal solution.
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1 Introduction

The paper is devoted to a Bolza problem whose dynamic constraint is given by a
delay perturbed sweeping process. To state the problem, let H be a real Hilbert
space, U a compact metric space, C: [0, T] = H and I': [0, T] = U two set-valued
maps, I'(-) being measurable and compact-valued. Given p > 0, one considers the
space Cy([—p,0]) of all continuous maps from [—p, 0] into H. For ¢ € [0, T] and
x(-) € Cy([—p, T)), one defines a continuous map x,(-) on [—p, 0] by x,(s) = x(¢ + ).
Let g: [0, T] x Cu([—p,0]) x U — H be a single-valued map, ¢(-) a measurable
selection of I', and ¢ a fixed member of Cy([—p, 0]) such that ¢(0) € C(0). Let us
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denote by x¢(-) the unique solution (under assumptions to be specified below) of the
delay perturbed sweeping process

{ —x(1) € N(C(®), x(1)) + g, x:("), ¢ (1)) a.e. 1 € [0, T )

x(s) = @(s) Vs € [—p, 0]

Now, given J: [0, T] x Hx U — R and L: H — R, we are interested in the exis-
tence of an optimal solution for the problem

T
(O.P) {(i)nfs L(x(D)+ / J(t, x5 (1), ¢(0)) dt.
Desr )

In addition to mathematical motivations, this problem is important because some
mechanical systems are governed by differential inclusions of the type Eq. 1. The
reader is referred to Monteiro Marques [19] and Moreau [21, 22] for details.

Similar problems have been studied in the finite dimensional setting by Jawhar
[18] and Castaing et al. [4]. In the latter paper, the authors studied, particularly,
variational properties of the value function associated with the problem. They proved
in particular that the value function is a viscosity subsolution of an appropriate
Hamilton-Jacobi-Bellman equation.

Note that, if C(f):= H for all ¢, the problem (O. P) reduces to an optimal control
problem governed by a differential equation. Indeed, in such a case, N(C(?), x(¢)) =
{0} and then the dynamics are given by a differential equation. Those problems
have been extensively studied, particularly in the finite dimensional framework. We
refer to Balder [2], Baum [3], Cesari [8, 9], Fleming and Rishel [15], Warga [25] and
references therein.

To establish an existence result for the problem (O.P), as usual, we will consider
a minimizing sequence and prove its convergence, up to a subsequence, in the set of
the Young measures. This leads us to study the following problem.

Let us consider the Lebesgue-measurable set-valued map ¥ from [0, 7] into the
set ML(U) of all probability measures on (U, B(U)) defined, for each ¢ € [0, T, by

2(f):={Pe M. .(U): P(C®) =1}

Let Sy be the set of all measurable selections of X. For each u € Sy, let us denote by
x*(-) the unique solution of the delay perturbed sweeping process
—x(1) € N(C(t), x(1)) + [, g(t, x:(-), w)u,(du) a.e. t € [0, T]
x(s) = ¢(s) Vs € [—p, 0].

Now, we consider the following optimal control problem:

T
(R.P) inf L(x“(T))+/ /J(t,x”(t),u)u[(du)dt.
o Ju

HESs

The latter problem is called the relaxed problem of the problem (O. P).

It turns out that the infimums of the two problems are equal and, further, the
infimum of the relaxed problem is attained. This generalizes the result obtained
in Edmond and Thibault [14], which is an extension of the ones proved in the



finite dimensional setting by Jawhar [18] and Castaing et al. [6] for optimal control
problems governed by sweeping processes without delay.

As a consequence of the above result, under a convexity assumption, we prove
that the problem (O.P) has an optimal solution. It is known that without such an
assumption the problem may have no solution.

The paper is organized as follows: In Section 2 we summarize the notations and
some notions that will be used in the paper. Section 3 contains an existence result
for delay perturbed sweeping processes that is needed in Section 4 to introduce
the Bolza problem to be studied. We recall in Section 5 properties and results for
Young measures, which will be used to study the relaxed problem that is presented
in Section 6. While Section 7 is concerned with the existence of solutions for the latter
problem, Section 8 addresses the existence result for the Bolza problem.

2 Preliminaries

In all the paper /:= [0, 7] (0 < T)is aninterval of R and H is a real separable Hilbert
space whose scalar product will be denoted by (-, -) and the associated norm by || - ||

2.1 Notations

The closed unit ball of H will be denoted by B and, for n > 0, B[O, n] is the closed
ball of radius 5 centered at 0. For any subset S of H, coS stands for the closed convex
hull of §. We will denote by C(I, H) or Cy(I) the set of all continuous maps from 7 to
H. The norm of the uniform convergence on C(/, H) will be denoted by || - ||o. The
Lebesgue o-field of I is denoted by £(/) and A denotes the Lebesgue measure. For
p € [1, +o00], we denote by L?(I, H) or LZ(I) the quotient space of all A-Bochner
measurable maps g(-): I — H such that ||g(-)|| belongs to L?(I, R).

2.2 Normal Cones

For the following concepts, the reader is referred to Clarke et al. [10, 11] and Poliquin
et al. [23].

Let S be a nonempty closed subset of H and y € H. The distance of y to S, denoted
by ds(y) or d(y, S), is defined by

ds(y):= inf{||y —x|:x¢€ S}.
One defines the (possibly empty) set of nearest points of y in S by
projs(y):= {x € S:ds(y) = lly — x|l}.

When projs(y) is a singleton {x}, we will write x = proj¢(y).

If x € projg(y) and @ > 0, then the vector «(y — x) is called a proximal normal to
S at x. The set of all vectors obtainable in this manner is a cone termed the proximal
normal cone to S at x. It is denoted by N¥ (x).



One also defines the limiting normal cone (or Mordukhovich normal cone, see
Mordukhovich and Shao [20]) and the Clarke normal cone respectively by

NE(x):= [.g e H:g, 26,6 e N(x), x> x]
and
N§ (x):=coN& ().

s
Here, &, =X & means that the sequence &, converges weakly to &, and x, — x means
that x, — x and x,, € § for each integer n.

2.3 Prox-Regular Set

For a fixed r > 0, the set S is said to be r-prox-regular (or uniformly prox-regular
with constant %) if, for any x € S and any & € Ng(x) such that ||| < 1, one has
X = projg(x + r€). Another characterization (see Poliquin et al. [23]) is the following
hypomonotonicity property: For any x; € S (i = 1, 2), the inequality

(& — &, x1 —x2) = — X — x|

holds whenever & € N SL (x;) N B(0, r), where B(0, r) stands for the open ball of radius
r centered at 0.
If S is r-prox-regular, then the following holds (see Poliquin et al. [23]):

— for any x € §, all the normal cones defined above coincide. In such a case, they
will be denoted by Ng(x) or N(S, x);
— forany x € H such that ds(x) < r, the set proj¢(x) is a singleton.

2.4 Standing Assumptions

Let r > 0. In all the paper a set-valued map C(-) from I:=1[0, 7] to H will be
involved. It is required to satisfy the following assumptions:

(A1) Foreacht e I, C(¢) is a nonempty closed subset of H which is r-prox-regular;
(Az) C(1) varies in an absolutely continuous way, that is, there exists an absolutely
continuous function v(-): I — R such that, for any y € H and s, t € I,

ld(y, C(1)) —d(y, C(s)] < [v(@) — v(s)].

3 Existence Result for Delay Perturbed Sweeping Processes

Let p > 0. Consider the space Cy:= Cy([—p, 0]) endowed with the uniform conver-
gence norm denoted by || - |l¢,. For x(-) € Cu([—p, T1) and for each t € I:= [0, T7,
one defines a map x,(-) € Cy by x,(s):= x(t +s). Let f: [ x Co — H a single-valued
map. Let ¢ be a fixed member of Cy such that ¢(0) € C(0). We consider the following
problem

(Py)

{—x(t) e N(C@®),x®) + ft, x, () ae.te [0, T]
x(s) = ¢(s) Vs € [-p,0].



One calls solution of (P,) any map x(-): [—p, T] — H such that:

(i) foranys € [—p, 0], one has x(s) = ¢(s);
(ii) the restriction x|, 7;(-) of x(-) is absolutely continuous and its derivative,
denoted by X(-), satisfies the inclusion

—x(t) € N(C@), x(t)) + f(t,x()) ae.t €[0, T].
The following theorem, the proof of which is given in Edmond [13], provides an
existence result for the delay perturbed sweeping process (P,).
Theorem 1 Let H be a Hilbert space. Assume that C(-) satisfies (A,), (Ay). Let f:
I x Cy - H be a map satisfying:

(i) forany ¢ € Co, f(-, @) is measurable;
(ii) forany n > 0, there exists a non-negative function k,(-) € L'(I, R) such that, for
all g1, ¢, € Co with |lgille, < n (i =1,2) and forallt € I,

I ft o) — [t o)l < ky@llor — @2lley:

(iii) there exists a non-negative function B(-) € L' (I, R) such that, for all t € I and
forall ¢ € Cy,

If@ )l <O+ llelc,)-

Then, for any ¢ € Cy with ¢(0) € C(0), the problem (P,) has one and only one solution
x(-), which satisfies, for

T T
I:=l¢llc, +exp {2/(; ﬂ(f)df} /0 200+ llglic,) B(s) + [v(s)]1ds,

I ft x (DI <A+DB@ ae.rel

and

£@) + ft x (DI < A +DBO + v ae.r €l

4 The Bolza Problem

In this section we consider an optimal control problem governed by a delay perturbed
sweeping process. We are interested in the existence of solutions for this problem in
the infinite dimensional setting. A problem of the same kind has been studied by
Jawhar [18] for perturbed sweeping processes without delay in the case H = R”.

Let U be a compact metric space and let I': [0, 7] == U be a measurable set-valued
map taking nonempty compact values. Denote by By the closed unit ball of Cy. Let
g: I xCy x U— H be amap satisfying:

(A3) foranyte I, g(t, -, ) is continuous on Cy x U,

(A4) foreach (p,u) € Cy x U, g(-, ¢, u) is A-measurable on I,

(As) for every n > 0, there exists a non-negative function k,(-) € L'(I,R) such
that, for all ¢t € I and for all ¢;, ¢, € By,

g, o1, u) — g, o2, Wl < ky(Dllor — 2licys



(Ag) there exists a non-negative function 8(-) € L'(, R) such that, for all (¢, ¢, u) €
I x Cy x U, one has

g @, W < BB + ll@llc,)-

Let ¢ be a fixed member of Cy such that ¢(0) € C(0). Let St be the set of all
measurable selections (up to almost everywhere equality) of I', which are called
original controls.

According to Theorem 1, for each ¢(-) € Sr, the delay perturbed sweeping process

x(s) = p(s) ¥s € [—p, 0]

has a unique solution denoted by x4 (-).
Given two maps J: [0, T] x H x U — R and L: H — R satisfying appropriate
conditions, we are interested in the existence of an optimal solution for the problem

T
(0.P) C(i)nt:? L5 (D) + / J(t, X5 (0), ¢ (D)dt.
yesr 0

To find a solution of this problem, as usual, we will consider a minimizing
sequence. This approach will lead us to deal with Young measures, which are the
object of the following section.

5 Young Measures

In this section we recall the concept of Young measures and provide some important
results that is needed later. For ampler details, we refer the reader to Balder [1],
Castaing, Raynaud de Fitte, and Valadier [5], Jawhar [17], and Valadier [24].

Let (S, S, 0) be a complete measure space with a non-negative finite measure o
and let V be a complete separable metric space. B(V') being the Borel sigma-field, one
denotes by Y(S, o, V) the set of all positive measures v on (S x V, S ® B(V)) whose
projections on S (that is, their images by the map (s, v) — s) equal o. Equivalently,
v e Y(S,0,V)if and only if, for all E € S, one has v(E x V) = o(E). The members
of Y(S,0,V) are called Young measures, in reference to the pioneering work of
Young [26].

On the other hand, let ML (V) be the set of all probability measures on (V, B(V)).
Following Castaing et al. [5], we denote by Vis(S, o, V) the set of all maps p: S —
ML(V) (up to o-almost everywhere equality) that are A-measurable in the sense
that, for any B € B(V), the function s — u(B) is S-measurable.

Remark 1 In Jawhar [17], the set Vy;s(S, o, V) is denoted by R(S, o, V) and any of
its members is called transition probability measure on S x V.

Let us recall that if u € Vgis(S, 0, V), A € S ® B(V), and if 14 is the characteristic
function of A (thatis, 14(w) = 1if w € A and 0 otherwise), then the function s
fv 14 (s, v)us(dv) is S-measurable on S and the set function v defined by

V(A)=/S/V11A(s, v) s (dv) o (ds) (3)



for all A € S ® B(V) is a Young measure on S x V. Accordingly, any member of
Viis(S, o, V) is called a disintegrable Young measure.

Conversely, under the above assumptions on S and V, any Young measure on
S x V is associated with some p € Vqis(S, o, V) in the way above (see Valadier [24]).

Remark 2

1) If v is the Young measure corresponding to the member u € Vgs(S, o, V),
ie, the Young measure defined by Eq. 3, then, for any function v :
SxV—> RU{—o00,+00} which is §® B(V)-measurable and non-negative
(resp. v-integrable), the function s — [}, ¥ (s, v)us(dv) is o-measurable (resp.
o-integrable) and one has

vav= [ [ v o,

SxV sJv

2) If v is a Young measure associated with some u € Vgis(S, o, V) we will make
no distinction between v and pu, that is, for all s € S, we will write v, instead of ;.

3) Any S-measurable map u(-): § — V defines a Young measure on S x V termed
the Young measure associated with u(-). This is the Young measure correspond-
ing to the member p of Vyis(S, 0, V) defined by py:= 8,5, where 8, is the
Dirac mass at the point u(s), i.e, for any B € B(V), §,5(B) = lif u(s) € Band 0
otherwise.

5.1 Caratheodory Integrand and Narrow Convergence

One calls integrand any function ¢¥: S x V — RU {—o00, 400} that is S ® B(V)-
measurable. An integrand is said to be of Caratheodory type if, for any s € S, the
partial function ¥ (s, -) is continuous and takes finite values on V. An integrand v is
said to be L'-bounded if there exists some non-negative function y € L]}Q(S ,0) such
that [y (s, v)| < y(s) forall (s,v) € S x V.

The set Y(S, o, V) will be endowed with the narrow topology (see Balder [1] and
Valadier [24]), called stable topology in Castaing et al. [5]. Recall that a sequence (V")
converges to v in Y(S, o, V) if, for any L'-bounded Caratheodory integrand v,

lim v dv' = / ¥ dv. 4)
nJSxv SxV

On the other hand, one says that a sequence (u") converges in Vs (S, o, V) to w if the
sequence of the corresponding Young measures converges in Y(S, o, V). It amounts
to saying that, for any L'-bounded Caratheodory integrand v,

lim/f v(s, v)u?(dv)a(ds):// v (s, v) us(dv) o (ds).
noJsJv sJv

5.2 Some Important Results

We recall that 7:= [0, T] and A is the Lebesgue measure on /.
We will need the following results which are proved in a more general setting in
Valadier [24] (see also Castaing et al. [5]).



Proposition 1 Let h,(-), h(-) € C(I, H) (n > 1) and u"*, n € Yais(I, 1, V). Assume that
(hy(+)) converges uniformly to h(-) and (u") converges to p in YVais(I, 1, V). Let 0" €
YU, x, H x V) be defined by 0]':= 65,y ® u. Then, 0" converges in Y(I, A, H x V)
to the Young measure 0 € Y (I, ., H x V) defined by 0;:= 8p1) ® (-

Before stating a second result, let us recall that a sequence of functions (f,(-)) is
said to be uniformly integrable in L' (I, R) if it is bounded in L'(Z, R) and

lim sup/ | £ ()] dt = 0.
n JA

A(A)—0

Proposition 2 Let u,(-): I — V (n>1) be measurable maps. Assume that the
sequence of the associated Young measures (V") (that is, v' := 8,,)) converges to v in
YU, 1, V). Let y: I x V— R bea Caratheodory integrand. Assume that the sequence
W (-, un(-)))n is uniformly integrable in L' (I, R). Then, \ is v-integrable and

/ Ydv = lim/w(t, u, (1)) dt.
IxV noJr

The following result is also useful (see Balder [1], Jawhar [17], and Valadier [24]).

Proposition 3 If V is a compact metric space, then any sequence in Yqis(I, ., V) has a
subsequence which converges in Vais(I, A, V).

6 The Relaxed Problem

To establish the existence result for our Bolza problem (O.P) (see Section 4), it is
convenient to consider another optimal control problem called relaxed problem. We
will prove that the latter has an optimal solution and that its optimal value is equal
to the infimum in the problem (O.P).

Let us consider the set-valued map X (-) defined on 7 by

@) :={Pe MLU): PT®) =1}.

Denote by Sy the set of all A-measurable selections (up to almost everywhere
equality) of X. The set Sy, whose members are called relaxed controls, is nonempty.
In fact, the following result holds (see Castaing and Valadier [7] and Jawhar [17]).

Proposition 4 Let I': [0, T] = U be a A-measurable set-valued map with nonempty
compact values. Consider the set-valued map X (-) defined on [0, T] by
2(0):={Pe ML(U): P(T() = 1}.

Then the set Sy is nonempty and sequentially closed in YVqis(I, A, U).

Now, for each u € Sy, consider the following delay perturbed sweeping process:

—Xx(t) e N(C(@), x(2)) + fU g, x,(-), ) (du) a.e. t € [0, T]

(DSP(w))
x(s) = @(s) Vs € [-p, 0]



According to Remark 2 (1), the map

I, )= /U gt ¢, wpne(du)

is separately scalarly A-measurable on / and thus separately measurable (see [12]).
Moreover, thanks to the assumptions on g, we have

— foreveryn > 0, for all t € I and for all ¢, ¢, € By,

ALt o) — bt o)l < kyOllor — @all;

— forall (¢, ¢) € I x Cy,

A o)l < BOA + lelle,)- ©)

Consequently, by Theorem 1, for any 1 € Sy, the delay perturbed sweeping process
(DS P(1)) has one and only one solution, which will be denoted by x**(-).

Therefore, we may consider the following optimal control problem, which is called
the relaxed problem:

T
(R.P) inf L(x*(T)) + / / J(t, X" (1), ) (du)d.
neSz o Ju

7 Existence of Solutions for the Relaxed Problem

In this section we prove that the problem (R. P) has a solution, that is, the infimum is
attained.

From now on, we assume that the functions J and L satisfy the following
assumptions:

(A7) foreacht € I, the partial function J(¢, -, -) is continuous on H x U;

(Ag) for any sequence (x,(-)) bounded in (C([0, T], H), |- |lc) and for any
sequence (¢,(-)) in Sy, the sequence (J(-, x,,(-), &y (+))) is uniformly integrable
in L'([0, T], R);

(Ay) the function L is continuous on H.

This uniform integrability assumption entails in particular that, for any ¢ €
Sr, the function J(-, x,(-), ¢(-)) is A-integrable on [0, 7] and hence the integral
fOT J(t, x, (1), £ (1))dt appearing in the problem (O. P) is well defined in R.

We are going to prove that, for any u € Sy, the integral involved in the problem
(R.P)is also well defined. To do this, we will use the following lemma which is proved
in Edmond and Thibault [14].

Lemmal Let h,(:),hoo(:): I - H (n > 1) be A-measurable maps and let V"', v>®° €
Y, x,U). Assume that (V') converges to v™° in Y(I, ., U) and (h,(t)) converges
weakly in H to hoo(t) for all t € 1. Let 0",0° € Y (I, , H x U) be defined by 0]' .=
8,y @ Vi and 02° := 6y, ;) @ v°. Let : I x (H x U) — R be an integrand such that,
for any te I, ®(t,-,-) is sequentially continuous on H" x U, where H" denotes



the space H endowed with the weak topology. Assume further that the measurable
Junction t = sup, ,yemuioopyxv | P& An (1), w)| is A-integrable on 1. Then,

lim O do" :/ d do.
n=>0 JIxHxU IxHxU

We will also need the following lemma which is a consequence of Gronwall’s
lemma.

Lemma?2 Let I =[0, T] and let (n,(-)) be a sequence of non-negative continuous
functions defined on I, (a,,) a sequence of real numbers, and B(-) € L' (I, RY). Assume
that lim,, o, = 0 and, for all n,

t
nn(t)</0 BN, (s) ds + ay.

Then, forallt € [0, T],

lim 7, (t) = 0.
n

Thanks to the two foregoing lemmas, we can prove the following result, which is
interesting of its own.

Theorem 2 Let Sy be endowed with the topology induced by the narrow topology
of Y, x,U) and C([0, T, H) be equipped with the uniform convergence topology.
Under the assumptions (Ai)-(Ag), the map which associates with each u € Sy the
unique solution x*(-) of the delay perturbed sweeping process (DS P()) is sequentially
continuous.

Proof We are going to adapt the proof of Proposition 7 in Edmond and Thibault [14].
Let us fix u € Sx. Let (u") be a sequence in Sy converging in Y([0, 71, A, U) to u.
We are going to prove that the sequence (x*'(-)) converges uniformly in C([0, T, H)
to x*(-).

We recall that, for each n, x*'(-) denotes the unique solution of the delay
perturbed sweeping process

{ —x(t) € N(C(t), x(0) + [, &(t, x,(-), w)u} (du) a.e. t € [0, T] ©)

x(s) = ¢(s) Vs € [-p,0].

Let us set, for each (¢, ¢) € [0, T] x Co,
hu(t, @)= / g(t, o, i (du)
U
and

T T
M= ||(P||co+eXp{2/0 ﬂ(S)dS}/O [266)(1 + lglley) + [5(s)[]ds.



Theorem 1 ensures that, for almost all ¢ € [0, T,

16 @)+ ho (1,27 0)) | < ayi= (1 + MIBW® + 190, ()
o (127 0) I < (1 + M)BG, ®)

and then
1 @) < 201 + MB® + [5(0)| a.e. t € [0, 1. ©)

Recall also that x*(-) is the unique solution of the delay perturbed sweeping process

[ —x(t) € N(C(t), x()) + [, g(t, x,(-), w) i (du) a.e. t € [0, T]
x(s) = ¢(s) Vs € [=p, 0].

To show that (x*" (-)) converges uniformly in C([0, T, H) to x*(-), we will prove that
any subsequence of (x*"(-)) has a subsequence converging uniformly in C([0, T1, H)
to x*(-).

Let us fix a subsequence of (x*"(-)), still denoted by (x*"(-)). Taking Eq. 9 into
account, we may suppose, without loss of generality, that the corresponding subse-
quence (¥ (-)) converges weakly in L' ([0, T, H) to some map a(-) € L' ([0, T], H).
It follows that, for any ¢ € [0, 77,

(10)

t t
/ i (s) ds — / a(s) ds weakly in H.
0 0

Considering the map w(-) € C([0, T'], H) defined by

t
w(o) = p(0) + / a(s) ds,
0
one has, for all ¢ € [0, T1],
() — w(@) weakly in H.

We are going to prove that the subsequence (x*'(-)) converges uniformly to x*(-).
Applying Theorem 1 to Eq. 10, we have, with

h(t, ¢):= /Ug(t, @, w)p(du),

for almost all ¢ € [0, T,
124 + A (6.3 O) | < at) = (1+ M)B(@) + [9()]

and

e, X (DI < (1 + M)B(@). (11)
Thanks to the hypomonotonicity of the normal cone, one has, for all » and for almost
allt € [0, T1,

(@ + ha (1.2 0) =30 = h (1.20) 2" (0 = 2 (0))

< “D e @ - ol



and then

(@) — 2, ¥ 1) — x(0) < @ 6 (1) = X" @II* +

(o (1247 0)) = B (2 ) 20 =2 @)
It results that

2a(1)
r

X (t) — X" O%) < [l (£) — x(0) 1> +

=
+2< (r X ()) Rt 6 )), x“(t)—x“"(t)>.
Let us write
(i (")) = B (6 ) 20 = 2 )
= {1 (854" ©)) = B (16 0) 0 = 2 ) +
+ (B (£, X)) = A (6, X1 () L X (1) — X (1) .

Owing to Eq. 9 and the fact that x*(-) belongs to C([0, T'], H), there exists some n > 0
such that, for all n and for all ¢ € [0, T7,

" (). x/'(-) € nBy.

Taking the assumptions on g into account, there exists a non-negative function k(-) €
L'([0, T1,R) such that, for any n and for any ¢ € [0, T1, h,(t, -) is k(t)-Lipschitz on
n By. It follows that, for all n and for almost all ¢ € [0, T7,

d p n
o7 (llx” ®) — x”(f)llz) <yl () = x“(')“?:,,([o,t]) + 2y,(0), (12)
where

y():=2 (Q + k(t))

and
Yu(@) = (R (6, X)) — h (6, X)) X (0) — X (1)) (13)

In the following we use the fact that the map t — [ x*" () — x*()|c 4([0,e7) 1S continu-
ous. Integrating Eq. 12 on [0, 7], it follows that

t t
6" (1) — x> < / YOI () = X O I2, 0. 48 + 2 f Ya($)ds.
0 0
The last inequality being true for all ¢t € [0, T], we deduce that, for any ¢ € [0, T],

t
() = 2O, 0 < / YOI () — O, g0y ds +2 / ya(s)ds,  (14)

where 1, € [0, T is such that
/ ' Vu(s)ds = sup f Y (8)ds.
0

7€[0,71J0



We are going to prove that

lim/ Vu(8)ds = 0.
mJo

We may suppose without loss of generality that 7, converges to some t € [0, T]. Note
that, by Eq. 5, for all n and for all ¢ € [0, T7,

Va1 < 4n(l+mpB(0). (15)

Writing

f")/n(S)dS=/"J/n(S)ds—/ Vn(S)dS+/ Va(8)ds,
0 0 0 0

f " a(s)ds / " ps)ds f a(s)ds
0 T 0

Straightforwardly, lim,, [ B(s)ds = 0. It remains to prove that

we deduce that

<4nd+n) +

lim/ yu () dt = 0.
n 0

According to the definitions of 4, and 4, we have
[ mwde = [ [ fglexto.u) o0 -5 0) @ -
0 o Ju

- / / (g (t. X1 (), ), X" (1) = X (0) pe(dut.
o Ju
Let us define, for (¢, x,u) € [0, T] x H x U,

D, x,u):= (g (t, x{' (), u) , x* (1) — x) T 1(2).

Recalling that H* denotes the space H endowed with the weak topology, it is obvious
that, for any ¢ € [0, T], the function ®(t, -, -) is sequentially continuous on H" x U.
Moreover, setting x*~ (-) :== w(-), one has, for all (¢, n, u) € [0, T] x (NU {o0}) x U,

|® (. x*" (1), u)| < 2n(1+)B@). (16)
Let us consider the Young measures 6", p", 6 € Y([0, T], », H x U) defined by
o' = Byt 1y @ Uy, pp = Sy (y @ e, and b := Sy ® .

We can write

T
f yn(odt:/ oden—f & dp",
0 [0,T1x HxU [0,TIx HxU

and then Lemma 1 yields

T
lim v (1) dt :/ o do —/ ddo =0.
n=00 Jo [0,T)x HxU [0,T)x HxU



Therefore,

lim / " y(s)ds = 0.
nJo

Finally, applying Lemma 2 to the inequality Eq. 14, we obtain that the subsequence
(x™"(-)) converges uniformly to x*(-) in C([0, T'], H). This ends the proof. O

Now, we can prove that the function ¢ — fU J(t, x* (), wyu,(du) is A-integrable.
The proof is exactly the same as the part B of the proof of Proposition 7 in Edmond
and Thibault [14], but we will write it for completeness.

Proposition S Let i € Sx. Then, under the assumptions (A)—(As), the function t +—
fU J(t, x*(t), w)u,(du) belongs to L' ([0, T], R). Moreover, for any sequence (¢,(-)) in
St such that the sequence of the associated Young measures converges in Y (I, A, U) to
W, one has

T T
/ / J(t, x* (1), ), (du)dt = lim / J(t, x5 (5), ¢, (1)) dt.
o Ju nJo

Proof Let us fix u € Syx. Fix any sequence (£,(-)) in Sr such that the sequence of the
associated Young measures converges in Y([0, 7], 1, U) to u. According to Theorem
2, the sequence (x%(-)) converges uniformly in C([0, T, H) to x*(-). For each n, let us
define the Young measure 6" €Y (I, 1, HxU) and the map u,(-): [0, T]—>HxU by

0] := S8xen 1y ® 8¢, and u, (1) := (X (1), £u (1)).

It is easily seen that 6" = §,,(;. On the other hand, according to Proposition 1, the
sequence (9") converges in Y([0, T], A, H x U) to the Young measure 6 defined by
Or:= Sxnqy @ Iy

As the sequence (J (-, u,(+))) is uniformly integrable by assumptions, we obtain, by
Proposition 2, that J is 6-integrable and

T
lim/ J(t, x5 (5), &, (1) dt:/ Jao.
n 0 [

0,TIx HxU
Now, taking Remark 2 into account, the function
t— J(@t, x, w)yny @ wi(d(x, u)) = / J(t, x* (1), u)pu (du)
HxU U

is A-integrable and satisfies

T
/ Jdo =/ / J(t, x" (1), u)u,(du)dt.
[0,TIx HxU 0 U

As a result,

T T
lim / J(t, x5 (1), £, (1) dt = f / J(t, x*(t), w)pu (du)dt,
nJo o Ju

which completes the proof. O



Now we are going to prove that the relaxed problem (R. P) has a solution. This is
the object of the theorem below.

First, let us recall the following density result in a form that directly follows from
that in Castaing et al. [6] (see Proposition 3.2 in [6]).

Lemma 3 Let u € Sx. Then, there exists a sequence ({,(-)) in St such that the sequence
of the associated Young measures (u"), that is, )} := &, ), converges in Y([0, T1, 1, U)
to |.

Theorem 3 Under the assumptions (A)—(Ay), the control problem (R.P) has an
optimal solution. Furthermore, one has

min (R.P) = inf (O.P).
Proof According to Lemma 3, for any u € Sy, there exists a sequence ¢,(-) € Sr such

that the associated Young measures converges in Y(I, A, U) to p. Thus, Theorem 2
and Proposition 5 entail that

T T
lim L(x*(T)) +/ J(@t, x5 (1), £, (1) dt = L(x*(T)) +/ / J(@, x* (@), w)u,(du)dt.
n 0 o Ju
As it is obvious that, for each n,
T
Lx*(T)) +/ J(t, X" (1), £u(1)) dt > inf (O.P),

0

one has
T
Lo+ [ [ s 0. wdnd > int(0.p)
o Ju

and thus

inf (R.P) > inf (O.P).
The reverse inequality being always true, it results that

inf (R.P) = inf (O.P).
Let us prove that inf (R.P) is a minimum. Let (£,(-)) be a minimizing sequence of
(O.P), thatis, ¢,(-) € Sr for each n and

T
inf (O.P) = lim L(x*(T)) +f J(t, x5 (1), &, (D) dt. 17)
n 0

Consider, for each n, the map v": [0, T] — ML(U) defined by v := §;,(. Since
V" € Sy obviously, by Proposition 3 and Proposition 4, we may suppose, without loss
of generality, that the sequence v" converges in YVgis([0, 7], A, U) to some v € Sx.
Thanks to Proposition 5 and Theorem 2, one has

T T
lim L(x*(T)) + / J(t, x5 (6), &, ())dt = L(x"(T)) + / / J(t, x" (1), w)v,(du)dt,
n 0 o Ju



Whence
T
inf(O.P) = L(x"(T)) +/ / J(t, x" (1), u)v,(du)dt.
o Ju
As, moreover, inf (R.P) = inf (O. P), it follows that inf (R. P) is attained at v, and

min (R.P) = inf (O.P).

The proof is then complete. O

8 Existence of Solutions for the Bolza Problem

This section gives an existence result for the Bolza problem (O. P) under a convexity
assumption. To be precise, we will suppose that the following holds:
(A1) Foranyt e [0, T], for any x € H, and for any ¢ € Cy([—p, 0]), the set
G, x,0) ={(Jt,x,u),glt,p,u)) :ucl@}
is convex.

This assumption is often used to prove existence results for classical optimal control
problems. It is worth noting that convexity assumption is unavoidable to establish
existence results for general optimal control problems. Indeed, there are examples
(see Fleming and Rishel [15]) showing that, without an appropriate convexity
assumption, those problems may have no solution.

Theorem 4 Under the assumptions (A1)—(Ay), the Bolza problem

T
(0.p) int LGA(T)+ f TGt 25 (0, ),
i

where x* is the unique solution of the differential inclusion

—x(t) € N(C(@), x(1)) + g(t, x,(-), ¢ (1)) a.e. t € [0, T]
x(s) = @(s) Vs € [—p, 0],

has an optimal solution.
Proof According to Theorem 3, we have, for some u € Sr,
T
inf (O.P) = L(x*(T)) +/ / J(t, x* (), wyp,(du)dt, (18)
o Ju

where the map x* (-) satisfies

—xt(1) € N(C(0), x" (1)) + [, g (t, %/ (), u) e(du) ae. t € [0, T
xt(s) = @(s) Vs € [—p,0].

The assumption (A o) ensures that, for any ¢ € [0, 71,

(/ J(, x"(t),u)m(dw,/ gt xi'(), u) Mz(du)) € G (t,x"(0,x/ (). (19)
U U



Let us set

Y = (/U J(, X“(t),u)m(du),fl]g(t, xp' (), u) m(du)>

and consider the set-valued map W: [0, 7] == U defined by

V(@) :={ueU:uel @) andy @) = (J@ x"(0),u), g(t, xi' (), u))}.

Thanks to Eq. 19, the set W(¢) is nonempty for every ¢ € [0, T]. Moreover, ¥ is
closed-valued and it is not difficult to prove that its graph is £(I) ® B(U)-measurable.
Consequently, W is measurable and thus has at least one measurable selection
(see Castaing and Valadier [7]). In other words, there exists a measurable map
&:[0, T]1 — U such that £(¢) € W (¢) for almost all # € [0, T]. Obviously & € Sr,

T
inf (O.P) = L(x“(T))+/ J(t, x* (1), (1)) dt,
0

and

—x(t) € N(C@0), x*(1) + g (t, x{'(), £E1)) ae.t € [0, T]
xt(s) = ¢(s) Vs € [—p, O].

Since the above differential inclusion has, for £ fixed in Sr, a unique solution x° (),
we conclude that x* = x¢. This implies that the infimum of the problem (O.P) is
attained at &, which ends the proof. O

Acknowledgement The author thanks the Centro de Modelamiento Matematico de la Universidad
de Chile for having welcomed him as a postdoc.

References

10.

11.

12.

. Balder, E.J.: Lectures on Young Measures, Cahiers de mathématiques de la décision, vol. 9514.

CEREMADE, Université Paris-Dauphine, Paris (1995)

. Balder, E.J.: An existence result for optimal economic growth problems. J. Math. Anal. Appl.

95,195-213 (1983)

. Baum, R.F.: Existence theorems for Lagrange control problems with unbounded time domain.

Existence theorem issue. J. Optim. Theory Appl. 19, 89-116 (1976)

. Castaing, C., Jofre, A., Salvadori, A.: Control problems governed by functional evolution

inclusions with Young measures. J. Nonlinear Convex Anal. 5, 131-152 (2004)

. Castaing, C., Raynaud de Fitte, P., Valadier, M.: Young Measures on Topological Spaces with

Applications in Control Theory and Probability Theory. Kluwer, Dordrecht (2004)

. Castaing, C., Salvadori, A., Thibault, L.: Functional evolution equations governed by nonconvex

sweeping process. J. Nonlinear Convex Anal. 2, 217-241 (2001)

. Castaing, C., Valadier, M.: Convex Analysis and Measurable Multifunctions. Lecture Notes in

Mathematics, vol. 580. Springer, Berlin Heidelberg New York (1977)

. Cesari, L.: Existence theorems for weak and usual optimal solutions in Lagrange problems with

unilateral constraints. I. Trans. Amer. Math. Soc. 124, 369-412 (1966)

. Cesari, L.: Existence theorems for weak and usual optimal solutions in Lagrange problems with

unilateral constraints. II. Existence theorems for weak solutions. Trans. Amer. Math. Soc. 124,
413-430 (1966)

Clarke, F.H., Ledyaev, Y.S., Stern, R.J., Wolenski, P.R.: Nonsmooth Analysis and Control
Theory. Springer, Berlin Heidelberg New York (1998)

Clarke, F.H., Stern, R.J., Wolenski, P.R.: Proximal smoothness and the lower-C2 property.
J. Convex Anal. 2, 117-144 (1995)

Diestel, J., Uhl, J.J.: Vector Measures. American Mathematical Society, Providence (1977)



13.
14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

Edmond, J.F.: Delay perturbed sweeping process. Set-Valued Anal. 14, 295-317 (2006)
Edmond, J.F., Thibault, L.: Relaxation of an optimal control problem involving a perturbed
sweeping process. Math. Programming 104(2-3), Ser. B, 347-373 (2005)

Fleming, W.H., Rishel, R.W.: Deterministic and Stochastic Optimal Control. Springer, Berlin
Heidelberg New York (1975)

Ghouila-Houri, A.: Sur la généralisation de la notion de commande d’un systéme guidable.
Rev. Francaise Informat. Rech. Opér. 4, 7-32 (1967)

Jawhar, A.: Mesures de transitions et applications. Sém. Anal. Convexe Montpellier, Exposé
No. 13 (1984)

Jawhar, A.: Existence de solutions optimales pour les problemes de contrdle de systemes
gouvernés par les équations différentielles multivoques, Sém. Anal. Convexe Montpellier,
Exposé No. 1 (1985)

Monteiro Marques, M.D.P.: Differential Inclusions in Nonsmooth Mechanical Problems. Shocks
and Dry Friction. Birkhduser, Basel (1993)

Mordukhovich, B.S., Shao, Y.: Nonsmooth sequential analysis in Asplund spaces. Trans. Amer.
Math. Soc. 4, 1235-1279 (1996)

Moreau, J.J.: On unilateral constraints, friction and plasticity. In: Capriz, G., Stampacchia, G.
(eds.) New Variational Techniques in Mathematical Physics, pp. 173-322. C.I.M.E. II ciclo 1973,
Edizioni Cremonese, Roma (1974)

Moreau, J.J.: Standard inelastic shocks and the dynamics of unilateral constraints. In: del Piero,
G., Maceri, F. (eds.) Unilateral Problems in Structural Analysis. C..S.M. Courses and Lectures
No. 288, pp. 173-221. Springer, Berlin Heidelberg New York (1985)

Poliquin, R.A., Rockafella, R.T., Thibault, L.: Local differentiability of distance functions. Trans.
Amer. Math. Soc. 352, 5231-5249 (2000)

Valadier, M.: Young measures. In: Cellina, A. (ed.) Methods of Convex Analysis. Lectures
Notes in Mathematics, vol. 1446, pp. 152-188. Springer, Berlin Heidelberg New York (1990)
Warga, J.: Optimal Control of Differential and Functional Equations. Academic, New York
(1972)

Young, L.C.: Generalized curves and the existence of an attained absolute minimum in the
calculus of variations. C.R. Soc. Sc. Varsovie 30, 212-234 (1937)



	Relaxation of a Bolza Problem Governed by a Time-Delay Sweeping Process
	Abstract
	Introduction
	Preliminaries
	Notations
	Normal Cones
	Prox-Regular Set
	Standing Assumptions

	Existence Result for Delay Perturbed Sweeping Processes
	The Bolza Problem
	Young Measures
	Caratheodory Integrand and Narrow Convergence
	Some Important Results

	The Relaxed Problem
	Existence of Solutions for the Relaxed Problem
	Existence of Solutions for the Bolza Problem
	References




<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c006500720020003700200061006e006400200038002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300030003800200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f006100640065006400200061007400200068007400740070003a002f002f00700072006f00640075006300740069006f006e002e0073007000720069006e006700650072002e0063006f006d000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c0020003600200061006e0064002000500069007400530074006f007000200053006500720076006500720020003300200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice


