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ABSTRACT

Face recognition is one of the most extensively studied topics in image analysis because of its wide range
of possible applications such as in surveillance, access control, content-based video search, human-
computer interaction, electronic advertisement and more. Face identification is a one-to-n matching
problem where a captured face is compared to n samples in a database. In this work we propose two new
methods for face identification. The first one combines entropy-like weighted Gabor features with the
local normalization of Gabor features. The second fuses the entropy-like weighted Gabor features at the
score level with the local binary pattern (LBP) applied to the magnitude (LGBP) and phase (LGXP)
components of the Gabor features. We used the FERET, AR, and FRGC 2.0 databases to test and compare
our results with those previously published. Results on these databases show significant improvement
relative to previously published results, reaching the best performance on the FERET and AR databases.
Our methods also showed significant robustness to slight pose variations. We tested the proposed
methods assuming noisy eye detection to check their robustness to inexact face alignment. Results show
that the proposed methods are robust to errors of up to 3 pixels in eye detection.

AR
FRGC 2.0

© 2013 Elsevier Ltd. All rights reserved.

1. Introduction

Face identification is a one-to-n matching problem where the
goal is to identify a person based on the face image, i.e., the
captured face needs to be compared to n samples in the database
[1]. Typical applications for face identification are used in immi-
gration, access control, and law enforcement, agencies that try to
answer the question, “Who is this person?”. Face recognition is
one of the most popularly studied topics in image analysis because
of its wide range of possible applications, such as in surveillance,
access control, information security, content-based video search,
human-computer interfaces, electronic marketing and advertis-
ing, and entertainment [2]. In spite of more than 20 years of
intense research in face recognition, many real world situations
are still a challenge. Uncontrolled conditions such as illumination
changes, varying gestures, pose, and occlusions still present
unsolved problems [3].

Some approaches to face recognition have focused on face and
eye localization in which faces are cropped and aligned, which could
be a crucial step [4-7]. An appreciable number of papers have
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focused directly on face recognition on the assumption that the face
has already been localized [8,9]. We center our literature review on
the methods that have been used the most and have yielded the
highest face recognition performance on available face databases.

Holistic approaches use the image as vector data and in some
cases they reduce the data dimension by feature selection and by
frequency component discrimination. Among the most widely used
methods for face recognition based on feature extraction are eigen-
faces [10], a holistic method that uses Principal Component Analysis
(PCA) to project the image data vector into a reduced space,
maximizing the variance of the data; and Fisherfaces [11], which is
based on Linear Discriminant Analysis (LDA), maximizes the distance
between classes and minimizes the distance between prototypes
within each class; and methods based on Independent Component
Analysis (ICA) [12,13]. Other methods for face recognition are based
on frequency space as a discrete cosine transform (DCT) [14,15], that
compares DCT-based feature vectors from different images, and the
Walsh-Hadamard transform (WHT) [16], a low complexity algorithm
that compares WHT-based feature vectors.

There are also methods that use a linear combination of training
images to reconstruct the testing image, such as Sparse represen-
tation-based methods (SRC) [17]. In [18], SRC was used to align faces
with variations of pose reaching good results on the Multi-PIE data-
base [19]. This method is more robust to occlusions, noise, illumina-
tion changes, and varying pose compared with other previously
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published methods. Another important aspect of this method is that
no information is lost as in those based on feature extraction. Never-
theless, this method [17,18] requires several enrolled images with
different poses which may not be available in practical applications. A
sparse correntropy method which shows more robustness and
efficiency with recognition of occluded and corrupted face images is
proposed in [20].

Recently, local feature-based methods for face recognition have
shown improved robustness to changes in illumination, gesticulation
and occlusion. The local binary pattern (LBP) method was proposed
in [21] where the face image is divided into square windows and a
binary 1 is generated in the code whenever a pixel exceeds the value
of the central pixel; otherwise a 0 is generated into the code.

Gabor wavelets [22-25] have been used to extract local
features achieving outstanding results in face recognition. Among
the methods based on Gabor Wavelets are the Elastic Bunch Graph
Matching (EBGM) method [26], Gabor Fisher Classifier (GFC) [27],
Local Gabor Binary Pattern Histogram Sequence (LGBPHS) [28],
Histogram of Gabor Phase Patterns (HGPP) [29], Local Gabor
Textons (LGT) [30], Learned Local Gabor Pattern (LLGP) [31], Local
Gabor Binary Pattern Whitening PCA (LGBPWP) [32], and Local
Matching Gabor method (LMG) [33]. In the LMG method each
Gabor feature is considered as an independent classifier that is
combined using the Borda count method [33,34].

In [35-37], improvements on the LMG method were reported,
performed by weighting Gabor jets by an entropy measure between
a given face and the faces in the gallery. Another improvement was
carried out in the combination of the classifiers stage where a
threshold was introduced to eliminate low jet comparison values
that acted like noisy inputs. The local normalization (LN) illumina-
tion compensation method [37] used with the LMG showed
significant improvements. The LMG method was also improved as
shown in [36] by using a weighted strategy with entropy. An
alternative way of using Gabor features was proposed in [38], in
which a 3D image model was enrolled, and for recognition, a 2D
model was built and matched with the 3D model.

In [39] the face was divided into patches without overlap, and
then the best patches were selected and weighted with an LDA
strategy in a greedy search. Finally, the local scores of the patches
were combined with a global score obtained from the low
frequency components of the FFT applied to the whole face
including its external boundary. In [40] magnitude and phase
Gabor features were combined using the LBP operator. This
method, using a greedy search and the FERET and FRGC 2.0 data-
bases, obtained the best result in face recognition published to
date. The details about this method are given in Section 2.2.

In this work, we propose a new method, LMGEW//LN, which is
the result of an entropy-like weighted strategy for the LMG method,
combined with the LN image. We also propose another method
which consists of fusing the LMGEW//LN method at the score level
with the LGBP and LGXP methods, the latter proposed in [40]. We
used the FERET, AR, and FRGC 2.0 databases to test and compare our
results with the previously published FERET and FRGC 2.0 defined
standard experiments [41-43]. In these experiments, all images in
each different subset are fixed. In this form, the same conditions are
set to compare different methods. Our proposed method is designed
to improve face identification by taking advantage of the comparison
performed against all gallery images.

2. Related work

2.1. Gabor wavelet

The Gabor kernel is given by ¥,,,. In (1), z represents the pixel
coordinate, y is the orientation, v is the scale, f is the step in

frequency, and k;,q is the maximum frequency. In this work we
use five scales (0 < v <4) and eight orientations (0 < u < 7) for the
Gabor filters as in [33,39,40]
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A Gabor feature is obtained by finding the convolution between
the image I(Z) and the kernel ?’W,(?), ie. Gﬂ,y(f)): I(?)*Y’”,D
(7). The Gabor feature has both a real and an imaginary part, and
in this work we use the magnitude and phase features separately.
Magnitude M,w(?) and phase PW(7) are computed by (2) and (3)
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2.2. Review of LGBP and LGXP

The method proposed in [40] combines local binary pattern
(LBP) applied to the magnitude component of the Gabor features
(LGBP), and the local XOR operator (LXP) applied to the phase
component of the Gabor features (LGXP) for face recognition.
As shown in Fig. 1 the method consists of the extraction of LGBP
and LGXP [40] features from the image. The image is divided into
blocks and each block into sub-blocks. For every sub-block a
histogram is computed and for each block the sub-block histo-
grams are concatenated. Then LDA is applied to reduce the
histogram dimensionality, selecting the most significant features.
LGBP and LGXP are combined at the score or feature level using
S=w-Sigep+(1—w) - Sigxp, Where S;¢pp is the LGBP score, S;cxp is
the LGXP score, and w is the weight relation between LGBP and
LGXP features.

2.3. Review of LMG

The LMG method [33,35] uses magnitude Gabor features taken at
fixed locations within five different grids for five spatial frequencies
as shown in Fig. 2. It has been shown that fixing locations for feature
extraction is a good strategy because magnitude features are robust
to small spatial variations [33]. The features extracted by the Gabor
kernel for the five spatial frequencies v = {0, 1, 2, 3,4} are separated
at distances given by their wavelength A = {4,4+/2, 8,82, 16}.
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Fig. 1. Division of blocks and sub-blocks of LGBP.
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Fig. 2. A face from the FERET database with the five grids for spatial scales (a) v =0, (b) v =1, (¢) v=2, (d) v =3 and (e) v = 4. The +sign represents the spatial point on the

grid where the Gabor jet is computed.

The images are rotated, displaced and resized so that the eyes
are located in a fixed position. The new eye positions are (67, 125)
and (135,125) in a 203 x 251 size image. The grids are defined by
the wavelength 4 of the Gabor jets, in the same way as they were
described in [33,35].

Magnitude Gabor features are extracted in the locations shown
by the five grids in Fig. 2, using the Gabor kernel in (1) of eight
orientations and five spatial scales. Each spatial scale corresponds
to one of the five grids. The fixed parameters are kpmq = 7/2 and
f=+/2. In each coordinate of the five grids, eight Gabor features
are computed corresponding to the eight orientations. These eight
values are concatenated in a vector that is called a jet. Therefore,
five sets of jets corresponding to different scales are computed for
each image, making a total of N jets. The spatial information is
preserved implicitly because the image was transformed to locate
the eyes in a fixed position and the jets are computed in the same
positions in every image. The jet computation is the same as was
previously used in [33,35].

The jets of target image are compared with the N jets of the M
gallery images in the database, creating an M x N comparison
matrix C. The comparison of a pair of jets is performed by cosine
distance Cy; =J; - J;/(IJ} I - 1§11, where J;" is the jth jet of the test
image, and ]Ei is the jth jet of the ith gallery image.

Each jet is considered as an independent classifier that is
combined using the voting method Borda count [34,44]. Borda
count is applied on all vectors formed with every column of matrix
C. The Borda count consists of ranking the comparison values,
assigning O to the lowest value, 1 to the second lowest value, up to
M —1 for the highest value. This ranking matrix is denoted as O,
and in the Borda count, the score of each candidate is given by the
sum of rankings of all classifiers, Bj= X, 0;;.

3. Local matching Gabor entropy-like weighted with LN
features (LMGEW//LN-BTH)

There are two parallel stages in fusing LMGEW and LN. The first
stage computes the entropy-like weighted vector (Fig. 3(a)). The
second stage computes the Borda count from the LN input image
I;n (Fig. 3(b)). A Borda count threshold (BTH) is used to eliminate
from Gabor jet comparison matrix with low values that act as
noise in the identification procedure. A block diagram of LMGEW//
LN-BTH is shown in Fig. 3.

3.1. Entropy-like weighted vector

The proposed entropy-like measure estimates the variability of
the similarity of the Gabor feature in the position (x,y, 1) of the
target image with respect to the same feature in the whole gallery
set. Each Gabor feature is represented by a jet. Entropy has its
maximum value when probabilities of different states are the

entropy weights
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Fig. 3. Block diagram of LMGEW//LN-BTH. (a) Computation of the entropy-like
weighted vector. (b) Computation of the Borda count using LN.

same, and lower values when probabilities are different. The states
are the comparison values between jets from the target image and
the gallery set. Therefore, entropy provides quantitative informa-
tion to determine if a jet can be used to distinguish faces in the
database. Jets located in the face regions with low entropy should
weight more in the final face recognition score. We estimated the
probabilities using the histogram of the values resulting from the
jets comparisons (C matrix). The values of C are quantized in K bins
and the histogram for each jet along the database (rows of C) is
computed. The values of the histograms are normalized by the
number, M, of faces in the gallery, and are used as the probability
P; that the comparison value C;; of the jth jet is within the bin k.
The entropy-like value of the jth jet E; is computed for each jet
as shown in (4). Because jets with lower entropy-like value must
be emphasized, the inverse of this value (Ej‘1 =1/E;) is computed
and normalized to the range [0,1]. Finally, EJ-’1 is equalized to
distribute the values uniformly, calling E®? the equalized vector

K
Ej=— ’lej,k -log, Pj 4
K =

Fig. 4(a-e) shows an example of entropy weights, E®, com-
puted for each spatial frequency. The example shows that features
around the face, near the mouth and ears, have lower weights
while features around the nose and eyes have higher weights, in
this way indicating features that contribute most in the face
identification process.

In order to visualize the entropy-like values we performed the
following experiment. The average of each component of vector E*?
for the FERET training database was computed, and using a thresh-
old, we selected those jets with 25% of the highest average E°?
where each spatial frequency was applied, as shown in Fig. 4(f-j). It
can be observed that the most important selected features are
located around the eyes and nose. At lower spatial scales, features
around the mouth are also selected. At higher spatial scales the chin
and the lower part of the cheeks are selected. It can also be seen
that features on the forehead and external area around the face are
not selected.
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o

Fig. 4. (a-e) Computed equalized weights for jets at five spatial frequencies (a) v =
weight, i.e., a 0 weight is assigned to gray intensity 0, and a weight of 1 to the gray intensity 255. (f-j) Jets selected by the highest weight values (25%) for each spatial

frequency: (f)v=0,(g)v=1,(h)v=2,(i)v=3 and (j) v=4.

3.2. Borda count ranking matrix for LN images

In this stage, the image with local normalization features (LN) is
used as the input image in the LMG method. In previous work [37]
different methodologies for illumination compensation were com-
bined and optimized, among them LN-LMG which improved
significantly the LMG. As in the first step of Section 2.3, the image
is rotated and resized to 203 x 251. Then, the LN image I;n(x,) is
given by (5), where 192 (x,y) denotes the mean of a 9x9
neighborhood around the pixel (x,y), and I?tfig(x, y) is the standard
deviation in the 9 x 9 neighborhood. Fig. 5(a) shows a face image
and Fig. 5(b) shows the LN of the image

1(x,y)— o (x,y)

5
12°(x,)+0.01 )

IInx,y) =

Gabor features of I;y(x,y) are computed using five scales and
eight orientations, and a comparison matrix C;y and ranking
matrix Opy are obtained [35]. A modified ranking matrix Qyy is
created by (6), where T}, is a threshold that eliminates noisy values.
The BTH suffix is added to the method name when the matrix Q is
used instead of O

0y,
Q= { .

Finally, Qv is weighted with the entropy-like vector E®9. An
identification score B; = ¥V E* - Qj} is obtained, and the highest
score represents the person's ldentity.

Cij=Ty 5
Cij<Th ( )

3.3. Fusion of LMGEW//LN-BTH with LGBP and LGXP

Fusion of different methods is performed at the score level as
follows. In the HEC algorithm [39] global features C¢ are combined
with local features C; at the score level as HEC=w- Cg+
(1—w)-C;. In [40] LGBP and LGXP features are combined at the
score level in the same way as HEC as shown in Section 2.2. We
combine LMGEW//LN-BTH with LGBP and LGXP in the same way
as in previous methods as shown in (7), where S; denotes the
identification score of LMGEW//LN-BTH, and S, the score of LGBP

0,(b)v=1,(c)r=2,(d) v=3 and (e) v = 4. The intensity color is proportional to the jet

Fig. 5. (a) Original image and (b) local normalization image.

Table 1

A simulated example to illustrate the benefit of the fusion of two different methods.
The scores are shown for two methods and their fusion for the comparison of one
individual with him/herself (AA), with individual B (AB) or with individual C (AC).

Match AA AB AC
Method 1 0.6 0.7 04
Method 2 0.6 0.3 0.7
Fusion 0.6 0.5 0.55

or LGXP, depending on which kind of feature is used
S=w-S1+(1-w)-S, (7)

The simulated example shown in Table 1 has matching scores for
two methods (Methods 1 and 2) of three matches: AA (com-
paring two individuals of the same class match), AB (comparing
one individual to another), and AC (comparing one individual to
another). It can be observed that match AA is not the best for both
methods, but nevertheless reaches the highest score in the fusion of
both methods. This result can be explained when each different
method (methods 1 and 2) uses different features to reach the score.
Then both methods can combine the best features to reach the score
for their fusion. In this case they will be combined synergistically
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Table 2
Rank-1 face identification rate on different subsets of the FERET database for
different face recognition methods published in the literature.

Methods Accuracy (%) Errors
Fb Fc Dup1l Dup2 Total
LMG [33]° 99.5 99.5 85.0 79.5 163
LGBPWP [32]* 98.1 98.9 83.8 81.6 185
LLGP [31]* 99.0 99.0 80.0 78.0 209
HGPP [29]* 97.5 99.5 79.5 77.8 231
LGBPHS [28]° 98.0 97.0 74.0 71.0 286
HEC [39]* 99.00 99.00 92.00 88.00 99
LGBP+LGXP [40]* 99.00 99.00 94.00 93.00 77
LMGEW [36] 99.75 100.00 87.40 85.47 128
LMGEW-BTH [36] 99.75 100.00 90.17 88.03 102
LMGEW//LN-BTH 99.83 100.00 92.66 89.74 79
LGBP" 99.08 98.45 85.60 77.35 171
LGXP" 97.66 96.39 79.64 75.64 239
LMGEW//LN +LGBP 99.92 100.00 95.57 93.59 48
LMGEW//LN +LGXP 99.92 100.00 94.74 91.88 58
@ Results extracted from original source.
b Results obtained with our implementation of the method.
Table 3
Rank-1 face recognition rate for the AR database.
Gal S1 Accuracy (%) Errors
methods S2-Normal Scarves Sunglasses Total
LGBPHS [28]* - 98 80 -
SRC [17]* 95.7 93.5 97.5 84
LMG-BTH [36] 99.00 98.83 89.50 77
LMGEW-BTH [36] 99.29 99.00 95.33 39
LMGEW//LN-BTH 99.29 98.83 95.00 45
LGBP 99.71 97.83 65.83 220
LGXP 97.86 94.33 73.67 213
LMGEW//LN +LGBP 100.00 99.83 95.50 29
LMGEW//LN + LGXP 100.00 99.67 96.33 24

@ Results extracted from original source.

reaching the highest scores because each method solves different
features better.

4. Results
4.1. Result comparison on LMGEW//LN-BTH

With the objective of comparing our results to those previously
published, we summarized the best results using Gabor methods
in face identification. Results of the literature review and proposed
methods on face recognition are summarized in Tables 2-4 for
different databases with frontal face cases. We also show results
for faces with small pose variations; those that are rotated by + 15
and + 25° in the FERET database are shown in Table 5.

The first columns of each table show the face identification
rates for different subsets of different databases. The last column
in Tables 2, 3 and 5 shows the total number of errors on all subsets
of the databases. For all the experiments the Borda count thresh-
old (BTH) used is 0.85, obtained in our previous work [35].

4.1.1. LMGEW//LN-BTH Results using the FERET database

The FERET database is one of the most widely used benchmarks
for face identification methods. To be able to compare our results
to those of other methods, we followed the FERET face recognition
protocol described in [41]. The FERET database has a large number
of images with different gestures, illuminations, and a significant

Table 4
Rank-1 face recognition rate on experiments 1 and 4 on the FRGC 2.0 database.

Methods Accuracy (%)
Expl Exp4
LMG 99.08 86.15
LMG-BTH 99.23 89.10
LMGEW-BTH 99.62 89.71
LMGEW//LN-BTH 99.69 88.57
Table 5

Rank-1 face identification rate published in the literature and proposed methods on
different subsets with varying pose of the FERET database.

Methods Accuracy (%) Errors
bd be bf bg Total
LMG [35]* 81.0 97.0 98.0 79.5 89
LMG-EJS-BIP-BTH [35]* 93.5 98.5 98.0 91.5 37
LMGEW//LN-BTH 96.0 99.0 99.5 96.5 18
LGBP 86.5 98.0 97.5 88.5 60
LGXP 73.5 95.5 96.0 65.5 139
LMGEW//LN +LGBP 98.0 99.0 99.5 96.5 14
LMGEW//LN + LGXP 97.5 99.0 99.5 96.0 16

@ Results extracted from original source.

amount of time between pictures taken. This database is organized
into five sets of images: the gallery is Fa, and the test sets are Fb,
Fc, Dup1, and Dup2. In the Fa set there are 1196 face images of
different people. In the Fb set there are 1195 images of people with
different gestures. Fc has 194 images with different illuminations.
In Dupl there are 722 images taken with between 0 and 34
months of difference from those taken for Fa. The Dup2 set has
234 images taken at least 18 months after the Fa set. The Fa set
contains one image per person and is the Gallery set, while Fb, Fc,
Dup1, and Dup2 are called test sets. Fig. 6 shows images from
different sets of the FERET database: (a) a neutral image from the
Fa set, (b) an image with a different expression from the Fb set,
(c) an image with an illumination change from the Fc set, and
(d) an image taken with several months difference from the
Dup1 set.

The results obtained with LMGEW//LN-BTH and those pub-
lished previously are presented in Table 2. The LMGEW//LN-BTH
method obtained a total number of 79 errors with the FERET
database. This result is better than all the best previously pub-
lished results [33,35,36]. Even though LMGEW//LN-BTH has the
best overall results, most of the improvement was produced in the
Fb and Fc subsets. The total number of errors was reduced by
22.5% on images compared to the LMGEW//LN-BTH method. HEC
[39] and LGBP+LGXP [40] obtained better results in the Dup2
subset, and LGBP+LGXP also obtained better results in subset
Dupl. The LGBP+LGXP method reached 94% accuracy while
LMGEW//LN-BTH obtained 92.66% in Dupl, and in Dup2 they
reached 93% and 89.74%, respectively.

4.1.2. LMGEWY//LN-BTH Results using the AR face database

The AR database [45] contains frontal face images of men and
women (60 females and 76 males) with different conditions of
illumination, expression, and occlusion. Pictures were taken in two
different sessions, with 13 pictures per session. We call Session 1, S1,
and Session 2, S2. Seven of the 13 images contain illumination changes
and gestures. In three images the person is wearing sunglasses, and in
three other images, the person is wearing a scarf. As in [17] we
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from Dup1.

Fig. 6. FERET database examples. (a) Neutral image from set Fa, (b) expression image from set Fb, (¢) illumination variation image from set Fc, and (d

) time variation image

Fig. 7. AR database example images. (a) Neutral face image, (b) expression variation, (c) illumination variation, (d) face with sunglasses and (e) face with scarf.

randomly selected images of 50 men and 50 women which each had
26 images available.

Table 3 shows results for the LMGEW//LN-BTH and previously
published methods in the AR database. We used a gallery set
composed of seven images of Session 1 (neutral, expression, and
illumination variation images), and five test subsets. Subset S2-
Normal is similar to the gallery set, but contains images from
Session 2. Subset Scarves contain faces occluded with Scarves for
Sessions 1 and 2, and subset Sunglasses contains faces occluded
with sunglasses. Fig. 7 shows images from the AR database: (a) a
neutral face image, (b) an expression variation, (c¢) an illumination
variation, (d) a face with sunglasses, and (e) a face with a scarf.

Results are almost the same as those of LMGEW-BTH, and
better than the previously published identification methods. Only
SRC has greater accuracy in the Sunglasses subset of AR, due to its
robustness to occlusions.

4.1.3. LMGEW//LN-BTH Results using the FRGC 2.0 database

The FRGC 2.0 database [43] contains more than 50,000 images
that are divided into training and testing partitions. The images
are high resolution, with people looking frontally at the camera.
There are images with and without controlled illumination.

The FRGC 2.0 database has a total of six experiments related to
different subsets in the database [42,43]. Nevertheless, Experi-
ments 1, 2, and 4 are the only ones for 2D face recognition; the rest
of the experiments are for 3D face recognition. Experiment
1 contains controlled illumination images. Experiment 2 compares
groups of images of the same individual, using the same images as
in Experiment 1. Experiment 4 uses images under uncontrolled
illumination, unfocussed images, and some with small pose varia-
tions. For each experiment, the Receiving Operator Characteristic
(ROC) curves are constructed. ROC1 compares images taken within
semesters, ROC2 within a year, and ROC3 during different seme-
sters. Since our method was designed for the face identification
problem, we adapted the original verification experiments of the
FRGC 2.0 database to the identification problem using the Rank-1
method. We used images of Experiments 1 and 4 from the ROC3
partition. For Experiment 1, we used the same gallery set contain-
ing 7572 images and a sub-set of the test set without impostor

images with a total of 6512 images. For Experiment 4 the gallery
set was formed with 7512 gallery images and 3256 test images.
Fig. 8 shows examples of the FRGC 2.0 database; both (a) and
(b) are gallery samples, (c) is a controlled image from Experiment
1, and (d) and (e) are uncontrolled images from Experiment 4.
Results of LMG methods are shown in Table 4. Experiment
1 shows a small difference between best and worst results, while
our proposed method obtained the highest accuracy. In Experi-
ment 4 the best score, 89.71%, was reached with the LMGEW-BTH,
and the second best, 89.71%, was achieved using LMGEW//LN-BTH.

4.2. Entropy-like weighting on LGBP and LGXP features

We tested LGBP and LGXP computing entropy-like values for
each local classifier, i.e., for each block. The feature vector of each
block on the test image is compared with the same vector of the
gallery image. Then, a comparison matrix is built containing
comparisons between all blocks of each test image and the blocks
of each gallery image. With this matrix, entropy-like values are
computed and used to weight with the same strategy described in
Section 3.1. The results for Fb, Fc, Dup1, and Dup2 are 99.16%,
97.94%, 86.29%, 79.06% using LGBP; and 97.66%, 95.88%, 79.64%,
76.50% using LGXP. Results showed small improvements (0.5% for
LGBP, and 0.1% for LGXP) in face recognition when the entropy
strategy was applied to LGBP and LGXP compared to the case
where the entropy strategy was not applied. A possible explana-
tion for these results is that the local features are already
significantly reduced by the application of LDA over the histo-
grams of LGBP and LGXP features. Therefore, the entropy strategy
does not improve results in LGBP and LGXP as it does in the case of
the LMG method where features are not reduced.

4.3. Results of the fusion of methods LMGEW//LN-BTH+LGBP and
LMGEW//LN-BTH+LGXP

We also implemented the LGBP and LGXP methods proposed in
[40], and combined them with LMGEW//LN-BTH to improve face
identification rates in all subsets of the FERET and AR databases.
We fused the methods LMGEW//LN-BTH+LGBP and LMGEW]//
LN-BTH+LGXP at the score level as shown in (7). S; denotes the
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Fig. 8. Examples of face images from the FRGC2.0 database: (a) and (b) gallery images, (c) controlled images, (d) and (e) uncontrolled images.
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Fig. 9. Results for the fusion LMGEW//LN-BTH + LGBP and LMGEW//LN-BTH + LGXP
as a function of the weight w in FERET database.

identification score of LMGEW//LN-BTH, S, the score of LGBP
or LGXP.

Before fusing both methods, the ranges for the LMG, LGBP and
LGXP scores were normalized to [0, 1]. LGBP and LGXP take values
in the range [—2, 16] while LMG takes values between [100, 600].
Therefore, the normalization was S;%gp = (Sicgp+2)/18, for LGBP
and LGXP. For LMG the normalization was S/y¥ = (Simc+
100)/500. The weight w was varied from O to 1 as shown in
Fig. 9. It can be observed that for values of w between 0.5 and 0.85
the fusion achieved the best results compared with any of the
methods applied independently. We chose w=0.75, and used this
value for all the following experiments.

Fusion of the LMGEW//LN-BTH+LGBP and LMGEW//LN-BTH+
LGXP methods using the FERET database yielded the same results in
Fb and Fc with 99.92% and 100% accuracy, respectively. Dup1 was
improved by 1.57% and Dup2 by 0.59% compared with LGBP+ LGXP.
The total number of errors decreased from 77 in LGBP+LGXP to 48
in LMGEW//LN-BTH+ LGBP which is a 38% improvement relative to
previously published methods.

Fusion of LMGEW//LN-BTH+LGBP and LMGEW//LN-BTH +LGXP
methods in the AR database also improved the best results obtained
previously with LMG-based methods for all sub-sets. For the
Normal S2 subset both fusions reached 100% accuracy, improving
the 99.29% performance of LMGEW-BTH. In the Scarves subset both
fusions improved compared with previous methods, and LMGEW//
LN-BTH-+LGBP reduced the error rate by 1%. In the Sunglasses
subset, the fusion LMGEW//LN-BTH+LGXP method improved the
results but could not reach the best results obtained by SRC [17].

4.4. Effect on face identification resulting from error in eye
localization with the LMGEW//LN-BTH method

The LMG and derived methods require eye localization to align
faces. Therefore, it is important to assess the effect of eye localization

error on face identification for the LMG method. We added noise in
the eye coordinates for the LMGEW//LN-BTH method as was
previously performed in [36]. The error distance radius varied
between 1 and 10 pixels, and the angle between the center and
the computed position between 0° and 360°, both, radius and angle,
using a uniform probability. Then, the images were aligned and
cropped using the new eye coordinates. Fig. 10 shows the examples
of alignment with noise in eye localization. Fig. 10(a) and (b) shows
the difference between a well-aligned image and an image with
4 pixels of noise. Fig. 10(c) and (d) shows the difference between a
well- aligned image and an image with 10 pixels of noise. Fig. 11
shows the face identification rate in the FERET database for subsets
Fb, Fc, Dup1, and Dup2.

In the FERET database the image dimension is 256 x 384 pixels,
and faces vary approximate between 75 x 95 to 180 x 260 pixels,
which means that an error of 10 pixels in both eyes is significant.
Results for the FERET subsets Fb and Fc (expression and illumina-
tion changes), show that face identification is almost unaffected by
noise levels of up to 4 pixels. For errors greater than 4 pixels, the
identification rate falls significantly with increasing eye localiza-
tion error. For the Dupl and Dup2 sets (time difference), the
identification rate decreases significantly with more than 2 pixels
of noise.

4.5. Results of face identification with pose variations

We tested the LMGEW//LN-BTH, LGBP, LGXP, and combined
methods with the subsets bd, be, bf, and bg with pose variations of
the FERET database as shown in Fig. 12. Table 5 shows the results
of face recognition for small pose variations, and also the best
previously published results.

Our proposed methods improve these results significantly for
faces with small pose variations. LMGEW//LN-BTH showed a 46%
in the error rate improvement compared to previous LMG-EJS-BIP-
BTH results [35], reducing the total number of errors from 37 to 18.
Results improved by 0.5% and 1.5% for + 15° face pose rotation on
the subsets be and bf, respectively. Results also improved 2.5% and
5% for subsets bd and bg, respectively, which have + 25° face
rotations. Fusion improved the results slightly, reducing the errors
by 4 and 2 with LMGEW//LN+LGBP and LMGEW//LN+LGXP,
respectively. These results show improvements in using
LMGEW//LN-BTH and fusion with LGBP and LGXP for face identi-
fication with small pose variations.

5. Conclusions

In this work we proposed two new methods for face identifica-
tion. The first one combines entropy-like weighted Gabor features
with the local normalization of Gabor features. The second one
fuses the entropy-like weighted Gabor features at the score level
with the local Gabor binary pattern (LGBP) and the local Gabor XOR
pattern (LGXP). We used the FERET, AR, and FRGC 2.0 databases to
test and compare our results with those published previously.



LA. Cament et al. / Pattern Recognition 47 (2014) 568-577 575

b
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Fig. 10. Face images with gaussian noise in eye position. (a) Image aligned without noise, (b) the image aligned with noise of 4 pixels in both eyes, (c) another well aligned

image, (d) image aligned with noise of 10 pixels.

accuracy

Noise (pixels)

Fig. 11. Rank-1 face identification rate using the FERET database when noise between 1 and 10 pixels is added to the eye coordinates.

Fig. 12. FERET subsets with varying pose examples. (a) Frontal image, (b) —25° pose, (c) —15° pose, (d) 15° pose and (e) 25° pose.

LMGEW//LN-BTH showed good identification performance
improving results of LMG and LMGEW. The method was assessed
on different databases with varying illumination, small pose
variations (up to 25°), changing expressions, and using images
taken on different dates and locations. Our proposed method
shows robustness to illumination changes and gesticulations as
shown in the results on the FERET, subsets Fb, Fc, the AR Normal
subset and FRGC Exp. 1, with results over 99%. Robustness to
illumination and spatial changes is due to the Gabor jets' capacity
to deal with small spatial perturbations. The LN method, capable
of eliminating the noise introduced by illumination changes, plays
an important role as was shown in [37]. Improvements were found
on the FERET subsets Dup1 and Dup2.

Results showed significant improvement relative to the LMG
method with the application of LN and entropy-like weighting.
LMG and LMGEW//LN-BTH can be compared viewing Tables 2 and

5, where results of frontal faces as well as faces with pose variation
are shown. Improvements can be observed across all subsets of the
FERET database, although they are most evident in Dupl and
Dup2. The error was reduced from 15% to 7.3% in Dup1 and from
20% to 10.3% in Dup2. This is a reduction of 52.3% in the error rate
for Dup1 and 48.5% for Dup2. In addition, for pose variation of 25°
the improvement in face recognition increased from 80.3% to
96.3%, i.e., a 16% increase. This improvement could be due to the
entropy-like weights on the Gabor jets. The entropy-like function
measures the consistency of each jet in one image compared to the
same jet in the entire database. The weights are larger on face
zones that are similar to each other on the frontal view of the face,
while weights are smaller on other parts of the face.
LMGEW//LN-BTH, LGBP and LGXP individually have the highest
scores on face identification on the databases used in this paper
and we combined them. Results on fusion methods suggest that
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different methods for face identification improve different fea-
tures, and combining these features improves the overall results.
Different methodologies applied to face recognition extract and
emphasize different aspects of the face image and therefore, fusing
them has a synergistic effect as shown in Fig. 9. In future work we
will explore new methods for fusing extracted features such as
SVMs, neural networks, and others.

Real face identification applications require automatic face
detection and eye localization, which reduce performance in face
recognition systems. We tested the effect of adding noise to the
eye localization on face identification. We added noise from 1 to 10
pixels in each eye and the results indicate that up to 4 pixels of
error do not have a significant effect on Fb and Fc subsets. In Dup1
and Dup2, the effect is significant with over 2 pixels of error in eye
localization. Real-time eye localization systems [7] tolerate only
less than 3 pixels of error.

As shown in this paper, fusion of entropy-like weighted phase
and magnitude Gabor features, as well as local normalization,
improved face identification significantly. In future work, explor-
ing combinations with other types of features and the use of
different fusion methods could be shown to improve current
performance in face identification.
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