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Abstract In this note, we obtain some necessary and sufficient conditions for the controlla-
bility and observability in a linear time-varying control system with piecewise constant state
variables. The controllability results can be understood in terms of classical control systems
on intervals [k, k + 1] with k ∈ Z. We have preferred to use a global treatment instead of
the reduction to a discrete equation. We also derive some results for the linear time-invariant
case. Illustrative examples are presented.
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1 Introduction

Controllability and observability of linear systems described by differential equations [8, 9]
and difference equations [6] are classical problems in control theory. As far as the authors
know, there exists no results for linear systems with piecewise constant arguments and the
purpose of this note is to extend some results to the system:

ẋ(t) = A(t)x(t) + A0(t)x
([t])+ B(t)u(t), (1.1)

y(t) = C(t)x(t) + C0(t)x
([t])+ D(t)u(t), (1.2)

where [·] denotes the ceiling or integer part function, x(·) ∈ R
n×1 is the state vector, the

input u(·) is a q-dimensional real, bounded and measurable function, and the output y(·)
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is an r-dimensional real function. In addition, A(t), A0(t), B(t), C(t), C0(t) and D(t) are
continuous matrices with dimensions having compatible order.

The system (1.1) is a particular case of DEPCA (Differential Equation with Piecewise
Constant Arguments) whose study was initiated in [16] and extensively developed in [1, 5,
25].

Definition 1 A function z(t) is a solution of (1.1) on an interval (α,β) if:

(i) z(t) is continuous on (α,β),
(ii) The derivative exists at each point t ∈ (α,β) with the possible exception of the points

t = k ∈ Z∩ (α,β), where one-sided derivatives exist,
(iii) The equation is satisfied for z(t) for any interval (k, k + 1) ⊂ (α,β) and it holds for the

right derivative of z(t) at the points t = k ∈ Z∩ (α,β).

1.1 Some Previous Results About DEPCA Systems

The system (1.1) can be viewed as a perturbation of the linear DEPCA system:

ẋ(t) = A(t)x(t) + A0(t)x
([t]), (1.3)

which has been studied from stability and admissibility points of view: indeed, a first type
of results are devoted to study the asymptotic stability of (1.3). The linear time invariant
case (from now on, LTI) is studied in [25], where necessary and sufficient conditions are
obtained in terms of spectral radius. The linear time varying case (from now on, LTV) has
been studied in [1] and [20], where a fundamental matrix for (1.3) is obtained.

A second type of results are related to the S-admissibility problem: if (1.3) is perturbed
by a function f (·) of some space S leading to

ẋ(t) = A(t)x(t) + A0(t)x
([t])+ f (t), (1.4)

the objective is to find a set of conditions on A(·) and A0(·) ensuring the existence of a
solution x(·) ∈ S of (1.4). The case of periodic functions is studied in [4], the almost periodic
case is studied in [26, 28, 29], the pseudo-almost periodic case is studied in [19, 31], the
remotely almost periodic case is studied in [32] and the almost automorphic case in [3, 24,
29].

1.2 DEPCA as Delay Systems

It is interesting to note that (1.3) has an alternative formulation as a delayed differential
equation

ẋ(t) = A(t)x(t) + A0(t)x
(
t − τ(t)

)
, (1.5)

with sawtooth delay τ(t) defined by

τ(t) = t − [t]. (1.6)

This fact suggest to consider (1.1)–(1.2) with [t] = t − τ(t) as a particular case of the
delay control system:

{
ẋ(t) = A(t)x(t) + A0(t)x

(
t − σ(t)

)+ B(t)u(t)

y(t) = C(t)x(t) + C0(t)x
(
t − σ(t)

)+ D(t)u(t),
(1.7)
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which can be studied by considering the properties of the delay σ(t):

• The study of (1.7) with constant delay (i.e., σ(t) = h > 0) presents several differences
with the classic theory. In particular, the study of controllability and observability become
more complicated due to the infinite-dimensional framework (we refer to the reader to
Sect. 2.3 from [21] and references therein for a deeper discussion) and several definitions
of controllability and observability have been introduced: e.g., absolute controllability
[18], spectral controllability [13], Euclidean controllability [10]. The reader is refered to
[22] for the observability case.

• The system (1.7) with non uniform sawtooth delay, i.e., σ(t) = λt − λsk for any t ∈
[sk, sk+1), where λ > 0 and {sk} is an increasing and divergent sequence has been studied
in stability theory and feedback stabilization of LTI systems with sampling data outputs
in [11, 14, 23]. Nevertheless, as we pointed out before, to the best of our knowledge,
there are no controllability and observability results for this type of systems. This make
interesting to study (1.5)–(1.6) since is a particular case of control system with uniform
sawtooth delay with sk = k and λ = 1.

The big difference between (1.5)–(1.6) and linear systems with constant delay is that—
provided some additional assumptions—the variation of parameters formula can be deduced
in a finite-dimensional framework for linear systems having sawtooth delays. This fact al-
lows to study the controllability and observability of (1.1)–(1.2) in a way rather distant from
the constant delay case and closer to the methods developed for the classical and impulsive
control systems.

1.3 Description of Our Approach

The variation of parameters formula for (1.4) is a key tool in the study of controllability
and observability for (1.1)–(1.2) and a careful revision shows several similarities with the
impulsive formulation [7, 12, 17, 27, 30].

Provided that the matrices A(t) and A0(t) satisfy some technical assumptions, we obtain
necessary and sufficient controllability conditions. An interesting consequence is that our
results can be reformulated in terms of the controllability conditions for the classic control
system

ẋ(t) = A(t)x(t) + B(t)u(t)

on intervals [k, k + 1] with k ∈ Z. We also obtain necessary and sufficient conditions for
observability, but—contrarily to the previous case—we cannot reformulate our result in a
classical fashion.

When considering the LTI case and supposing again that A and A0 satisfy some tech-
nical assumptions, we deduce classical conditions for controllability. On the other hand,
additional difficulties arise in the observability problem, obtaining new results.

In spite that DEPCA systems have a corresponding linear discrete system, which allows
to deduce several properties, our methods will be based in a global treatment inspired in the
variation of parameters formula for any t . The results obtained by a discrete way are less
general. More details and comments will be given in the article.

The remainder of this note is organized as follows. Section 2 introduces some basic no-
tation and recalls the variation of parameters formula for (1.1). Sections 3 and 4 study con-
trollability and observability, respectively. The LTI case is considered separately in Sect. 5.
Finally, Sect. 6 presents some numerical examples.
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2 Preliminaries

2.1 Notation and Terminology

The Cauchy matrix of the unperturbed system:

ẋ = A(t)x (2.1)

will be denoted by Φ(t), without loss of generality we will assume that Φ(0) = I , the
identity matrix. The transition matrix related to A(t) will be denoted by:

Φ(t, s) = Φ(t)Φ−1(s). (2.2)

In [1, p. 19] and [20], the following n × n matrices are introduced:

J (t, τ ) = I +
∫ t

τ

Φ(τ, s)A0(s) ds, (2.3)

E(t, τ ) = Φ(t, τ ) +
∫ t

τ

Φ(t, s)A0(s) ds = Φ(t, τ )J (t, τ ). (2.4)

Given a set of n × n matrices Qk (k = 1, . . . ,m), we will consider the product in the
backward sense:

m∏

k=1

Qk =
{
Qm · · ·Q2Q1 if m ≥ 1
I if m < 1.

Given a square matrix Q, its transpose and rank will be denoted respectively by QT and
Rank(Q). Finally, the euclidean norm of a vector z ∈R

n×1 will be denoted by ‖z‖2 = √
zT z.

2.2 Variation of Parameters

The variation of parameters plays a key role in the controllability and observability study. In
order to make the article self-contained, we will recall a particular case of a result obtained
by [1] and [20], where [t] is replaced by a general step function.

From now on, the following assumption will be needed in our work:

(A) The matrix J (t, τ ) is non singular for any t, τ ∈ [k, k + 1] with k ∈ Z.

Remark 1 Assumption (A) will be fundamental to obtain controllability and observability
conditions. Moreover, notice that:

(i) Non singularity of Φ(·, ·) combined with (A), imply that E(t, k) is non singular for any
fixed k ∈ Z and t ∈ [k, k + 1].

(ii) If A0(t) is “small” in some appropriate sense, the matrices J (t, τ ) and E(t, τ ) can be
seen as a perturbation of the identity matrix and the transition matrix Φ(t, τ ) respec-
tively. In consequence, (A) could be verified if A0 is considered as a “small” perturba-
tion.

(iii) An explicit condition for A(t) and A0(t) can be obtained by defining

ρk(M) = exp

(∫ k+1

k

∣∣M(t)
∣∣dt

)
,
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where M(t) is a matrix function and | · | denotes a matrix norm. Indeed, by considering
a particular case of [20, Lemma 4.3], it is proved that if

ρk(A) lnρk(A0) ≤ ν < 1 for any k ∈ Z,

then (A) is verified. In particular, observe that if A(t) = 0, then (A) is satisfied if

∫ k+1

k

∣∣A0(s)
∣∣ds ≤ ν < 1 for any k ∈ Z.

In particular, if A and A0 are constant matrices, the condition is satisfied if∫ 1
0 |e−AsA0|ds < 1, see [3] and Sect. 5 for details.

Lemma 1 The solution of (1.1) with initial condition x(t0) = x0 ∈R
n×1 is:

(i) If [t0] ≤ t ≤ [t0] + 1:

x(t) = E
(
t, [t0]

)
E−1

(
t0, [t0]

)
x0

+ {Φ(t, t0) − E
(
t, [t0]

)
E−1

(
t0, [t0]

)}∫ t0

[t0]
Φ(t0, s)B(s)u(s) ds

+
∫ t

t0

Φ(t, s)B(s)u(s) ds. (2.5)

(ii) If t > [t0] + 1:

x(t) = E
(
t, [t])

[t]−1∏


=[t0]
E(
 + 1, 
)E−1

(
t0, [t0]

)
x0

+ E
(
t, [t])

[t]−1∏


=[t0]+1

E(
 + 1, 
)Φ
([t0] + 1, t0

)∫ t0

[t0]
Φ(t0, s)B(s)u(s) ds

+ E
(
t, [t])

[t]−1∏


=[t0]
E(
 + 1, 
)E−1

(
t0, [t0]

)∫ t0

[t0]
Φ(t0, s)B(s)u(s) ds

+ E
(
t, [t])

[t]−1∏


=[t0]+1

E(
 + 1, 
)

∫ [t0]+1

t0

Φ
([t0] + 1, s

)
B(s)u(s) ds

+ E
(
t, [t])

[t]−1∑

r=[t0]+1

{ [t]−1∏


=r+1

E(
 + 1, 
)

}∫ r+1

r

Φ(r + 1, s)B(s)u(s) ds

+
∫ t

[t]
Φ(t, s)B(s)u(s) ds. (2.6)

Proof Firstly, let us assume that [t0] ≤ t < [t0] + 1. Hence, [t] = [t0] and study the system:

ẋ(t) = A(t)x(t) + A0(t)x
([t0]

)+ B(t)u(t).
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By using (2.2) combined with (2.3)–(2.4) and integrating between [t0] and t , it can be
verified that its solutions are defined by:

x(t) = Φ
(
t, [t0]

)
x
([t0]

)+
∫ t

[t0]
Φ(t, s)

{
A0(s)x

([t0]
)+ B(s)u(s)

}
ds

=
{
Φ
(
t, [t0]

)+
∫ t

[t0]
Φ(t, s)A0(s) ds

}
x
([t0]

)+
∫ t

[t0]
Φ(t, s)B(s)u(s) ds

= E
(
t, [t0]

)
x
([t0]

)+
∫ t

[t0]
Φ(t, s)B(s)u(s) ds

and, by evaluating at t = t0 together with (A), we can deduce that:

x
([t0]

)= E−1
(
t0, [t0]

)
{
x0 −

∫ t0

[t0]
Φ(t0, s)B(s)u(s) ds

}
. (2.7)

By using (2.7) together with the identity above, we can deduce that if t0 ≤ t ≤ [t0 + 1],
the solution is:

x(t) = E(t, t0)E
−1
(
t0, [t0]

)
x0 − E

(
t, [t0]

)
E−1

(
t0, [t0]

)∫ t0

[t0]
Φ(t0, s)B(s)u(s) ds

+
∫ t

[t0]
Φ(t, s)B(s)u(s) ds

and (2.5) follows by noticing that:

∫ t

[t0]
Φ(t, s)B(s)u(s) ds = Φ(t, t0)

∫ t0

[t0]
Φ(t0, s)B(s)u(s) ds +

∫ t

t0

Φ(t, s)B(s)u(s) ds.

Similarly, if t ∈ (k, k + 1] and k ≥ [t0] + 1, we study the system

ẋ(t) = A(t)x(t) + A0(t)x(k) + B(t)u(t), with k = [t],
and it is easy to verify that its solution is given by:

x(t) = E
(
t, [t])x(k) +

∫ t

[t]
Φ(t, s)B(s)u(s) ds with k = [t]. (2.8)

The continuity of x(·) implies that, by letting t → k + 1, we can deduce that xk = x(k)

is the solution of the difference equation:

⎧
⎨

⎩
xk+1 = E(k + 1, k)xk +

∫ k+1

k

Φ(k + 1, s)B(s)u(s) ds

x[t0]+1 = x
([t0] + 1

)
.

(2.9)

By using the variation of parameters for linear difference equations (see e.g., [6]) it fol-
lows that:

xk =
k−1∏


=[t0]+1

E(
 + 1, 
)x
([t0] + 1

)
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+
k−1∑

r=[t0]+1

{
k−1∏


=r+1

E(
 + 1, 
)

}∫ r+1

r

Φ(r + 1, s)B(s)u(s) ds. (2.10)

By inserting this identity in (2.8), it follows that

x(t) = E
(
t, [t])

[t]−1∏


=[t0]+1

E(
 + 1, 
)x[t0]+1

+ E
(
t, [t])

[t]−1∑

r=[t0]+1

{ [t]−1∏


=r+1

E(
 + 1, 
)

}∫ r+1

r

Φ(r + 1, s)B(s)u(s) ds

+
∫ t

[t]
Φ(t, s)B(s)u(s) ds

and (2.6) is obtained by the continuity of the solution together with

x[t0]+1 = E
([t0] + 1, [t0]

)
E−1

(
t0, [t0]

)
x(t0)

+ {Φ([t0] + 1, t0
)− E

([t0] + 1, [t0]
)
E−1

(
t0, [t0]

)}∫ t0

[t0]
Φ(t0, s)B(s)u(s) ds

+
∫ [t0]+1

t0

Φ
([t0] + 1, s

)
B(s)u(s) ds,

which is obtained by letting t → [t0] + 1 in (2.5). �

Remark 2 In the special case t0 = [t0], the formula (2.6) becomes:

x(t) = E
(
t, [t])

[t]−1∏


=t0

E(
 + 1, 
)x0

+ E
(
t, [t])

[t]−1∏


=t0+1

E(
 + 1, 
)

∫ [t0]+1

t0

Φ(t0 + 1, s)B(s)u(s) ds

+ E
(
t, [t])

[t]−1∑

r=t0+1

{ [t]−1∏


=r+1

E(
 + 1, 
)

}∫ r+1

r

Φ(r + 1, s)B(s)u(s) ds

+
∫ t

[t]
Φ(t, s)B(s)u(s) ds,

which was previously deduced by Wiener (see e.g., [25, Th. 1.45]).

Remark 3 The assumption (A) plays a key role in order to ensure the existence of a solution.
Indeed, for any bounded and measurable function u : R → R

q , there exists a one to one
correspondence between x(t0) = x0 and x([t0]) defined by (2.7).

Remark 4 Equation (2.5) provides a backward continuation for [t0] ≤ t < t0.
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3 Controllability

Definition 2 The linear system (1.1) is called controllable on [t0, tf ] (t0 < tf ) if for any
couple of vectors x0 ∈ R

n×1 and xf ∈ R
n×1, there exists a piecewise continuous function

u : [t0, tf ] → R
q such that the corresponding solution of (1.1) with initial condition x(t0) =

x0 satisfies x(tf ) = xf . Moreover, the system (1.1) is called completely controllable if is
controllable on any interval.

In order to study the controllability problem, let us assume that tf > [t0]+1 and introduce
the n × n matrices:

Λk(tf ) := Λk =
{

E(tf , [tf ])∏[tf ]−1

=k+1 E(
 + 1, 
) if [t0] ≤ k < [tf ],

I if k = [tf ], (3.1)

which are non singular since (A). In addition, let us define the n × q matrices:

Zk(t) =
{

ΛkΦ(k + 1, t)B(t) if k ∈ {[t0], [t0] + 1, . . . , [tf ] − 1},
Φ(tf , t)B(t) if k = [tf ], (3.2)

the n × n matrices:

W[t0] = W
(
t0, [t0] + 1

) =
∫ [t0]+1

t0

Z[t0](s)ZT
[t0](s) ds

=: Λ[t0]G
(
t0, [t0] + 1

)
ΛT

[t0], (3.3)

W[tf ] =: W ([tf ], tf
)=

∫ tf

[tf ]
Z[tf ](s)ZT

[tf ](s) ds = G
([tf ], tf

)
(3.4)

and, for any integer k ∈ {[t0] + 1, . . . , [tf ] − 1}:

Wk = W(k, k + 1) =
∫ k+1

k

Zk(s)Z
T
k (s) ds =: ΛkG(k, k + 1)ΛT

k , (3.5)

where the n × n matrices G(α,β) are defined by:

G(α,β) =
∫ β

α

Φ(β, s)B(s)BT (s)ΦT (β, s) ds. (3.6)

The special case A(t) = 0 leads to:

J (t, τ ) = E(t, τ ) = I +
∫ t

τ

A0(s) ds, (3.7)

which allow us to define

W 0
[t0] = Λ[t0]G0

(
t0, [t0] + 1

)
ΛT

[t0], W 0
[tf ] = G0

([tf ], tf
)

and

W 0
k = ΛkG0(k, k + 1)ΛT

k for any k ∈ {[t0] + 1, . . . , [tf ] − 1
}
,
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where Λk are defined by (3.1) with (3.7) and G0(α,β) is defined by:

G0(α,β) =
∫ β

α

B(t)BT (t) dt.

Finally, in this section it will be assumed that u(t) = 0 for any t < t0.

Theorem 1 Assume that (A) is satisfied, tf > [t0] + 1. The system (1.1) is controllable on
[t0, tf ] if and only if at least one of the matrices G(t0, [t0] + 1), G([tf ], tf ) or G(k, k + 1)

with k ∈ {[t0] + 1, . . . , [tf ] − 1} has rank n.

Proof Firstly, we will assume that there exists k ∈ {[t0] + 1, . . . , [tf ] − 1} such that
RankG(k, k + 1) = n. In addition, we will consider x0 as initial state and xf as final one.
Note that the variation of parameters formula (2.6) implies:

x(tf ) = Λ[t0]E
([t0] + 1, [t0]

)
E−1

(
t0, [t0]

)
x0 +

∫ [t0]+1

t0

Z[t0](s)u(s) ds

+
[tf ]−1∑

k=[t0]+1

∫ k+1

k

Zk(s)u(s) ds +
∫ tf

[tf ]
Z[tf ](s)u(s) ds. (3.8)

As the matrices Λk and G(k, k+1) are non singular, the Theorem 2 from [2, Appendix A]
says that Rank(Wk) = n, which allow to define the control:

u(t) =
{

ZT
k (t)u∗

k if t ∈ [k, k + 1)

0 otherwise,

where u∗
k is defined by:

u∗
k = W−1

k

{
xf − Λ[t0]E

([t0] + 1, t0
)
E−1

(
t0, [t0]

)
x0
}
.

Upon inserting u(·) in the parameter’s variation formula (3.8), we obtain that:

x(tf ) = Λ[t0]E
([t0] + 1, [t0]

)
E−1

(
t0, [t0]

)+
(∫ k+1

k

Zk(s)Z
T
k (s) ds

)
u∗

k

= Λ[t0]E
([t0] + 1, [t0]

)
E−1

(
t0, [t0]

)+ Wku
∗
k = xf .

and the controllability follows. A similar result can be obtained by an identical approach
when RankG(t0, [t0] + 1) = n or RankG([tf ], tf ) = n. The details are left to the reader.

Secondly, we will assume that (1.1) is controllable on [t0, tf ] and, as a first step, we will
verify the following property:

∀α ∈ R
n×1 \ {0} exists some k ∈ {[t0], . . . , [tf ]} such that αT Wkα > 0, (3.9)

indeed, otherwise:

∃α ∈R
n×1 \ {0} such that αT Wkα = 0 for any k = [t0], . . . , [tf ],
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which implies by (3.5) that:
⎧
⎪⎪⎨

⎪⎪⎩

αT Z[t0](t) = 0 for any t ∈ [t0, [t0] + 1
)
,

αT Z[tf ](t) = 0 for any t ∈ [tf , [tf ]),
αT Z[t](t) = 0 for any t ∈ [k, k + 1) with k ∈ {[t0] + 1, . . . , [tf ] − 1

}
.

(3.10)

On the other hand, the controllability on [t0, tf ] implies that given a couple (x0,0), there
exists a control function u : [t0, tf ] →R such that x(t0) = x0 and x(tf ) = 0.

Now, we choose the initial condition

x0 = E
(
t0, [t0]

)
E−1

([t0] + 1, [t0]
)
Λ−1

[t0]α,

which is inserted in (3.8). By using the fact that x(tf ) = 0, we can conclude that.

0 = α +
∫ [t0]+1

t0

Z[t0](s)u(s) ds +
[tf ]−1∑

k=[t0]+1

∫ k+1

k

Zk(s)u(s) ds +
∫ tf

[tf ]
Z[tf ](s)u(s) ds.

By multiplying by αT and using (3.10), we can conclude that 0 = αT α = ‖α‖2
2, obtaining

a contradiction with α = 0 and (3.9) follows. Now, as (3.9) is verified and Wk is positive
definite, we can conclude that Rank(Wk) = n. Finally, the invertibility of Λk implies that
G(k, k + 1) has rank n and the Theorem follows. �

A careful lecture of the proof shows that Eq. (3.9) can be interpreted in several ways,
leading to the alternative formulation of Theorem 1:

Proposition 1 The following sufficient and necessary controllability conditions hold when
tf > [t0] + 1 and (A) is satisfied:

(i) If at least one of the matrices G(t0, [t0] + 1), G([tf ], tf ) or G(k, k + 1) with k ∈ {[t0] +
1, . . . , [tf ] − 1} has rank n, then (1.1) is controllable on [t0, tf ].

(ii) If the system (1.1) is controllable on [t0, tf ], then

Rank[W[t0] W[t0]+1 · · · W[tf ]] = n,

which is usual in the impulsive literature [7, 30]. We point out the remarkable simplicity of
our first formulation.

In addition, the controllability result can be reformulated in terms of the control system

ẋ = A(t)x + B(t)u(t). (3.11)

Proposition 2 Provided that (A) is verified and tf > [t0]+1, the system (1.1) is controllable
on [t0, tf ] if and only if the system (3.11) is controllable in at least one of the intervals
[t0, [t0] + 1], [k, k + 1] (for some k ∈ {[t0] + 1, . . . , [tf ] − 1}) or [[tf ], tf ].

Proof The proof is a consequence of a classical controllability result for LTV systems (see
e.g., Theorem 1 from [9]). �

If tf < [t0] + 1, a similar consequence (the proof is given for the reader) is the following
result:
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Corollary 1 Assume that (A) is satisfied and tf ∈ (t0, [t0] + 1). Then (1.1) is controllable
on [t0, tf ] if and only if the matrix:

G(t0, tf ) =
∫ tf

t0

Φ(tf , s)B(s)BT (s)ΦT (tf , s) ds

has rank n.

By following the lines of the proof of the Theorem 1, we can easily obtain the corre-
sponding result:

Corollary 2 Assume that I +∫ t

τ
A0(s) ds is non singular for any t, τ ∈ [j, j +1) with j ∈ Z

and tf > [t0] + 1. The system (1.1) with A(t) = 0 is controllable on [t0, tf ] if and only if at
least one of the matrices G0(k, k + 1), G0([tf ], tf ) or G0(t0, [t0] + 1) has rank n.

4 Observability

Definition 3 The unforced linear system (1.1)–(1.2):

ẋ(t) = A(t)x(t) + A0(t)x
([t]), (4.1)

y(t) = C(t)x(t) + C0(t)x
([t]), (4.2)

is called observable on [t0, tf ] (t0 < tf ) if every initial condition x0 ∈ R
n×1 can be deter-

mined from the knowledge of the output y(t) ∈R
r×1 on [t0, tf ].

Let us introduce the r × n matrix function:

H(t, τ ) = C(t)E(t, τ ) + C0(t), (4.3)

the n × n matrices:

X[t] =
{

I if t0 ≤ t < [t0] + 1 < tf ,∏[t]−1

=[t0] E(
 + 1, 
) if [t0] + 1 ≤ t,

(4.4)

which are non singular since (A). Moreover, we define the r × n matrices,

R[t0](t) = H(t, t0) and Rk(t) = H(t, k)Xk with k ∈ {[t0] + 1, . . . , [tf ]}, (4.5)

the n × n matrices:

M[t0] = M
(
t0, [t0] + 1

)=
∫ [t0]+1

t0

RT
[t0](s)R[t0](s) ds =: V (t0, [t0] + 1

)
, (4.6)

M[tf ] = M
([tf ], tf

)=
∫ tf

[tf ]
RT

[tf ](s)R[tf ](s) ds =: XT
[tf ]V

([tf ], tf
)
X[tf ] (4.7)

and, for any integer k ∈ {[t0] + 1, . . . , [tf ] − 1}:

Mk = M(k, k + 1) =
∫ k+1

k

Rk(s)R
T
k (s) ds =: XT

k V (k, k + 1)Xk, (4.8)
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where the n × n matrices V (α,β) are defined by:

V (α,β) =
∫ β

α

HT
(
s, [s])H (s, [s])ds. (4.9)

The special case A(t) = 0 leads to the matrices E(t, τ ) = J (t, τ ) defined by (3.7). Now,
we define the matrices

M0
[tf ] = XT

[tf ]V0

([tf ], tf
)
X[tf ], M0

[t0] = V0

(
t0, [t0] + 1

)

and for any k ∈ {[t0] + 1, . . . , [tf ] − 1}:
M0

k = XT
k V0(k, k + 1)Xk,

where Xk is defined by (4.4) with (3.7) and

V0(α,β) =
∫ k+1

k

{
C(t)E

(
t, [t])+ C0(t)

}T {
C(t)E

(
t, [t])+ C0(t)

}
dt

with E(·, ·) defined by (3.7).

Theorem 2 Assume that (A) is satisfied and tf > [t0] + 1, the system (4.1)–(4.2) is ob-
servable on [t0, tf ] if and only if at least one of the matrices V (t0, [t0] + 1), V ([tf ], tf ) or
V (k, k + 1) with k ∈ {[t0] + 1, . . . , [tf ] − 1} has rank n.

Proof Firstly, we assume that there exists some integer k ∈ {[t0] + 1, . . . , [tf ] − 1} such that
RankV (k, k + 1) = n. By using (2.6) with u(t) = 0, it follows that:

y(t) = H
(
t, [t])X[t]E−1

(
t0, [t0]

)
x0 = R[t](t)E−1

(
t0, [t0]

)
x0. (4.10)

Now, let us multiply the left of (4.10) by the function:

φk(t) =
{

RT
k (t) if k ≤ t < k + 1

0 otherwise,

and integrate over [t0, tf ], obtaining:

M(k, k + 1)E−1
(
t0, [t0]

)
x(t0) =

∫ k+1

k

XT
k HT

(
s, [s])y(s) ds.

By using the fact that the matrices Xk and V (k, k + 1) are non singular, the The-
orem 2 from [2, Appendix A] says that RankM(k, k + 1) = n, which implies that
M(k, k + 1)E−1(t0, [t0]) is non singular. In consequence, we have that

x(t0) = E
(
t0, [t0]

)
M−1(k, k + 1)

∫ k+1

k

RT
[k](t)y(t) dt

and the observability follows. The cases RankV (t0, [t0] + 1) = n and RankV ([tf ], tf ) = n

can be proved in a similar way and are given for the reader.
Secondly, we assume that (4.1)–(4.2) is observable on [t0, tf ] and, as an intermediate

step, we will prove that

∀α ∈ R
n×1 \ {0} exists some k ∈ {[t0], . . . , [tf ]} such that αT Mkα > 0, (4.11)
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indeed, otherwise

∃α ∈R
n×1 \ {0} such that αT Mkα = 0 for any k = [t0], . . . , [tf ].

Now, if we consider the initial condition x(t0) = x0 = E(t0, [t0])α and use (4.10), it fol-
lows that:

∫ tf

t0

∥∥y(s)
∥∥2

2
ds =

∫ tf

t0

yT (s)y(s) ds =
[tf ]∑

j=[t0]
αT Mjα = 0,

thus y(t) = R[t](t)α = 0 almost everywhere for t ∈ [t0, tf ], which implies that the initial
condition x0 = E(t0, [t0])α is unobservable, obtaining a contradiction and (4.11) is verified.
Now, we can deduce that some matrix Mk has rank n and the Theorem follows by using the
invertibility of Xk , which implies that V (k, k + 1) has rank n. �

As in the controllability proof, the property (4.11) can be reformulated in several ways,
leading to an equivalent “impulsive type” result:

Proposition 3 Assume that (A) is satisfied and tf > [t0] + 1,

(i) If at least one of the matrices V (t0, [t0] + 1), V ([tf ], tf ) or V (k, k + 1) with k ∈ {[t0] +
1, . . . , [tf ] − 1} has rank n, then the system (4.1)–(4.2) is observable on [t0, tf ].

(ii) If the system (4.1)–(4.2) is observable on [t0, tf ], then the matrix

M(t0, tf ) = M
(
t0, [t0] + 1

)+
[tf ]−1∑

k=[t0]+1

M(k, k + 1) + M
([tf ], tf

)
. (4.12)

is non singular.

By following the lines of the proof of Theorem 2, we can deduce the byproduct:

Corollary 3 Assume that (A) is satisfied and t0 < tf ≤ [t0] + 1. The system (4.1)–(4.2) is
observable on [t0, tf ] if and only if the matrix:

V (t0, tf ) =
∫ tf

t0

{
C(t)E

(
t, [t0]

)+ C0(t)
}T {

C(t)E
(
t, [t0]

)+ C0(t)
}
dt,

is non singular.

By following the lines of the proof of Theorem 2, we obtain:

Corollary 4 Assume that J (t, τ ) = I + ∫ t

τ
A0(s) ds is non singular for any t, τ ∈ [k, k + 1]

with k ∈ Z and tf > [t0] + 1, the system (4.1)–(4.2) with A(t) = 0 is observable on [t0, tf ]
if and only if at least one of the matrices V0(t0, [t0] + 1), V0([tf ], tf ) or V0(k, k + 1) with
k ∈ {[t0] + 1, . . . , [tf ] − 1} has rank n.
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5 The Linear Time Invariant Case

When A(t) = A, A0(t) = A0 and B(t) = B , it follows that

J (t, τ ) = I +
∫ t

τ

eA(τ−s)A0 ds = I +
∫ t−τ

0
e−AsA0 ds, (5.1)

and

E(t, τ ) = eA(t−τ) +
∫ t

τ

eA(t−s)A0 ds = eA(t−τ) +
∫ t−τ

0
eAsA0 ds. (5.2)

This notation has been introduced in [25, p. 46]. In addition, the special case E(k + 1, k)

(with k ∈ Z) will be denoted as follows:

E(k + 1, k) = eA +
∫ 1

0
eAsA0 ds = M(A,A0). (5.3)

In order to study the above expressions and without loss of generality, we will assume
that the characteristic polynomial of the matrix A is

p(λ) =
n−1∑

i=0

diλ
i + λn with di ∈ R. (5.4)

Remark 5 The Cayley–Hamilton Theorem allows to prove (see e.g., [15]) the existence of
n scalar analytic functions {βi(t)}n−1

i=0 such that

etA =
n−1∑

i=0

βi(t)A
i, (5.5)

where the series expansion of t �→ βi(t) has coefficients defined in terms of di .

Lemma 2 The function E(t, τ ) defined by (5.2) can be represented as:

E(t, τ ) = I +
n∑

i=1

(∫ t−τ

0
βi−1(s) ds

)
Ai−1(A + A0), (5.6)

where the terms βi(·) are defined in (5.5).

Proof Notice that (5.4) and (5.5) imply that:

eAtA = β0(t)A + β1(t)A
2 + · · · + βn−2(t)A

n−1 + βn−1(t)A
n

=
n−1∑

i=1

βi−1(t)A
i − d0βn−1(t)I − βn−1(t)

n−1∑

i=1

diA
i

= −d0βn−1(t)I +
n−1∑

i=1

{
βi−1(t) − diβn−1(t)

}
Ai.
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This identity combined with (5.4) and

eAt = I +
∫ t

0
eAsAds, (5.7)

will allow us to verify that:

β0(t) = 1 − d0

∫ t

0
βn−1(s) ds, (5.8)

∫ t

0
βi−1(s) ds = βi(t) + di

∫ t

0
βn−1(s) ds for i = 1, . . . , n − 1. (5.9)

By using (5.5) and (5.9), we can write (5.2) as follows:

E(t, τ ) =
n−1∑

i=0

βi(t − τ)Ai +
n−2∑

i=0

∫ t−τ

0
βi(s) dsAiA0 +

∫ t−τ

0
βn−1(s) dsAn−1A0

=
n−1∑

i=0

βi(t − τ)Ai +
n−1∑

i=1

∫ t−τ

0
βi−1(s) dsAi−1A0 +

∫ t−τ

0
βn−1(s) dsAn−1A0

=
n−1∑

i=0

βi(t − τ)Ai +
n−1∑

i=1

{
βi(t − τ) + di

∫ t−τ

0
βn−1(s) ds

}
Ai−1A0

+
∫ t−τ

0
βn−1(s) dsAn−1A0

= β0(t − τ)I +
n−1∑

i=1

βi(t − τ)Ai−1(A + A0)

+
(∫ t−τ

0
βn−1(s) ds

) n−1∑

i=1

{
diA

i−1 + An−1
}
A0.

By using (5.8) and Cayley–Hamilton’s Theorem, we obtain:

E(t, τ ) = I +
n−1∑

i=1

βi(t − τ)Ai−1(A + A0)

+
(∫ t−τ

0
βn−1(s) ds

)(n−1∑

i=1

{
diA

i−1 + An−1
}
A0 − d0I

)

= I +
n−1∑

i=1

(
βi(t − τ) + di

∫ t−τ

0
βn−1(s) ds

)
Ai−1(A + A0)

+
∫ t−τ

0
βn−1(s) dsAn−1(A + A0).

and the identity (5.6) follows by using (5.9). �
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Remark 6 As expected by (5.2), the reader can verify that (5.6) becomes E(t, τ ) = eA(t−τ)

when A0 = 0.

As before, we will assume throughout this section that:

(a) For any t < t0, we have u(t) = 0.
(b) The matrix defined by (5.1) is nonsingular for any couple (t, τ ) such that t − τ ∈ [0,1],

e.g., (A) is satisfied. See Remark 1 for details

5.1 Controllability Results

In this framework, the matrices Λk defined in (3.1) becomes:

Λk =
{

E(tf , [tf ])M(A,A0)
[tf ]−k−1 if k ∈ {[t0], . . . , [tf ] − 1},

I if k = [tf ],

which are non singular since (A). As before, let us define the n × q matrices:

Zk(s) =
{

Λke
A(k+1−s)B if k ∈ {[t0], . . . , [tf ] − 1}

eA(tf −s)B if k = [tf ].
For any k ∈ {[t0] + 1, . . . , [tf ] − 1}, the matrices Wk defined by (3.5) becomes:

Wk = Λk

(∫ k+1

k

eA(k+1−s)BBT eAT (k+1−s) ds

)
ΛT

k

= Λk

(∫ 1

0
eAsBBT eAT s ds

)
ΛT

k .

Finally, we define:

W[t0] = Λ[t0]
(∫ [t0]+1

t0

eA([t0]+1−s)BBT eAT ([t0]+1−s) ds

)
ΛT

[t0]

= Λ[t0]
(∫ 1−(t0−[t0])

0
eAsBBT eAT s ds

)
ΛT

[t0].

and

W[tf ] =
∫ tf

[tf ]
eA(tf −s)BBT eAT (tf −s) ds =

∫ tf −[tf ]

0
eAsBBT eAT s .

In addition, if tf < [t0] + 1, we can define:

W(t0, tf ) = E(t0, tf )

(∫ tf −t0

0
eAsBBT eAT s ds

)
ET (t0, tf ).

Remark 7 By using (5.5), it can be proved (see e.g., Th. 3.1 from [33]) that

Rank

(∫ t

0
eAsBBT eAT s ds

)
= n for any t > 0
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if and only if the classic controllability matrix

C = [B AB A2B · · · An−1B
]

(5.10)

has rank n.

An important consequence of Remark 7 is that Rank(C) = n if and only if all the matrices
Wk defined above have rank n. This fact combined with Theorem 1 implies the following
results:

Theorem 3 The system (1.1) is completely controllable if and only if Rank(C) = n.

Corollary 5 If A = 0, then the system (1.1) is completely controllable if and only if
Rank(B) = n.

As in the LTV case, Theorem 3 can be reformulated as follows:

Proposition 4 The system (1.1) is completely controllable if and only if the system

ẋ = Ax + Bu

is completely controllable.

It is interesting to emphasize that the controllability problem can be also addressed by
using constant control functions u(t) = uk for any t ∈ [k, k + 1) and studying the linear
discrete system:

{
xk+1 = M(A,A0)xk + B̃uk

x[t0]+1 = x
([t0] + 1

)
,

with B̃ =
∫ 1

0
eAsB ds, (5.11)

obtained by the variation of parameters. It is well known that (5.11) is controllable if and
only if the matrix

[
B̃ M(A,A0)B̃ · · · M(A,A0)

n−1B̃
]

has rank n. Nevertheless, a careful lecture of this result (see e.g., [6, Theorem 10.4]) show
us that it is necessary to consider intervals [t0, tf ] of length bigger than n, while our results
do not have this restriction.

5.2 Observability Results

By (5.3), we can deduce that

X[t] = M(A,A0)
[t]−[t0] for t0 < t < [tf ].

A direct consequence of Lemma 2 allows to write (4.3) as:

H
(
t, [t])= C + C0 +

n∑

i=1

(∫ t−[t]

0
βi−1(s) ds

)
CAi−1(A + A0). (5.12)
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Theorem 4 The system (4.1)–(4.2) is observable on [t0, tf ] with tf > [t0] + 1 if and only if
the r(n + 1) × n matrix:

O =

⎡

⎢
⎢⎢
⎣

C + C0

C(A + A0)
...

CAn−1(A + A0)

⎤

⎥
⎥⎥
⎦

(5.13)

has rank n.

Proof Firstly, we will assume that Rank(O) = n and prove that any matrix V (k, k+1) (with
k ∈ {[t0] + 1, . . . , [tf ] − 1}) defined in Sect. 4 has rank n. Indeed, otherwise if RankV (k,

k + 1) < n, there exists a non zero vector α ∈ R
n×1 such that:

∫ k+1

k

∥∥{CE(t, k) + C0

}
α
∥∥2

2
dt = 0,

which implies that the continuous map t �→ ψ(t) = (CE(t, k) + C0)α is zero on [k, k + 1].
By letting t → k+ leads to:

ψ
(
k+)= (C + C0)α = 0.

In addition, it can be verified that the j -th right derivatives of ψ(t) evaluated at t = k+

are equal to:

ψ(j)
(
k+)= CAj−1(A + A0)α = 0, with j ∈ N.

By using (5.4) combined with Cayley–Hamilton’s Theorem, we can see that:

CAn(A + A0) = −
n∑

i=1

di−1CAi−1(A + A0)

and we can conclude that the j -th (with j ≥ n + 1) derivatives ψ(j)(k+) can be deduced
from the previous ones.

Now, we obtain the system:

Oα = 0.

As Rank(O) = n, we conclude that α = 0, obtaining a contradiction. In consequence,
any matrix V (k, k + 1) with k ≥ [t0] + 1 has rank n and the observability follows from
Theorem 2. A similar observability result can be obtained with the matrix V ([tf ], tf ) and
the details are left to the reader. Nevertheless, note that this computation is not direct for
V (t0, [t0] + 1).

Secondly, we will assume that the system (4.1)–(4.2) is observable and prove that
Rank(O) = n. Indeed, otherwise if Rank(O) < n, then there exists a nonzero vector
α ∈R

n×1 such that:

(C + C0)α = 0 and CAi−1(A + A0)α = 0 for i = 1, . . . , n. (5.14)

On the other hand, as the system is observable, Theorem 2 says that there exists j ∈
{[t0], . . . , [tf ]} such that Mj is positive definite. Now, we will consider the non zero vector
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vα = X−1
[j ]α with α satisfying (5.14). Now, we use (5.12) combined with (5.14) to observe

that

αT V (j, j + 1)α

= αT

∫ j+1

j

H(t, j)T

{

C + C0 +
n∑

i=1

∫ t−[t]

0
βi−1(s)CAi−1(A + A0) ds

}

α dt = 0,

obtaining a contradiction with the positive definiteness of Mj and the result follows. �

Remark 8 For the authors, it is surprising to verify the lack of the duality between control-
lability and observability conditions, which is verified in the classical theory.

A careful lecture of the previous proof shows that the computations for the rank for
V (t0, [t0] + 1) are more complicated but are useful to study the observability when tf <

[t0] + 1.

Corollary 6 Assume that [t0] ≤ t0 < tf ≤ [t0] + 1. The following sufficient and necessary
observability conditions for (4.1)–(4.2) hold:

(i) If the r(n + 1) × n matrix:

Oτ(t0) =

⎡

⎢
⎢⎢
⎢⎢
⎣

CeAτ(t0) + C
∫ τ(t0)

0 eAsA0 ds + C0

CeAτ(t0)(A + A0)

...

CeAτ(t0)An−1(A + A0)

⎤

⎥
⎥⎥
⎥⎥
⎦

with τ(t0) = t0 − [t0] (5.15)

has rank n, then (4.1)–(4.2) is observable in [t0, tf ].
(ii) If (4.1)–(4.2) is observable in [t0, tf ], then the observability matrix O defined by (5.13)

has rank n.

Proof By using Corollary 3, we know that the system is observable on [t0, tf ] if and only if

RankV (t0, tf ) =
∫ tf

t0

{
C(t)E

(
t, [t0]

)+ C0(t)
}T {

C(t)E
(
t, [t0]

)+ C0(t)
}
dt = n.

Now, by following the lines of the previous proof, we can deduce that RankOτ(t0) = n

implies that RankV (t0, tf ) = n and the observability follows. Finally, the proof of statement
(ii) is similar. �

Remark 9 This result is weaker than the previous one. The main obstacle is that [t0, tf ]∩Z =
∅ and the derivatives of ψ(s) cannot be evaluated at integer numbers as before. This induces
an additional difficulty to the observability problem. Nevertheless, it is interesting to point
out that if t0 = [t0], then Oτ(t0) = O and our previous result is recovered.

Some particular cases can be studied and proved in a similar way but with less restric-
tions. The following result shows that if A0 = 0, it is not correct to evaluate A0 = 0 in
Corollary 4 (i.e., the observability conditions are not continuous with respect to A0):
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Corollary 7 If A0 = 0, then the system (4.1)–(4.2) is observable on [t0, tf ] with tf > [t0]+1
if and only if the rn × n matrix:

⎡

⎢⎢
⎢
⎣

C + C0

CA
...

CAn−1

⎤

⎥⎥
⎥
⎦

has rank n.

Proof If the rank is n, the observability can be deduced by noticing that the j -th right
derivatives of t �→ ψ(t) = (CeAt + C0)α evaluated at t = k+ are equal to:

ψ(j)
(
k+)= CAjα = 0, with j ∈ N,

and by Cayley–Hamilton’s Theorem, we can see that the j -th with j ≥ n right derivatives
ψ(j)(k+) can be deduced from the previous ones (observe that it was j ≥ n + 1 when
A0 = 0). Conversely, if the system is observable, the property Rank(O) can be deduced
as in the previous proof by noticing that (4.3) has the simpler form:

H
(
t, [t])= C + C0 +

n−1∑

j=0

βj (t)CAj .

�

Notice that if C0 = 0, we obtain the necessary and sufficient observability condition for
classical LTI control systems. The last results can be proved in a similar way and its proof
is given for the reader:

Corollary 8 If C + C0 = 0, then the system (4.1)–(4.2) is observable on [t0, tf ] with tf >

[t0] + 1 if and only if the rn × n matrix:

⎡

⎢
⎣

C(A + A0)
...

CAn−1(A + A0)

⎤

⎥
⎦

has rank n.

Corollary 9 If A + A0 = 0, then the system (4.1)–(4.2) is observable on [t0, tf ] with tf >

[t0] + 1 if and only if Rank(C + C0) = n.

Corollary 10 Assume that A = 0 and J (t, τ ) = I + (t − τ)A0 is non singular for any
t, τ ∈ [j, j + 1] with j ∈ Z and tf > [t0]+ 1, then (4.1)–(4.2) is observable if and only if the
matrix

[
C + C0

CA0

]

has rank n.
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As before, the observability problem can be addressed by studying the linear discrete
system:

{
xk+1 = M(A,A0)xk

yk = {C + C0}xk.
(5.16)

Indeed, it is well known that (5.16) is observable if and only if

⎡

⎢⎢
⎢
⎣

C + C0

(C + C0)M(A,A0)
...

(C + C0)M(A,A0)
n−1

⎤

⎥⎥
⎥
⎦

has rank n. Nevertheless, a careful lecture of this criterion (see e.g., [6, Theorem 10.13])
show us that it is necessary to consider intervals [t0, tf ] of length bigger than n while our
results do not have this restriction.

6 Examples

Example 1 Let us consider the classic control system:

ẋ(t) =
[

0 1
0 0

]
x(t) +

[
1
0

]
u(t),

y(t) = [0 1
]
x(t),

which is neither controllable nor observable since the controllability and observability ma-
trices have rank one. This system (when ε = ν = 0) can be submitted to a discontinuous
delay combined with a perturbation:

ẋ(t) =
[

0 1
ε2 0

]
x(t) + ν

[
0 0
1 0

]
x
([t])+

[
1
0

]
u(t),

y(t) = [0 1
]
x(t) − ν

[
1 0

]
x
([t]).

Now, we can verify that

eAt =
[

cosh(εt) sinh(εt)

ε sinh(εt) ε cosh(εt)

]
and J (t, τ ) =

[
1 + ν{1 − cosh(ε(t − τ))} 0

∗ 1

]
.

For any couple (t, τ ) satisfying t − τ ∈ [0,1], it can proved that J (t, τ ) is non singular
either if ν ≤ 0 or ν > 0 and (ε, t − τ ] ∈ R × [0,1] with ν|1 − cosh(ε(t − τ))| < 1. The
controllability and observability matrices:

C = [B AB] =
[

1 0
0 ε2

]
and O =

⎡

⎣
C + C0

C(A + A0)

CA(A + A0)

⎤

⎦=
⎡

⎣
−ν 1

ε2 + ν 0
0 ε2

⎤

⎦

have rank 2. Finally, Theorem 3 says that the DEPCA system is completely controllable and
Theorem 4 says that is observable on any interval [t0, tf ] with tf > [t0] + 1.
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Example 2 Let us consider the system (1.1) with the matrices:

A =
[

0 1
0 −0.1

]
, A0 =

[
0 0
1 0

]
, B =

[
1
0

]
.

C = [1 1
]
, C0 = [−1 −1.1

]
.

We can verify that

eAt =
[

1 10(1 − e−0.1t )

0 e−0.1t

]

and

J (t, τ ) =
[

1 + 10(t − τ) − 100(e0.1(t−τ) − 1) 0
∗ 1

]

and we can verify that J (t, τ ) is non singular for any couple (t, τ ) such that t − τ ∈ [0,1)

since the function η �→ 1 + 10η − 100(e0.1η − 1) is positive for any η ∈ [0,1]. Now, observe
that:

C = [B AB] =
[

1 0
0 0

]

has rank 1 and Corollary 3 says that the DEPCA system cannot be controllable. On the other
hand, the matrix

O =
⎡

⎣
C + C0

C(A + A0)

CA(A + A0)

⎤

⎦=
⎡

⎣
0 −0.1
1 0.9

0.9 −0.09

⎤

⎦

has rank 2 and Theorem 4 says that the DEPCA system is observable on any interval [t0, tf ]
with tf > [t0] + 1.

7 Concluding Remarks

In this paper the DEPCA control systems (1.1) and (4.1)–(4.2) have been considered under
the fundamental assumption (A), which imposes some restrictions to the matrices A(t) and
A0(t). Necessary and sufficient conditions for the controllability of (1.1) and observability of
(4.1)–(4.2) on [t0, tf ] have been derived (see Theorems 1 and 2 respectively). It is interesting
to point out that Theorem 1 says that the controllability can be studied by considering the
classic system (3.11) on the intervals [k, k + 1] ⊂ [t0, tf ] with k ∈ Z.

On the other hand, when considering the LTI case, we obtain classical controllability
conditions (see Theorem 3) but deduce some new ones (see Theorem 4 and Corollary 8) for
observability, this is due to our Cayley–Hamiltons’s characterization of the matrix E(t, τ )

(see Lemma 2). In addition, new difficulties arise when tf ≤ [t0] + 1 (see Corollary 6) and
“classical” results (see Corollary 7) can be deduced when A0 = 0.

In spite of controllability and observability in an LTI framework can be also considered
by studying the linear discrete systems (5.11) and (5.16), an important limitation is the
assumption that [t0, tf ] has a length bigger than n. However, discrete systems arising from
DEPCA equations are interesting on itself.
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