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Abstract
We used spectral, textural and photogrammetric information from very-high resolution 
(VHR) stereo satellite data (Pléiades and WorldView-2) to estimate forest biomass across two 
test sites located in Chile and Germany. We compared Random Forest model performances 
of different predictor sets (spectral, textural, and photogrammetric), forest inventory 
designs and filter sizes (texture information). Best model performances were obtained with 
photogrammetric combined with either textural or spectral information and smaller, but more 
field plots. Stereo-VHR images showed a great potential for canopy height model (CHM) 
generation and could be an adequate alternative to LiDAR and InSAR techniques.
Keywords: Biomass modelling, WordView-2, Pléiades, random forest, photogrammetry, 
canopy height models.

Introduction
Woody biomass is one of the major resources for an emerging sustainable bio-economy [Becker 
et al., 2009]. Therefore, sustainable forest ecosystem management as well as climate protection 
mechanisms such as Reducing Emissions from Deforestation and Degradation (REDD+) depend 
on reliable and concise information about the temporal and spatial distribution of forest biomass. 
Furthermore, accurate forest biomass estimations are needed to evaluate the potential of forest 
ecosystem services (e.g. erosion control). In the field of remote sensing, various sensors and 
approaches have been evaluated to model aboveground biomass [Lu, 2006; Koch, 2010]. Most 
frequent approaches used remote sensing predictors in combination with in situ measurements 
to train parametric or non-parametric regression models [Fassnacht et al., 2014].
According to the close association between tree height and wood volume, canopy height 
models featured a high explanatory power for forest biomass estimations [Koch, 2010]. 
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Hence, on a local to regional scale the most accurate results were generally obtained using 
data from airborne Light Detection And Ranging (LiDAR) systems [Lefsky et al., 2002; 
Clark et al., 2011; Næsset et al., 2011]. However, airborne missions are generally too 
expensive for national and multi-temporal forest resource assessments.
If a priori a Digital Terrain Model (DTM) is available, Very High-Resolution (VHR) stereo 
pairs (e.g. derived from GeoEye-1, Ikonos, Pléiades or WorldView-2) enable the generation 
of accurate Canopy Height Models (CHM) [Huaguo and Biao, 2011; Neigh et al., 2014]. 
The potential of spaceborne photogrammetric CHMs for the estimation of forest biomass 
or timber stock has been demonstrated in several studies [e.g. St-Onge et al., 2008; Straub 
et al., 2013; Kattenborn et al., 2015].
Besides the CHM information, VHR stereo pairs can be used to extract spectral-based 
predictors. Predictors derived from multispectral sensors achieved moderate success for 
estimating forest biomass [Nelson et al., 2000; Lu et al., 2005; Anaya et al., 2009]. Especially 
in dense forest stands with closed and multi-layered canopies, the spectral signal saturates 
at high biomass values. However, spectral reflectance yields information on tree species and 
condition [Carleer and Wolf, 2004; Waser et al., 2014]. Particularly in mixed forests, the 
latter might be a complement to CHM information, since forest biomass can be expressed as 
a function of heights and diameters of trees and their species dependent wood properties.
An additional predictor type for forest biomass is given by texture information, i.e. parameters 
that spatially characterize the reflectance patterns. Texture parameters can contain information 
on canopy closure and shape. Few studies demonstrated the predictive performance of textural 
predictors as well as their combination with spectral predictors for aboveground biomass 
modeling [Ozdemir and Karnieli, 2011; Eckert, 2012; Shamsoddini et al., 2013].
Accordingly, stereo-VHR acquisitions allow for extracting different biomass related 
predictor types, whereas data harmonization and -processing efforts as well as acquisition 
costs are relatively low in comparison to multi-sensor approaches. These, photogrammetric, 
spectral and texture based predictors inherit different tree and forest stand characteristics. 
It seems reasonable, that combining all predictor types increases the accuracy of biomass 
estimations. To validate this hypothesis we compare biomass estimates based on the single 
predictor types as well as their combination for a temperate and a sub-mediterranean 
temperate forest site. According to our literature research the majority of studies related to 
biomass and remote sensing does not account for site-specific properties, e.g. topographic 
biomass patterns, within their accuracy assessments. Hence, we check the robustness of our 
biomass models with regard to our site-specific characteristics i.e. mountainous terrain and 
tree species composition. As indicated by previous studies [Zolkos et al., 2013; Fassnacht 
et al., 2014], the training of remote sensing based biomass models depends on an adequate 
field sampling, in terms of size and number of field plots. To evaluate the importance of 
these properties for VHR data we used two different field sample sets for each site.

Material and Methods
Study Site Karlsruhe, Germany
The first study site is located near Karlsruhe (49°03’37’’N, 8°24’09”E to 49°01’15’’N, 
8°25’49’’E), Germany (Fig.1) and covers an area of approximately 900 ha. The site is 
representative for managed European temperate forests. The area is mainly covered by Scots 
pine (Pinus sylvestris), European beech (Fagus sylvatica), sessile oak (Quercus petraea) 
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red oak (Quercus rubra), wild cherry (Prunus avium) and hornbeam (Carpinus betulus). 
Forest compartments embrace pure and mixed stands of different age. The terrain is flat and 
ranges from altitudes of 109 m to 114 m above sea level. Field data was collected during a 
three-week field campaign between mid-August and the beginning of September 2013.

Figure 1 - False color infrared image 
(WorldView-2) and cluster locations (yellow) of 
the study site Karlsruhe, Germany. Each cluster 
contains three field plots.

Study Site Monte Oscuro, Chile
The second test site is located in the Maule region of central Chile (35°7′0′′S, 70°55′26′′E) 
and extends over an area of 1260 ha. The dominant tree species is Roble beech (Nothofagus 
oblique (Mirb.) Oerst.). Further species are Mañío de hojas largas (PodocarpussalignusD. 
Don), Naranjillo (Citronellamucronata (Ruiz&Pav.) D. Don), Piñol (Lomatiadentata 
(Ruiz&Pavón) R. Br.), Peumo (Cryptocaryaalba (Mol.) Looser) and Olivillo (Aextoxicon 
punctatum Ruiz&Pavón). Due to the very low management impact the site is in a quasi-
natural state and can be considered as a secondary growth native forest. The terrain is 
rough and ranges from altitudes of 700 m to 1400 m above sea level. The forest cover is 
characterized by a high horizontal and vertical structural diversity. Field data were collected 
during a field campaign in Chilean summer between January and March 2013.

Figure 2 - False color infrared image (Pléiades) 
and cluster locations (yellow) of the study site 
Monte Oscuro, Chile. Each cluster contains 
three field plots.
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Field Sampling and Reference Data Calculation
For both test sites cluster locations were pre-selected based on inventory maps to ensure 
that reference data of all major forest types and age classes were sampled (n=98 for Chile, 
n=101 for Germany, see Fig. 1 and Fig. 2). Each cluster consists of 3 satellite field plots. The 
inventory design of the field plots followed an approach of concentric rings with radii of 2 
m, 3 m, 6 m and 12 m. In each of these rings trees with a Diameter at Breast Height (DBH) 
exceeding 7 cm, 10 cm, 15 cm and 30 cm, respectively were measured. Measurements 
included the DBH and the species for all trees. For a subset of trees in each field plot, height 
was measured with a Vertex Hypsometer. The satellite plots represent field measurements 
with very close spatial association, assuming that forest characteristics vary only marginal 
between them. By applying species-specific allometric equations [Zianis et al., 2005; Zell, 
2008; Annighöfer et al., 2012] above ground biomass was calculated for each individual 
tree, based on the DBH and for some species on DBH and tree height. Finally, the single 
tree biomass values were converted to t/ha by using expansion factors. Expansion factors 
for each concentric ring were defined as 1 ha / area of ring with radius x. Summaries of the 
biomass reference data are given in Table 1 and Table 2. Further details regarding the test 
sites, sampling and biomass calculations are given in Fassnacht et al. [2014] and Corvalán 
et al. [2014].

Table 1 - Statistical summary of the field data sets in Karlsruhe, Germany. All values except 
count are given in t/ha.

Count Min. 1st Qu. Median Mean 3rd Qu. Max. Sdev. Range

Plot 303 54.6 145.6 185.7 196.1 239.8 444.2 86.17 389.6

Cluster 101 100.9 169.6 189.3 196.1 227.6 302.0 68.88 201.1

Table 2 - Statistical summary of the field data sets in Monte Oscuro, Chile. All values except 
count are given in t/ha.

Count Min. 1st Qu. Median Mean 3rd Qu. Max. Sdev. Range

Plot 294 33.07 97.5 146.2 162.7 204.3 439.8 65.13 406.7

Cluster 98 37.9 120.1 153.1 166.9 207.7 365.1 51.22 327.1

Remote Sensing Feature Space Setup
The photogrammetric CHM generation was based on two WorldView-2 scenes, acquired 
on 8th and 23th of June 2013 (study site Karlsruhe) and two Pléiades scenes, acquired on 25th 
of January 2013 (study site Monte Oscuro). The ERDAS IMAGINE Photogrammetry 2014 
module (Leica Geosystems, Atlanta, Georgia, USA) was used to produce photogrammetric 
point clouds. A subsequent DSM interpolation was performed using TreesVis 0.86 
[Weinacker et al., 2004] with a pixel size of 1 m. On the basis of the Pléiades and the 
WorldView-2 DSMs the respective CHMs were computed for both test sites by subtracting 
airborne LiDAR DTMs. LiDAR data for Karlsruhe was collected in 2007 and in 2011 for 
Monte Oscuro with a LMS-Q560 laser scanner (16 points/m2). Detailed information on the 
LiDAR acquisitions is given in Fassnacht et al. [2014].
Preprocessing of the spectral bands was carried out in ENVI (Exelis Visual Information 
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Solutions, Boulder, Colorado, USA). Digital numbers where converted to top-of-the-
atmosphere reflectance using absolute radiometric calibration factors provided by the 
satellite data providers and subsequent atmospheric corrections (FLAASH).
We used all available bands of both Pléiades (4 bands) and WorldView-2 (8 bands), so that 
both predictor sets are derived from an almost equal spectral range (approx. 400 - 1000 
nm). The extracted textural information is based on a co-occurence analysis of all spectral 
bands, including Mean, Variance, Homogeneity, Contrast, Dissimilarity, Entropy, Second 
Moment and Correlation. We generated three different texture predictor sets for both test 
sites in order to identify potential effects of different window sizes (3×3, 5×5, 7×7).
To improve the data handling and analysis we performed a PCA to decompose the spectral 
as well as the textural feature space into sequences of principle components (PC). These 
components can be interpreted as particular surface features, which concentrate similar 
information derived from multiple input features into single PCs. Especially with regard to 
the number of textural predictors we assume that a PCA minimizes cross-correlation and 
thereby increases the signal/noise ratio in the feature space. The first component of the PCA 
generally represents the dominant signal of the input data while the following components 
contain less frequent information and more noise [Eastman and Fulk, 1993]. Nevertheless, 
not only the first PC should be taken in consideration [Cheriyadat and Bruce, 2003] as 
the dominant signal may not be related to the variable of interest. For example for forest 
biomass estimation, the dominant signal could be the difference between urban and natural 
areas, however, the spectral information that is relevant for estimating biomass would rather 
be the more subtle spectral information related to tree species which are stored in one of the 
later PCs. Thus, we extracted multiple PCs to cover the majority of information inherited 
by the spectral and textural data. Summarized information on the satellite data and the 
produced predictor sets is given in Table 3.

Table 3 - Specifications of the sensors used and the derived predictors.

Sensor WorldView-2 Pléiades

A��������������� cquisition date 08-06-13 and 23-06-13 25-01-13

Spatial resolution Pan. 46 cm
Multi. 185 cm

Pan. 50 cm
Multi. 200 cm

Spectral resolution 8 bands (400 -1040 nm) 4 bands (430-950nm)
Spectral predictors (S) PCA 1-4 (of 8) PCA 1-3 (of 4)

Texture predictors (T)

PCA 1-10/64 (Mean, Variance, 
Homogeneity, Contrast, 
Dissimilarity, Entropy, Second 
Moment, Correlation)

PCA 1-10/32 (Mean, Variance, 
Homogeneity, Contrast, 
Dissimilarity, Entropy, Second 
Moment, Correlation)

Photogrammetric 
predictors (P)

CHM mean height, CHM 
standard deviation, CHM range

CHM mean height, CHM 
standard deviation, CHM range

The spectral, textural and photogrammetric feature space was extracted using the entire 
extend of the field plots (radius 12 m) using the mean values of all pixels covered by the 
same polygon.
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Predictor Selection and Model Validation
We applied multiple model setups in order to investigate whether a combination of 
the predictor types increases the accuracy of the biomass estimation. The analysis was 
performed with R [R Core Team, 2009]. Models were applied using solely spectral (S), 
textural (T) or photogrammetric (P) predictors as well as combinations of them, i.e. S+T, 
S+P, T+P and S+T+P. We assessed the cross correlation between all predictor variables by 
calculating Pearson’s r for each model and the respective predictor combination. In case the 
correlation between two variables was greater than 0.7 we removed the variable, which had 
the overall highest correlation among the entire predictor set.
As regression model algorithm the Random Forest algorithm implemented in R (package 
randomForest [Liaw and Wiener, 2002]) was chosen. An advantage of non-parametric 
regression models is that these are often less affected by non-normal data distributions. The 
conceptual design of the Random Forest leads to a high flexibility and robustness in regard 
to outliers and noise [Breiman, 2001]. The Random Forest algorithm is also known to be 
relatively insensitive to the ‘Hughes effect’, i.e. small sample sizes in combination with a 
high dimensional feature space, i.e. predictor variables. Accordingly, the Random Forest 
model was already successfully applied in the field of Remote Sensing [Latifi et al., 2010; 
Garcia-Gutierrez et al., 2011; Fassnacht et al., 2014; Kattenborn et al., 2015]. For model 
validation the .632 Bootstrap was applied [Efron and Tibshirani, 1997] to calculate RMSE 
and normalized root mean square error (NRMSE). The 632 and 632+ Method works best in 
comparison to other cross validation algorithms with rather weak signal-to-noise ratio and 
rather small sample sizes [Borra and Ciaccio, 2010].
For each predictor combination a recursive model selection was applied to ensure that 
only predictors were selected that decrease the overall model uncertainties. Accordingly, in 
each run one predictor was removed and the RMSE was assessed. If the RMSE increased 
the respective predictor was excluded from the final predictor set. Within each step 500 
repetitions were performed. This procedure was continued until convergence of the RMSE 
value. We calculated the normalized root mean square error (NRMSE = RMSE / (ymax - ymin)) 
to allow for a comparison between plot- and cluster-based model results. Where ymax and ymin 
represent the maximum and minimum observed biomass values respectively.

Results 
Our results depend on test sites representing two differently managed forests. However, 
we aim for a general performance test of this approach rather than on sensor or study site 
comparison.

Texture Window size
For both data sets the described model validation was performed for each texture predictor 
set. The different window sizes were compared using the S+T+P predictor combination. 
In general, a window size of 3 pixels resulted in most accurate biomass estimates (Fig. 3). 
For both data sets the differences in NRMSE were marginal (max 0.04% Karlsruhe, 0.63% 
Monte Oscuro). There is only a very slight tendency that fine structural details provide 
more information for biomass estimation.
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Figure 3 - Model results using the 
different filter sizes and a combination 
of all predictor types (S+T+P).

Feature Space Reduction
We applied a principal component analysis (PCA) to address possible intercorrelations 
among the predictors and to separate signal from noise. The PCA accumulates the dominant 
information in the first few PCs. Thus, by excluding the last few PC the feature space can be 
shrunk efficiently without losing relevant information. This was confirmed by the recursive 
model selection, which excluded only 2 variables for the final Karlsruhe- and none for the 
Monte Oscuro-dataset. Thus, we prevented the model from overfitting by using fewer but 
highly optimized predictors.

Predictor Performance
In Karlsruhe the differences in model performance (NRMSE) between P (12.91 %) 
and S (12.93 %) or T (12.46 %) show no clear trend. We assume that this is an effect 
of the relatively distinct patterns in species composition and treatment. For this data set 
the predictor combinations S+P and S+T+P achieved the best results. Figure 4 shows the 
regression line and the associated results for each field measurement and its related biomass 
estimation for all tested predictor type combinations. In addition, the uncertainties of the 
estimation are indicated by 95% confidence intervals derived from the 500 bootstrap runs. 

Table 4 - Model results for test site Karlsruhe, Germany.
Site: Karlsruhe, Germany Plot Cluster

Predictor set RMSE [t/ha] NRMSE [%] RMSE [t/ha] NRMSE [%]

Spectral 50.39 12.93 41.45 20.61
Texture 48.55 12.46 39.49 19.64
Photogrammetric 50.28 12.91 41.74 20.76
Spectral + Photogrammetric 46.60 11.96 39.11 19.45
Spectral + Texture 48.23 12.38 39.61 19.70
Texture + Photogrammetric 46.99 12.06 38.96 19.37
Spectral +Texture + Photogrammetric 46.67 11.97 38.98 19.38

Mean 48.24 12.38 39.91 19.84
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Figure 4 - Model fits (plot-based) for the test site Karlsruhe, Germany. Response 
(x-axis) and Predicted (y-axis) biomass values based on the RF using varying 
combinations of T+S+P; solid red lines are local regression fits of the averaged 500 
predictions per plot (grey circles, n = 303); dashed red lines, i.e. standard deviation, 
indicate model uncertainties; vertical bars represent the field observations.

There is almost no difference between the NRMSE for S+P (11.96) compared to T+P 
(12.06%) for the Karlsruhe test site.
In Monte Oscuro, models that incorporated the photogrammetric predictors (P), i.e. absolute 
canopy height values and standard deviation, achieved the highest model performance (Tabs. 
4 and 5). This applies for photogrammetric predictors alone as well as their combination 
with other predictors (S+T, T+P, S+T+P). Especially in comparison to models based on 
S, T or S+T the relatively high explanatory power of the P predictors became apparent. 
Forest height information (P) constitutes the best predictor (NRMSE 14.57 %), whereas 
the predictive performance of S (16.41 %) and T (15.61 %) is lower. These performances 
are in line with other studies that combined CHM products and spectral information 
[e.g. Anderson et al., 2008; Fassnacht et al., 2014; Kattenborn et al., 2015]. Combining 
all predictor types (S+T+P) gives the best model results (14.06 %). However, predictive 
accuracy and model fit is only slightly increased compared to the combinations S+P 
(14.41 %) or T+P (14.13 %) (Fig. 5).
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Table 5 - Model results for test site Monte Oscuro, Chile.
Site: Monte Oscuro, Chile Plot Cluster

Predictor set RMSE [t/ha] NRMSE [%] RMSE [t/ha] NRMSE [%]

Spectral 66.73 16.41 55.12 16.85

Texture 63.49 15.61 51.24 15.66

Photogrammetric 59.27 14.57 53.17 16.25

Spectral + Photogrammetric 58.61 14.41 48.85 14.93

Spectral + Texture 63.09 15.51 51.48 15.74

Texture + Photogrammetric 57.47 14.13 48.51 14.83

Spectral +Texture + Photogrammetric 57.17 14.06 47.71 14.59

Mean 60.83 14.96 50.87 15.55

Combining T+P (14.13 %) on the Monte Oscuro test site resulted in more accurate estimates 
than using S+P (14.41 %). As a result of the natural regeneration in this area the species 
composition is rather homogenous than patchy. We assume that total biomass values on this 
test site do not largely depend on the species composition but on local structural characteristics. 
Hence, textural predictors might inherit a higher explanatory power in this type of forests.

Figure 5 - Model fits (plot-based) for the test site Monte Oscuro, Chile. Response 
(x-axis) and Predicted (y-axis) biomass values based on the RF using varying 
combinations of T+S+P; solid red lines are local regression fits of the averaged 500 
predictions per plot (grey circles, n = 294); dashed red lines, i.e. standard deviation, 
indicate model uncertainties; vertical bars represent the field observations.
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Plot vs. Cluster Reference Data
Compared to plot-based models the cluster-based models resulted in higher NRMSE for 
both test sites and all predictor types and combinations (Tabs. 4 and 5). Overall differences 
in NRMSE values between the two reference data types were smaller in Monte Oscuro. 
In particular models based on S, P and S+P differed only marginally. Contrary, cluster 
based models in Karlsruhe resulted in markedly lower model performances (mean NRMSE 
19.84) than plot based models (mean NRMSE 12.38).

Site-specific Model Bias Karlsruhe
The two test sites inherit characteristics, which might lead to a bias of the model estimates. 
The low slope of all regressions (Fig. 4 and 5) clearly indicates a regression dilution. We 
expected a model bias in Karlsruhe since the site features a high heterogeneity of species 
composition between the single forest stands. We assumed, that the spectral resolution of 
WorldView-2 might not allow for accurate tree species related biomass estimations. To 
investigate this assumption we plotted the model residuals against the coniferous wood 
ratio (see Fig. 6). However, the results show no clear trend. Thus a model bias related to 
tree species cannot be confirmed.

Figure 6 - Proportion of coniferous forest in 
Karlsruhe, Germany against averaged model 
residuals of 500 bootstraps.

Site-specific model bias Monte Oscuro
We compared the observed biomass values and the model residuals for Monte Oscuro, 
in order to check the model robustness or a potential bias with regard to varying terrain 
elevation. Figure 7 shows the measured biomass values (a) and model residuals (b) 
respectively (variable type combination S+T+P) plotted against the terrain elevation. The 
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trend, visualized by a local regression, indicates that lower biomass values are mainly 
present at rather low (< 900 m) and high (>1300 m) altitude.

Figure 7 - Elevation derived from a LiDAR DTM in Monte Oscuro against averaged biomass 
values (left) and model residuals of 500 bootstraps (right).

Discussion
Spectral vs. texture predictors
From the results of both test sites we deduce that S and T inherit very similar information 
content related to forest biomass. This is also reflected in the low differences in model 
performance using either S or T or S+T. Regarding an operational application it might be 
more efficient to combine either S or T with P instead of combining all predictor types. This 
also enables to keep the model as parsimonious as possible.
The direct comparison between the two sites is limited due to the use of different sensors 
and site-specific characteristics. However, we assume that the relative comparisons between 
T and S are robust, as we used similar bands widths to derive the spectral and textural 
predictors for the respective data set. The increased band number of WorldView-2 might 
be a potential reason for the higher explanatory power of S in Karlsruhe, and likewise the 
number of textural bands and therefore information content is increased.
With regard to the explanatory power of spectral and textural predictors further studies have 
to be conducted to analyze effects of sun and sensor position during image acquisition. 
Concerning the illumination geometry Eckert [2012] states that the relationship between 
textural predictors and forest biomass decreases if cast shadows are minimal. We expect 
an opposite effect for spectral predictors, i.e. a stronger relationship between spectral 
predictors and forest biomass with minimized cast shadows. Accordingly, such image 
acquisition related characteristics have to be considered when choosing either spectral or 
textural predictors.
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Plot vs. Cluster Reference Data
The derived clusters represent field samples with a higher sampling area per unit. As 
discussed by Zolkos et al. [2013] an increased area size for sampling is potentially less 
prone to errors, e.g. caused by trees with overlapping canopy outside the plot area and 
general sampling inaccuracy. Furthermore using a greater field sampling area is likely to 
decrease effects of GPS positioning inaccuracies during field sampling as well as registration 
errors of the satellite data. However, our results show no improvement using the clustered 
samples. This is partly in line with a previous study on the test site Karlsruhe [Kattenborn 
et al., 2015], where clustered samples did improve model performance for a hyperspectral/
SAR fusion, but not for a hyperspectral/VHR fusion.
In general, clustering smoothes both response values and remote sensing feature space. 
Accordingly, the lower model performance of cluster-based models might be attributable 
to a loss of information due to smoothing. This would also explain the relatively high 
differences between the plot and cluster approaches in Karlsruhe, where due to the 
heterogenic forest stands more information is required to accurately model biomass. We 
therefore assume that especially for areas with distinct forest stands, e.g. in terms of species 
composition and treatment, increased sample intensity might be a more important factor 
than sampling area size. This appears to contradict the findings of Zolkos et al. [2013], 
where the effects of different sample area sizes were compared using the relative standard 
error (RSE). However, our sampling size for the clustered approach (n = 98 for Monte 
Oscuro, n = 101 for Karlsruhe) might not allow for a general statement and has to be 
validated in further studies.

Model uncertainties 
Our model results show relatively large uncertainties and a general overestimation for low 
biomass values. Accordingly, in Monte Oscuro our biomass estimations in areas with high 
and low elevations are generally overestimated and characterized by high uncertainties. 
This is visualized in Figure 8, showing the extrapolated residual/height trend within a part 
of the Monte Oscuro study area. We assume that lower biomass values at high altitudes are 
caused by limited water supply. This might be caused by increased transpiration rates due to 
stronger winds and solar radiation as well as lower water flow accumulation and decreased 
minimum and mean temperatures. Small biomass values at low altitudes are most likely a 
result of reduced exposure to sunlight within valleys as well as increased accessibility and 
corresponding historic deforestation patterns [Corvalán et al., 2014]. The model residuals 
plotted against the elevation show a very similar trend compared to observed biomass values 
against elevation. Hence, further bias – not already present within the field observations 
– cannot be observed. These findings emphasize, also with respect to previous biomass 
map products, that accuracy assessments of biomass models have to be analyzed in terms 
of the spatial relationship between field measurements and abiotic factors. Hence, it can be 
concluded that empirical biomass models applied on regions with high variation in elevation 
are prone to a systematic bias caused by natural biomass or height gradients. A stratification 
into elevation classes might theoretically address this issue; but as the intensity of field 
sampling is limited within most studies, a stratification will also lead to an insufficient 
number of field samples for model calibration [Lu, 2006]. Further trends might be present 
due to effects of terrain exposition and slope, which will be assessed in future work.
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Figure 8 - Contour lines and extrapolated trend of residuals and height (right) applied on the 
LiDAR DTM (left) of Monte Oscuro.

Alternatives to LiDAR DTM?
Within the presented methodology a LiDAR-based DTM was used for the generation of 
the CHM. LiDAR surveys have already been accomplished for some areas of the globe. In 
regions without LiDAR data coverage long wavelength, i.e. L-band or P-band, SAR data 
might feature an alternative to estimate absolute canopy heights [Andersen et al., 2005; 
Balzter et al., 2007]. In areas with frequent presence of canopy gaps and rather smooth 
terrain the photogrammetric point cloud of the VHR data itself could potentially be utilized 
to interpolate a DTM. However, such alternatives have to be evaluated in future studies.

Conclusion
We examined if a combination of VHR-based photogrammetric, spectral and texture 
predictors increase the accuracy of forest biomass estimations in comparison to using solely 
one type of predictors. Therefore, we applied multiple models with different predictor 
combinations. The results on the two test sites showed similar trends, although two different 
VHR sensors were used.
As expected, including photogrammetric predictors, i.e. information on canopy height, 
resulted in overall highest model performances. The results of both test sites show 
that combining all predictor types only slightly increases the accuracy of the biomass 
estimations. Thus, related to biomass spectral and textural predictors inherit relatively 
similar information. With respect to an operational application we recommend to combine 
either spectral or texture with photogrammetric predictors. Whether to use texture or 
spectral predictors depends on the geometric illumination properties of the scene and the 
forest characteristics of the site.
The implemented predictor selection procedure showed that feature space decomposition 
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(PCA) minimizes predictor inter-correlation and aggregates information content of the 
respective predictor type. Our results show that within our study sites field sampling 
intensity is a more important factor for VHR-based biomass estimations than area size of 
single field samples.
We observed a systematic bias within our biomass models, caused by a correlation between 
biomass field measurements and terrain elevation. We therefore highly recommend analyzing 
biomass measurements with regard to systematic effects, caused by abiotic factors, such as 
elevation and exposition.
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