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1 INTRODUCTION

ABSTRACT

This is the second in a series of papers aiming to test how the mass (Mpy), accretion rate (M )
and spin (a,) of supermassive black holes (SMBHs) determine the observed properties of type I
active galactic nuclei (AGN). Our project utilizes a sample of 39 unobscured AGN at z ~ 1.55
observed by Very Large Telescope/X-Shooter, selected to map a large range in Mpy and
L/Lgq4q and covers the most prominent UV-optical (broad) emission lines, including Ho, HS,
Mgu 22798 and C1v A1549. This paper focuses on single-epoch, ‘virial’ Mgy determinations
from broad emission lines and examines the implications of different continuum modelling
approaches in line width measurements. We find that using a local power-law continuum
instead of a physically motivated thin disc continuum leads to only slight underestimation
of the full width at half-maximum (FWHM) of the lines and the associated Mgy(FWHM).
However, the line dispersion oy, and associated Mgy(oine) are strongly affected by the
continuum placement and provides less reliable mass estimates than FWHM-based methods.
Our analysis shows that He, HB and Mg 11 can be safely used for virial My estimation. The
C1v line, on the other hand, is not reliable in the majority of the cases; this may indicate that
the gas emitting this line is not virialized. While Hoe and HB show very similar line widths,
the mean FWHM(Mg 1) is about 30 per cent narrower than FWHM(HS). We confirm several
recent suggestions to improve the accuracy in Civ-based mass estimates, relying on other
UV emission lines. Such improvements do not reduce the scatter between Civ-based and
Balmer-line-based mass estimates.

Key words: galaxies: active —quasars: emission lines —quasars: general.

several broad emission lines. The method, which was used for many
large samples of AGN across cosmic epochs (e.g. Croom et al. 2004;

The mass (Mpy) of supermassive black holes (SMBHs) along with
the SMBH spin (a,) and accretion rate (M ) are the fundamental
parameters that drive the physical, geometric and kinematic prop-
erties of the SMBH environment (e.g. Kaspi et al. 2005; Slone
& Netzer 2012; Capellupo et al. 2015). Mgy is also known to be
correlated with several properties of the host galaxy, suggesting a
so-called coevolutionary scenario for the SMBH and stellar compo-
nent of the host (e.g. Ferrarese & Merritt 2000; Haring & Rix 2004;
Giiltekin et al. 2009; Xiao et al. 2011). Therefore, accurate and pre-
cise determinations of Mgy, across cosmic epochs, are crucial for
our understanding of SMBH physics and evolution.

For unobscured, type I actively growing SMBHs (active galactic
nuclei — AGN), Mgy can be estimated from single-epoch spectra of
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McLure & Dunlop 2004; Onken et al. 2004; Fine et al. 2006; Shen
et al. 2008; Rafiee & Hall 2011; Trakhtenbrot & Netzer 2012), is
based on a combination of two basic ingredients (Vestergaard 2002;
Peterson et al. 2004). First, reverberation mapping (RM) experi-
ments provide an empirical relation between the broad line region
(BLR) size and the AGN continuum luminosity (Rg r = K'(AL; )%,
with o ~ 0.5-0.7; see Kaspi et al. 2000, 2005; Bentz et al. 2009,
2013, and references therein). Secondly, the gas in the BLR is as-
sumed to be virialized (as suggested by several empirical studies,
e.g. Peterson & Wandel 1999; Onken et al. 2004). After taking the
line width of the BLR lines as a natural estimation of the virial
velocity of the gas in the BLR (Vg ), one may obtain the mass
from the virial relation:

Mgy = fG™' Rpir Vi g = K(LL;)*FWHM?, (1)
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where K = K'G™!fand fis a general geometrical function which
corrects for the unknown structure and inclination to the line of
sight. f can be determined experimentally by requiring RM—-Mpy
estimations to be consistent, on average, with those predicted from
the Mpy—bulge stellar velocity dispersion (Mgy—0,) relation of local
galaxies where Mgy have been dynamically estimated (e.g. Onken
et al. 2004; Woo et al. 2010, 2015; Graham et al. 2011; Graham
2016). In this paper, we assume f = 1, which is appropriate for the
full width at half-maximum (FWHM) Mgy(HpB) estimates (Woo
et al. 2015). However, in addition to the still large uncertainty in
this value (50 per cent), f can also be different for different lines
and could even depend on luminosity and/or line properties (e.g.
equivalent widths, line offsets, FWHM; Shen 2013).

Among the RM-based Rpr—L relations, the most reliable one
is the R r(HB)—Lsi00 relation, which is the only one based on
a large number of sources, with Lsjg0 < 10* ergs™!. Thus, the
Mgy determination based on other lines and luminosities at other
wavelengths needs to be re-calibrated to match Mpy measurements
based on HB and Ls 9. Particularly, C1v 11549, hereafter C1v
(e.g. Vestergaard & Peterson 2006; Park et al. 2013), Mgu A2798,
hereafter Mg 11 (e.g. McLure & Jarvis 2002; Vestergaard & Osmer
2009; Wang et al. 2009; Trakhtenbrot et al. 2011; Shen & Liu 2012;
Trakhtenbrot & Netzer 2012) and He (e.g. Greene & Ho 2005; Xiao
et al. 2011; Shen & Liu 2012) have been re-calibrated accordingly,
and are widely used lines to determine Mgy at high redshifts.

Earlier Mgy re-calibrations based on Mg and He have showed
good agreement and low scatter with HB-based Mgy calibration
(Greene & Ho 2005; Xiao et al. 2011; Trakhtenbrot & Netzer 2012).
However, Mgy re-calibrations using the C 1v line are more problem-
atic, compared with those based on lower ionization lines. First, the
correlation between the widths of C 1v and the other lines was shown
to be weak, or indeed insignificant, and to present a large scatter, in
many AGN samples (e.g. Baskin & Laor 2005; Netzer et al. 2007;
Shang et al. 2007; Shen et al. 2008; Fine et al. 2010; Ho et al. 2012;
Shen & Liu 2012; Tilton & Shull 2013). Moreover, about 40 per cent
of the objects have FWHM (C1v) < FWHM (Hp), in contrast to the
expectations from RM experiments and the virial assumption, that
suggest FWHM (C1v) >~ 2 x FWHM (Hp) (see detailed discussion
in TN12, and additional samples in Ho et al. 2012, Shen & Liu 2012
and Tilton & Shull 2013). Secondly, significant blueshifts of the en-
tire C1v profile (i.e. not necessarily a specific subcomponent of the
line), reaching several thousand km s~!, are ubiquitously measured
in the vast majority of AGN (Richards et al. 2002, 2011; Baskin &
Laor 2005; Shang et al. 2007; Trakhtenbrot & Netzer 2012). Some
of these findings were explained either by a disc outflow wind (e.g.
Gaskell 1982; Sulentic et al. 2007; Richards et al. 2011) or, alter-
natively, by scattering off an in-falling medium in the innermost
C1v-emitting regions, which would produce the C1v blueshifts (e.g.
Kallman & Krolik 1986; Goosmann & Gaskell 2007; Gaskell 2009;
Gaskell & Goosmann 2013). Finally, the detailed re-analysis of the
RM data for C1v performed by Denney (2012) found that the (nar-
rowest) core of the broad C 1v line does not reverberate in response to
continuum variability. This implies that the outermost C iv-emitting
regions may not be virialized, either. All this leads to the conclusion
that the simplified models and prescriptions discussed above may
be incorrect, or at least incomplete, for some lines.

The Mgy determination is also subjected to several uncertain-
ties, related to the limitations of spectral analysis, and/or the need
to make several assumptions regarding the universality of some
AGN properties. The former includes the blending of neighbouring
emission and/or absorption features, incorrect determination of the
continuum emission (Shang et al. 2007, hereafter SO7), poor statis-
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tics due to non-homogeneous or small nature of the sample under
study (e.g. Ho et al. 2012), poor data quality (e.g. Denney et al.
2013; Tilton & Shull 2013) and measurements obtained from non-
simultaneous data (see e.g. Shen & Liu 2012; Marziani et al. 2013a).
The latter, somewhat more fundamental uncertainties, include non-
virial gas motion, the orientation of the (generally non-spherical)
BLR with respect to the line of sight (Runnoe et al. 2014; Shen &
Ho 2014; Brotherton, Singh & Runnoe 2015) and the extrapolation
of the Rp; r—L relations to luminosities which are well beyond the
range probed by RM experiments.

There have been many efforts to improve single-epoch Mgy de-
terminations, addressing some of the aforementioned limitations
(e.g. Greene & Ho 2005; Vestergaard & Peterson 2006; Fine et al.
2008, 2010; Wang et al. 2009; Xiao et al. 2011; Shen & Liu 2012;
Trakhtenbrot & Netzer 2012; Marziani et al. 2013a; Park et al. 2013;
Runnoe et al. 2013; Brotherton et al. 2015; Zuo et al. 2015). Trakht-
enbrot & Netzer (2012, hereafter TN12) combined Sloan Digi-
tal Sky Survey archival data (SDSS; Abazajian et al. 2009) with
smaller surveys and samples to improve earlier Mg n-based Mgy
prescriptions (e.g. McLure & Jarvis 2002; McLure & Dunlop 2004;
Wang et al. 2009), by assuming virialization of the Mg 1-emitting
clouds. As mentioned above, the TN12 study emphasized the fact
that a large fraction of AGN show FWHM (C1v) < FWHM (HB).
Marziani et al. (2013a, hereafter M13) also used SDSS data to
perform an eigenvector 1 analysis (Boroson & Green 1992), and
to separate the population into ‘population A° (FWHM(Hp) <
4000kms~') and ‘population B> (FWHM(HB) > 4000kms™')
sources. They suggested that HB- and Mg n-based Mpy estimates in
population B sources could be systematically overestimated due to a
redshifted, extremely broad emission component. The study of Shen
& Liu (2012) combined SDSS optical observations of high-z ob-
jects (1.5<z<2.2) with follow-up Folded-port InfraRed Echellette
observations, which allowed them to compare and re-calibrate the
C1v, Mg, HB and He Mgy relations as well as contrast them with
previous calibrations. While they found that FWHM(Mg 1) corre-
lates well with the Balmer lines, the FWHM(C1v) does not show
such correlations and is not a reliable viral mass estimator. The Shen
& Liu (2012) results are however subjected to low-quality SDSS
data, non-homogeneous sample selection and non-simultaneous ob-
servations. Ho et al. (2012) obtained simultaneous UV, optical and
infrared X-Shooter spectra for seven objects at 1.3 < z < 1.6, re-
sulting in similar conclusions regarding the usability of Mg 1-based
Mgy estimates, and the limitations associated with C1v.

The studies of Denney et al. (2013, hereafter D13) and Tilton
& Shull (2013) claimed that in spectra of limited signal-to-noise
ratio (S/N) and/or spectral resolution, FWHM(C 1v) measurements
are underestimating the ‘real’ line widths, in objects with strong
intrinsic absorption features that cannot be deblended from the
emission lines. This would partially explain the TN12 finding that
about 40 per cent of the objects show FWHM(C 1v)<FWHM(Hp).
However, objects with no evidence of absorption features, and yet
‘intrinsic’ line widths with FWHM(C 1v)<FWHM(Hg) are known
to exist (e.g. Corbin & Boroson 1996). After correcting for intrin-
sic C1v absorption, D13 claimed that although FWHM(C 1v) still
does not correlate well with FWHM(Hg), o (C1v) shows a strong
correlation with o (Hf) and can safely be used for C1v-based Mgy
determinations. Based on these results, Park et al. (2013) obtained
high-quality data in 39 out of 45 objects of the RM experiments
campaign and improved the Vestergaard & Peterson (2006) C1v-
based Mgy estimator based on the o(C1v). Both D13 and Park
et al. (2013) used non-homogeneous and multi-epoch samples that
could affect their results. In addition, o3, measurements are highly
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dependent on the continuum determination method (see discussion
in Peterson et al. 2004).

Recently, Runnoe et al. (2013, hereafter R13) and Brotherton
et al. (2015) used a sample of 85 low-redshift (0.03 < z < 1.4)
and low-luminosity (43.37 < log Lsjg0 < 46.45) AGN with quasi-
simultaneous UV and optical spectra to propose a method to re-
habilitate C1v for Mpy determination, based on a correlation that
they found between the Siiv+O1v]—C1v line peak intensity ratio
and the HB—C1v FWHM ratio. This allowed these authors to pre-
dict FWHM(Hp) from measurements of the Si1v+O 1v] emission.
These studies suggested that this correlation may be driven by the
so-called eigenvector 1.

In this work, we use X-Shooter high-quality observations that
combines simultaneous UV, optical and infrared spectroscopy of
a unique sample of AGN at z ~ 1.55, selected by both their My
and Eddington ratio, L/Lgqq as described in Capellupo et al. (2015,
hereafter Paper I). Selecting objects at this redshift allows simul-
taneous observations of Ha, HB, Mg and C1v, which is optimal
for comparing the various mass determination methods. In Paper
I, we showed that the accretion disc (AD) continuum of most of
the objects (25 out of 30) can be successfully modelled by a geo-
metrically thin, optically thick Shakura—Sunyaev AD (Shakura &
Sunyaev 1973, hereafter SS73). The models were taken from Slone
& Netzer (2012) who include several improvements upon the SS73
model, such as general relativity effects and a detailed treatment of
the Comptonization in the disc atmosphere. Paper I shows that most
earlier attempts to fit AD spectra to AGN failed because of the lim-
ited wavelength coverage and/or non-simultaneous observations.
The continuation of this work, which includes nine more sources
and a more comprehensive analysis, is described in Capellupo et al.
2016 (hereafter Paper I1I), which is published in this volume.

The purpose of this paper is to evaluate BH mass measurements
based on different emission lines, as derived from our unique sample
of X-Shooter spectra. We also aim to provide to the community
Mgy correction factors that do not depend on the exact shape of
the underlying continuum. The paper is structured as follows. In
Section 2, we describe the sample. In Section 3, we first introduce
the local and global thin disc continuum approaches and describe the
fitting procedures we follow to model the continuum, emission lines,
iron pseudo-continuum and Balmer continuum (BC). In Section 4,
we present and discuss the main results, and in Section 5, we list the
main conclusions of our work. Throughout this paper we assume
a flat A cold dark matter cosmology with the following values
for the cosmological parameters: 2, = 0.7, 2y = 0.3 and Hy =
70kms~' Mpc~'.

2 SAMPLE, DATA AND ANALYSIS

The analysis presented in this paper is based on a sample of lu-
minous, type I AGN in a narrow redshift range around z >~ 1.55,
for which we have obtained high S/N single-epoch spectroscopic
observations using the X-Shooter instrument on the Very Large
Telescope. The 39 sources span a range in brightness of ixg ~
16.8-20.9. The sample selection, data acquisition and reduction for
the 30 brightest sources were described in detail in Paper I, and
information about 9 other sources, obtained in ESO programme
092.B-0613, is provided in Paper III. Here, we only briefly high-
light a few essential aspects.

The sample has been selected from the seventh data release of the
SDSS (Abazajian et al. 2009) to homogeneously map the parameter
space of Mpy and L/Lg4q. For the purposes of target selection,
these quantities were initially obtained by spectral fitting of the
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Figure 1. Mgy versus L/Lgqq using the values we obtained in this pa-
per. Green stars and magenta diamonds represent the broad absorption line
quasars (BALQSO) and the broad-Mg 1, respectively (as defined in Sec-
tion 4.3.4). The magenta dashed vertical line represents L/Lgg4q=0.2.

Mg 11 broad emission line in the SDSS spectra as part of the large
compilation described in TN12. In Fig. 1, we show Mgy versus
L/Lgqq using updated values calculated in this paper based on the Ho
broad emission line and following the procedure that we describe
in Section 4.4.

At the chosen redshift range of the sample, X-Shooter covers
the rest-frame wavelength from about 1200 to 9200 A. This broad
spectral coverage has allowed us, after correction for Galactic ex-
tinction, to successfully model and constrain the observed spectral
energy distributions (SEDs). As shown in Papers I and III, we obtain
satisfactory thin AD model fits to 37 sources, 6 of which require an
intrinsic reddening correction for a satisfactory fit. The wide wave-
length coverage, together with the homogeneous selection of the
sample in the Mgy—L/Lg4q plane, enables us to test the performance
of the single-epoch black hole mass estimators for the Ho, HS,
Mg and C1v lines and estimates the systemic bias induced when
the physical SED is unknown.

In Fig. 2, we show the S/N for our X-Shooter spectra, measured
at the peaks of each of the main emission lines under study, as
well as at the corresponding continuum bands, as a function of isg.
We note that, even in the spectral region which overlaps with the
available SDSS spectra, the X-Shooter data provide a significant
improvement in terms of S/N and spectral resolution (see an ex-
ample in Fig. A1, described in Appendix A). All the sources have
fairly high S/N (= 20) at the peaks of the Mg and C1v lines and
the adjacent continuum bands. However, this is not the case for Ha
and HB. The continuum bands adjacent to Ho are much noisier.
Most of the objects have S/N < 20, and for those with ixg > 18.5,
the ratio is below 10. Nevertheless, we are able to obtain reliable
Ho line measurement because most objects have fairly high S/N
at their Ho line peak (34 out of 39 object have S/N = 20 and all
of them have S/N 2> 8). Moreover, the relevant continuum bands
around Ho have low levels of contamination from iron or other,
unresolved spectral features. Consequently, even a moderate con-
tinuum S/N (i.e. 23) is enough to have reliable He fits. There are
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Figure 2. Signal-to-noise ratios (S/N) measured at the peaks of each of the main broad emission lines (left), and over the corresponding nearby continuum
bands (right), plotted against optical brightness, iag. The black dashed lines represent, from bottom top, S/N equal to 3, 5, 10 and 20.

however four objects where S/N < 3 and their line measurements,
especially their FWHM(Ha) are somewhat uncertain.

Unfortunately, the HB line measurements are more problematic.
In addition to the fact that HB is the weakest of the lines of interest,
we can also see from Fig. 2 that the relevant continuum band in
21 out of 39 objects have S/N < 10, and 14 of them are actually
below S/N ~ 5. Near-infrared (NIR) telluric absorption is another
issue that could also crucially affect HB line measurements. The
spectral regions with known low atmospheric transmission in the
NIR, between 13 000 to 15 000 A typically translate to rest-frame
bands at 42004500 A and 5300-5800 A at the redshift of the sam-
ple. These bands are known to show strong iron emission which
are suppressed by such telluric absorption (see the example spec-
trum in Fig. 3 around 4400 and 5500 A). The combined effect of
the telluric absorption and the limited S/N achieved for the fainter
sources severely affects the correct modelling of their iron emission
around HB. This, in turn, significantly increases the measurement
uncertainties related to HS, ultimately making HB measurements
of faint objects less reliable.

Fortunately, the Ha line shows very similar profiles to HS (e.g.
Greene & Ho 2005) which is in accordance with the expected radial
ionization stratification of the BLR (Kaspi et al. 2000). On the basis
of these results, we can probe several aspects related to the HB line
using the more reliable He measurements.

3 SPECTRAL DECOMPOSITION

In this section, we describe the analysis procedures we used to
model the X-Shooter spectra and to obtain continuum and line emis-
sion measurements. We discuss separately the analysis of emission
corresponding to the continuum, the blended iron features, and the
emission line components. All the spectral modelling is done by em-
ploying the Levenberg—Marquardt algorithm for x> minimization,
using the pyTHON-based spectroscopic analysis package PYSPECKIT
(Ginsburg & Mirocha 2011). The fitting is performed in the rest
frame, after shifting the spectra using the improved SDSS redshifts

MNRAS 460, 187-211 (2016)

provided by Hewett & Wild (2010). We chose to use these redshifts,
instead of using the O 1] A5007 line observed within the X-Shooter
data, because of the limited quality of the relevant data and mod-
elling of the HB—O m1] 25007 spectral region (see Section 2) and the
weak or absent O 1] 5007 emission in many of our sources.

3.1 Continuum emission

We adopt here two different approaches to account for the contin-
uum emission of the AGN, which we refer to as the local and global
(thin disc) continuum approaches. The local continuum attempts to
account for the usual approximation of the continuum emission by
a single power law when the observed spectrum is limited to a nar-
row wavelength range. The global thin disc continuum, on the other
hand, corresponds to the more physically motivated AD model that
was obtained through a Bayesian analysis taking advantage of our
wide spectral wavelength coverage (see Paper I). A comparison of
the measurements obtained with both approaches will allow us to
quantify the possible bias imposed by ignoring the real SED shape,
when wide-enough wavelength coverage is not available.

3.1.1 Local continuum approach and biases

The local continuum approach consists of separately fitting the
continuum emission surrounding each of the lines of interest. For
every source in the sample, each of these continua is approximated
by a single power law, which connects neighbouring spectral win-
dows known to have little line contamination. Our specific choice of
such line-free continuum bands rely on several similar works (S07;
TN12), and are listed in Table 1.

The most important bias in the local approach is that it commonly
uses non-real continuum windows that are affected by either (1)
weak line emission flux such as the continuum window at 1700 A
that is used for C1v line fitting, (2) iron continuum emission that
affects continuum windows around 2600 and 3000 A, as well as
those around 4650 and 5100 A that are, respectively, used for Mg
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best-fitting models for the emission lines. For the sake of comparison, we show the SDSS of the source in cyan.

Table 1. Spectral pseudo-continuum windows used for our line fitting pro-
cedure under the local continuum approach. “For each object, we manu-
ally adjusted the continuum bands, using the listed wavelength ranges as a
reference.

Line complex Continuum windows“

Siv+01v] 1340-1360 A 1420-1460 A
Crwv 1420-1460 A 1680-1720 A
Cm] 1680-1720 A 19602020 A
Mg 2650-2670 A 3030-3070 A
Hp 4670-4730 A 5080-5120 A
Ho 6150-6250 A 6950-7150 A

and Hg line fitting and finally, (3) the BC emission, at A < 3647 A,
which can significantly affect Mg 1 measurements, and to a lesser
extent even C 1v measurements. All these biases are in the direction
of an overestimation of the continuum emission when the local
approach is used which will translate into FWHM and line flux
underestimation.

An additional bias comes from the shape of the SED, particu-
larly at the turn-over of most spectra at around 10001500 A (exact
wavelengths depend on BM mass, spin and accretion rate, see Pa-
pers I and III). The simple power-law approximation to the SED
does not remain valid over this range and may lead to measurement
biases of the line profile properties of C1v and Siiv+O1v] A1400
(hereafter Siiv+O1v]). In this paper, we use our AD SED fittings
to quantify these biases.

3.1.2 Thin disc continuum approach

The global AD approach is based on the best fits from the thin-AD
continuum models obtained for each of the sources in Papers I and
III. For the analysis in this paper, we do not consider the two objects
with no satisfactory fits to the thin disc continuum model.

As explained in Papers I and III, the SEDs of the AD models
used in this work are determined by Mgy, the accretion rate (M),
the spin (a,) and the inclination of the disc with respect to the line
of sight ().

We adopted a Bayesian procedure to fit the thin AD model spec-
tra to the observed X-Shooter SEDs. Mgy and M were taken as
priors with Gaussian distributions centred on the observed values,
obtained from Ho and Lgpgp measurements (following the proce-
dures described in this paper), and with standard deviations of 0.3
and 0.2 dex, respectively.

Within the global continuum approach, we also consider the BC
emission that peaks near the Balmer edge (3647 A) and gradually
decreases towards shorter wavelengths. The BC model we used is
based on calculations of the photoionization code 10N (Netzer 2006)
with an H-atom containing 40 levels, solar abundances, hydrogen
density of 10'° cm—3, column density of 10** cm~2 and ionization
parameter of 1073, The exact shape is insensitive to the exact value
of these parameters, and the normalization is done by direct fits to
the observations.

An additional contribution to the continuum emission is due to
starlight, mostly at wavelengths longer than about 6000 A. For our
AGN sample such a contribution is marginal in 32 out of 39 objects
and does not severely affect the continuum level and shape of the
AGN SED as discussed in Papers I and III (<3 per cent at 6200 A).

MNRAS 460, 187-211 (2016)
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For the seven fainter objects we used the method described in Paper
IIT which assumes a template from an 11-Gyr-old stellar population
to model the host galaxy emission. The scale factor of the tem-
plate is determined from the ratio of the measured EW (He) and
the median value of the EW (He) distribution of the 29 brightest
objects, as discussed in Paper III. The host galaxy contribution is
subtracted before the thin disc continuum fitting for those objects
which require this correction. We find that in this subsample the
host galaxy contribution is between 6 per cent and 50 per cent at
6200 A and smaller than 3 per cent at 3000 A. We also tested several
stellar populations in the age range from 1 to 11 Gyr, but we find
no significant changes in the corrected spectrum (see Paper I1I for
details).

Finally, combining the X-Shooter spectra obtained by three dif-
ferent arms (UV, Optical and NIR) may introduce additional un-
certainties. As explained in Paper I, in most cases, the overlap and
connection between the VIS and UVB arms are satisfactory, with no
need for further adjustments but this is not the case for the VIS-NIR
joint, as can be seen for J0043 in Fig. 3. For several objects, the
slope of the VIS arm was adjusted based on comparison to SDSS
(see Paper I for more details). We therefore allow our fitting to re-
scale the global continuum up to 10 per cent in each of the regions
covered by each arm (1200-2200 A, 22004000 A, 4000-9000 A)
to take into account the arm calibration uncertainties.

3.2 Blended iron lines

For an adequate modelling of HB and Mg u line profiles, it is cru-
cial to first subtract the iron line emission, originating from a large
number of blended features of Feu and Fe m. Generally, this is
done by choosing the best fit broadened, shifted and scaled empiri-
cal iron line template. We constrain line centre shifts to be smaller
than 1000 km s~! and broadening is constrained to the range 1000—
20000 km s~ For the optical region around HB (4000-7000 A), we
used the iron template from Boroson & Green (1992). For the UV
region around Mg (1700-3647 A), we initially used the Tsuzuki
et al. (2006, hereafter TO6) template. However, the fits obtained
using this template was not satisfactory, mainly due to an overes-
timation of the continuum emission. We therefore built a new iron
template (see Apppendix B and Fig. B1) based on the spectrum of
I Zw 1 reported by T06, which is a composite of their UV (HST)
observation and the optical (KPNO) observation reported by Laor
et al. (1997).

One of the main differences between the local and global ap-
proaches is that under the local approach different scaling factors
for the UV iron template at each side of the Mg 1 line are required
in order to guarantee an acceptable match to the observed spectrum.
The scale factor in the red side of Mg 1 is found to be always larger
than the one for the blue side, but by no more than 10 per cent.
This type of correction is not needed in the global approach, when
the complete continuum model (AD+BC) is considered. Given that
under the /ocal approach the BC cannot be accounted for directly
and that the BC is monotonically increasing from 2200 to 3647 A,
we suspect that the larger scale factor in the red side of Mg 11 might
be due to the BC and not to intrinsic changes in iron line emission.

3.3 Emission line measurements

For the emission line modelling, we have followed a procedure
similar to the one described in TN12 (see their appendix C) and
S07. In short, after removing the continuum emission (following
either the local or global approaches) and the iron template, we
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model the prominent broad emission lines with two broad Gaus-
sian components. We allow for a range of line widths and shifts
for each component, where the FWHM ranges between 1000 and
10 000 km s~! and the line shifts are limited to 1000 kms~! for
the Ho, HB and Mgu lines, while for the C1v line we allowed
blueshifts of up to —3000 km s~!. These different choices are mo-
tivated by the findings of several earlier studies (e.g. Vestergaard
& Peterson 2006; SO7; Park et al. 2013; R13). In the case of dou-
blet lines (C1v and Mg 11), we used four Gaussians, forcing the two
broad and two narrower components to have the same profiles and
intensity, and the theoretical wavelength separation. We fixed the
Mg 1 and C1v doublet intensity ratios to 1:1, suitable for optically
thick line emission. For each of the Hoe, HB and C1v lines, we
have also included a third Gaussian component when needed to ac-
count for the additional emission originating from the narrow line
region (NLR). Each of these narrow components are modelled by a
single Gaussian profile, their FWHM is constrained not to exceed
1300 km s~! and their line centres are tied to each other, with shifts
of 400 km s~!, at most. We chose not to include a narrow component
in the modelling of the Mgu and C1v lines (as in e.g. Wills et al.
1993; Sulentic et al. 2007), since we found no significant difference
in the Mg 1 measurements (or fit quality) when trying to include it.!
For other, weaker emission lines (including He 11640, N1v1718,
Sim]1892), we used only a single Gaussian component. These lines
are not necessary for the purpose of this work except for limiting
the continuum placement. More accurate modelling of these lines
will be a topic of the fourth paper in this series.

All the Gaussian components we used are symmetric and de-
fined by three parameters: peak flux density, FWHMand central
wavelength. We have made several simple, physically motivated
simplifying assumptions, in order to minimize the number of free
parameters: the Gaussian components of lines of the same species
were forced to share an identical width; we have also tied together
the relative shifts in the central wavelengths of some lines, based on
their laboratory wavelengths; and assume line-intensity ratios for
some lines based on their statistical weights (see Appendix D and
Table D1 for further details on the different emission line parame-
ters, their assumed ranges, interconnections and delimitation of the
emission line regions). Our line fitting procedure runs separately on
each of the main emission line regions, while all the lines in each
line region are fitted simultaneously.

Generally, the global (see Fig. 3) and local (see Fig. 4) continuum
approaches follow the same line fitting procedures in terms of the
number of components per emission line and the way they are tied
together. One important difference is that in the global approach,
the Cm] and C1v line regions are considered a single region and
are therefore fitted simultaneously. The reason for this is that un-
der the local approach we take as continuum windows the region
around 1700 A following the same procedure of previous works
(e.g. SO7; TN12; and references therein). However, this region is
usually contaminated by weak emission lines such as N1v1718, and
consequently, the thin disc continuum fit does not allow us to fit
C1v and C 1] independently.

In order to account for possible uncertainties in our spectral mea-
surements, we performed 100 Monte Carlo realizations for each of
the spectra. In each of these realizations, the flux density at each
spectral pixel was altered from the observed value by a random,
normally distributed value, assuming the corresponding level of

! For example, for C1v we find that a narrow component typically contributes
~3 per cent, and at most 6 per cent, of the total line luminosity.
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Figure 4. An example spectrum and spectral decomposition of one of the sources in our sample, J0143—0056 using the local approach. The top panel presents
the rest-frame X-Shooter spectrum and the overall decomposition. The solid black solid line corresponds to the ‘thin disc’ continuum, while the dashed black
line illustrates the addition of the BC. We highlight the spectral regions surrounding the most prominent broad emission lines (from left to right: C1v in red,
Mg in green, HB in blue and He in magenta). The bottom panels show in detail the highlighted regions of the top panel as well as the individual local
continuum determinations. Continuum fitting is in grey. Continuum plus iron emission fitting is in blue. Continuum plus, iron plus line fitting in red. Observed

spectrum is in black.

noise (i.e. using the noise spectrum). From these sets of best-fitting
models we extracted, for each emission line, the line width FWHM,
the velocity dispersion (o i, ; following Peterson et al. 2004), inte-
grated luminosity (L), rest-frame equivalent width (EW), the lumi-
nosity at the peak of the fitted profile (Lp) as well as its correspond-
ing wavelength (1p) and the offset of the line centre (relative to the
laboratory wavelength; Av). The line offsets were calculated using
the flux-weighted central wavelength of the broad line profile:

Av= ( / 1. (line) di./ F (line) — Ao> ¢/ko. @

where f; (line) is the flux density of the broad line profile at A;
F (line) is the integrated broad line flux, F (line) = f ;. (line) dA;
Mo is the laboratory wavelength of the line and c is the speed of
light.

The best-fitting values for all these parameters were taken from
the medians of the parameter distribution, and the corresponding
uncertainties were estimated from the central 68 per cent percentiles.
This ‘re-sampling’ approach for the estimation of measurement-
related uncertainties was used in several recent studies of spectral
decomposition of AGN UV-optical spectra (e.g. Shen & Liu 2012).
Based on our experience, such errors reflect the true uncertainties
related to measuring emission line profiles, while those provided by
the (statistical) spectral fitting procedure itself tend to underestimate
the ‘real’ uncertainties.

The measured parameters and uncertainties for the most
prominent emission lines under the local approach are sum-
marized in Tables 2 and 3. The data are also available at

http://www.das.uchile.cl/~jemejia/big_table_mass_paper.tar.gz
which contains the plain text tables with these quantities in the
local and global approaches as well as the FWHMs and o ;s that
we measured using the archival SDSS spectroscopy that covers
both the C1v and Mg lines.

4 RESULTS AND DISCUSSION

4.1 Local versus global continuum measurements

In this subsection, we compare the local and global continuum ap-
proaches in order to quantify the possible biases that are introduced
when the real underlying shape of the continuum cannot be accu-
rately established. As we will describe below in detail, our main
conclusion is that local continuum measurements of FWHMs, con-
tinuum luminosities and, consequently, black hole masses present
very small but systematic offsets with respect to the corresponding
global continuum measurements.

4.1.1 Continuum biases

In Fig. 5, we present the comparison between Ly, and Lyjobar (tOp-
left panel) for different chosen wavelengths. We generally find small
but systematic offsets between quantities derived via the local ver-
sus global approach. We find that the Lj4s0, L3ooo, Lsioo and Lenoo
median offsets (AL = log (Lgiobal /Liocal)) are typically small <) -
0.05| dex, see Table 4 for details). These offset are consistent with

MNRAS 460, 187-211 (2016)

9102 ‘S lequis1dss Uo a|IyD ap pepsBAIuN e /610°SeuIno [pio xo seluw/:dny Wwouy papeoumoq


http://www.das.uchile.cl/~jemejia/big_table_mass_paper.tar.gz
http://mnras.oxfordjournals.org/

. s

J. E. Mejia-Restrepo et al.

194

Downloaded from http://mnras.oxfordjournals.org/ at Universidad de Chile on September 5, 2016

€2°001 1921 1L°96 66°LSTI oL 18711 T6'8C8  9STOTI— €00  6LTy YO0 SLTY €10 LSTY 100 vLYy 1000 68'Sy 100 L8'Sy 100  SO9% 100 96'Sy  SHTO+S00IL
SL'SY 9yse— 9¢'61 €1°86C1 Y8'LY  LT6TL—  €9°€L €V'ECS— 900  €6TP  TO0  S6Ty €00 ey 100 wWry 100 609% 100 T 100 Lv9¥ 100 €S9F  I¥I0+80IIf
11°LY1 19°966— 6L'€Ty  SL'ETOl—  I€SIT  10°8L8—  ¥VILE ILSIII— €00 8Ty 8T0 86'1¥ STO i atd 920 s6cy 110 II'vk  L60  9¢vy  TO0  99%F  TO0  I8%F  8100—0£60f
ISt 60'66T1—  9€TSY 108~ 69°SLT  10T6L— 8869  1TSSTI— SO0 €V I¥  $E0  LOTK 600 99°'1¥ 1o sy'cy 10 vy 10 vy 00 Lvy 100 L6VP  STOOHOROIL
1eeL $9'691— L9°TTE 16°LT€ 9L'60T  S9I¥E—  PSE8 6¥01C—  TO0  LETF  LTO  TEIY 600 w9y +0°0 90¢y  S00  L¥yy  LOO  €9%F 100  LLYY  TO0 L&YY T100—CTHO0r
6'68 8899 6L'19S 68'8SI—  66'SST  €9LE— ILSTT LE066—  LOO  9¢°1¥  €T0 TOTP  LEO 14944 €00 LEEy SO0 €y 900 IE€vy 00 6LvP €00 TOYY  LY0O—SHOIf
18°6S1 +¥9°0LT €LSEE 66'1¥C €9°691  TI'061—  L86L 98'T¢e— 900 €SIy 1T0  TTTy 10 69'1% ST0 ey 61 T¢yy 800 LSYY 100 88F¥y TO0 60°SY  6100—8+O0If
LLLIT  €¥911— LY'L9S L009 0291 TeL— 8I'0IT  €£96¢l— 600 8S'I¥ 80 LI'TY ¥I0 L9'1Y 00 vPey 00 €Ly TI0 ILPY 100 €6y 100 ISt 0P00—C1600
98°¢8 oISty €0'8¢¢ I'L¥y9— [ S6'81 876 €916 00 S9'Iy SO0 ITTY  TI0 1Sy 200 St'ey 00 I8YP  ¥00  8LPY 100 L6FF 100 IS 6100—8£00f
9101 6C'ST6— 1°501 92°0011 se6y  TS6lT—  TLLTS 66'90C 100 €81¥ STO0 S€Ty  $0°0 wey 10°0 88'¢y  T00 68%y SO0 8LYY 100 L6VP 00 96ty LTOO—ITOIf
P6'€IT  6L°L6I—  ¥SO0TO0I  I€L911—  €1°0bT  9L€Il— TOPPT  +OOITI— 600 S61F 100 61Ty  LOO €0'TH SO0 65'€y €00 10SY YO0 80°St 00 8ISk 100 8¢S SYTO+EIONL
£€°091 1692 1L°50T wL69 9666  TOTIE—  TEBEL  9L°€891—  CO0 I8 I¥ 800 ITTF TO So'1v ¥0°0 L9¢y €00 9Ly SO0 L8P 100 ITSP 100  T¥'SP  8000+TH00r
SOvSe  TTYTY— 8y 09— S6°061 °89L1 68901  9T'196— 800 €I'TY TO0 €STY 110 60Ty €00 96'cy SO0  TOSY  vO'0  €OSy TOO0 €SP 100  €FSy  LEI0+8¥60[
wLee $992S T99¢ 6Tl 6L°TS1 LEEYY  PL'8IT  9T16S—  LOO  TO'IY €00 9€Ty  LOO 6811 €00 68'¢y €00 vovy 900 TI'SY T00 €¥Sy 100 19°SK  LOTOHO0SOIf
¥'90T 81'LT €19C SLYLI L6'€01 €TLETL 6561 ILey9—  +00  6CCF 100 98CF SO0 6C'Th 100 Irvyy 200  CI'Sy TO0 SISk 100 9¥'Sy 100  $9°SF  9€00—¢€120f
€I'v6 TLSYE 90'8LT ST0101 6TTL €0TL 97°0TT 10°98% 600 LI'TY 100 ILTF €00 ety 200 Y0¥y 100  8I'Sk  TO0  8I'SY 100 1SSy 100 ¥L'SY  ¥000+LT60f
89611 66'L8S w661 $6'96¢ 8SLL L8'%9T 00°0% 69'YCS— 900 vTTY 100 €LTF €00 [Soyad +0°0 66'cy 00 'St 200 8ISk 100 TSSH 100 TLSY  9S00—¢€v100
19 8¥'9€6— 17'889 €S0¥Y8—  TOTOI  STTTT—  88°6CI  80'0LET— €00 €€ 100 9Ty TOO 6€CY €00 vy €00 TTSY €00 €SP 100 9SSk 100 €L°SK  LEOO—IPE0r
68CL 79'999— G8'8LT L809¢— TPl $LLT—  99719T  €8'6£LI—  $00  S9Ty 100 86Ty SO0 86’y 100 6€vy 100 8SSy  T00  ¥9Sy 100 €6'Sk 100 T9¥  €00I—¢€lTor
L9YIT 1T°8%9— et 86959 8¥'68  LT8IE—  686L  9¢9SLT— YO0 €€Ty 100 65T €10 8Y'Ty 200 vy 100 TSP €00 8TSY 100 ¥9°Sy 100 08°Sy  S100—9¢I10f
689 €6'01L 8Y'TIT 9'8LY YTLS £€°681 wee LEE6T— €00 €STP 100 86Ty TOO 1544 10°0 wry 100 9¢Sy 00 €¥Sk 100 9L°Sh 100 68°Sh  8SLO—0¥TOr
YO'ILT  LTYOP— 81269 €18y — 766 9S'L 619 €89¢1— €00 9¢TP 100 LTV TOO0 YTy +0°0 61ty SO0 8TSY 900 TESY 100 L9SP 100  98°Sh  LOOO—ETTOr
L'991 S6'SLY cCsie §'6S01 STLY1 9€'¢9¢ PSOI1 ¥8'0L— L00  LOTF 900 65Ty 10 yI'ey €00 vy 200  6€Sy  TO0  PPSY TO0  LSP 100 8L'SY  9€T0+TSOIl
SOyl 96'09S— €LISY 60°SEr— 1998 I'v1T— L'66 L80YYe—  CTI'0  ISTY 100 ILTY 200 6L'TY <00 wer 00 9SSy €00 TOSH 100 TLSY 100 6'St 9vbO—POv0r
PLTYT  L6YPOI— 86961 17°91¢ €LCTI  9TIy—  TTSTT  66vSLT— TI'0 €STP TO0  S8TY  TO0 8Ty 100 vIvy 1000 8F'Sy 100 TSSY 100 €L°St 100 8°SP  TTOO+0S80r
T6S LESTL €0801 68'68L 'L 10°69¢ €L°8¢ P ILS— 600 S€TP 100 6LTF €00 €eTy 100 9T¥y 100  6£SF 100  vSy 100  8L'SY 100 68Sy  €S0T—6100r
VLl 6T 6vY— Sovl €956 €C08  SESSI—  LSIL  €6'9SIT— 900 9Ty TO0 LLTY  TOO L'ty 100 vy 100 TSP 100 89°SF 100 T6'SF 100 SI'9%  S000+¥E60L
842 £€8°09¢— €6'€9 90'66L 1°S6 89°09—  SYY0I SO'€E6— 900 TOTF 800  SOEy  LOO [Stad 10°0 L6y 100 LO9Y 200 I1'9% 100 8€9¥ 100  ¥9%  €000+8¥10f
9°St €8'161— SY'10¥ ITYLI—  $¥'8El L9'LT— TLTo 79'90¢ 600 9Ty 100 II'ty <T00 €L'TY 100 89vy 100 PvL'SY 00 6LSY 100 809y 100 LTOY  €¥PO+I¥60L
L8F0T PTIS— L8TY1 €6'€CS— L8001  €OSvT—  €L8y  19TSIT— 600 LSTP 100 T0Ey  TOO L'ty 100 oSty 100 69°SF 100 €8Sy 100 119 100 1€9% 6£80—CSIOf
¥6°L01 6L Y1~ IY'L6 wyL9 6L'T6  TYLLY— 1068 T°s8LT w00 Itk 100  LEEy  TOO €0'er 10°0 18%y 100 T6'St 100 S6'Sk 100 LTOY 100 1S9  6T00—¢€Te0r
w0TL 81°LT1 SRl 86'ILL 88%8  11'vCC— L'L9 16°Seyl— 200 LTEY €00 PEEY  6£0 wTy 100 €8y 100 LSy 100 66'SY 100 6T9% 100 SS9 1€€0+T001f
80°CTT P Spe— 6L'9%¢ €88 99°69 €6vi— €6eS  g€geeec— 800 I8TF 100 ¥TEY SO0 L6'TY 200 YLYy 200 8L'SY  v0'0  6L'SY 100 IT9v 100 6€£9v  ISI0+TH80L
$9°601  €L°8TE— 86'96C 90'899 YL LY'60I— 6661  vSYESI— €00  S6TY 100 L¥ey 100 Soer 100 98%y 100  109% 100 609% 100 8€9¥ 100 9S9v  L¥60—6020r
9L'1S €9°0€€— 816 LS €86~ 16'L9  €T0bE— 1ST01  TSE€T8T— 900 L8TH 100 II'ty €00 6Ty 10°0 89ty 100 68Sy 100 €6'Sk 100 9T9r 100 9¥9F  ¥I10+ER00r
19%9 w]res— 98891  9L°L90I— €599 YOy — L8°0V  €SSLLI— SO0 €8Ty 100 TTer €00 wer 100 wry 100 66'S 100  809F 100 SE€9F 100 TS9Y  TCEO—S8SIIL
€8°¢6l  S0'98¢— Y LS¥601 9¢¢Tl P'LST 86'19 Wy8y—  LTO 6vTh 100 1T¢r TO0 10°¢y 200 6Lvy 100 66'SP 100  €09F 100 9€9F 100 €59F  LTOO+E0LOr
ST06 €0TLI— 98 €01S €LSL  T96EI—  6l'¢Tl  98'v6TT—  LOO 88T 100 6TEr 100 LI'¢Yy 10°0 L&Yy 100 LO9Y 100 €19 100 I¥9y 100 T99%  €T0I—SSI0f
€9°0L SreL— €8'8%1 9°Tr01 SE101 €SL6— ILY01  89TSYT— 910 ¥6Ty 100 €¥'ey 200 Srey 100 8y 100  LI9Y 100 119 100 SS9F 100 189%  TOLOHTSIIL
v OH v JH v SN v ALD v [mD v ALD v [A1O+A1TS \% ©H v 0029 v 001§ \Y 000€ \Y oSl Qweu
(j_sua vy (y s 810/47) Sof (s 810/2"r7) Sop (s 819/ ¥7Y) 0] 10000

‘yoeoidde jpoop 1apun ‘(ay) syesjjo aurf pue (d7) senisuap Aysourwuny yead aut| ‘([¢]7Y) SeNISOUTWN] WNNUNUOD JBWOIYIOUOJ *T d[qEL

MNRAS 460, 187-211 (2016)


http://mnras.oxfordjournals.org/

195

Black hole mass estimation in quasars

Downloaded from http://mnras.oxfordjournals.org/ at Universidad de Chile on September 5, 2016

‘(0H)7 pue (OH)INHAAA YSnoIy) paureiqo SjuduaInseaut (oH)Hep,
+00297 pue (OH)INHMA YSnoayy paureiqo sjuswaanseaw (o) Hepy,, "sajon

Y00 ¥P6  v00  SP6 9L 116 900 +6'8 9T0 LOG 9881 OL'ESOF 0961 LTI6TH vIPST 60°SPLI €81T8 9UPLSE S6'861 6L 0SOS 6F8TE  99°8L8€ 86Vl PL'SLYT $90SSI  $ES609 SHTO+HS00IL
00 T6 100 TS6  FI0 LE6 YO0 ¥T6 SO0 656 SLYEL TLY8IY  6€PER  TELYGE 68811 €6°0£8T LY'STI 86°0SEE  SL'E9  88°0SLy TE'I6S  SI'E60F  L16  6€109C TOIY  6'89vL  I+10+8011f
PETO 658 9010  8¥'8 960 S98 600 TLY €10 Ly'8 SISIPI v6'80ST 0LV  6TTH8  v6'SIY $E6S0E 80'ETy ST06SY $9°99€L TL'6LO9 66'96L  €1'SE0L 9991 $8'8S0S  L9°9S8  #0'P0L9  8100—0E60L
YTO  I8L  ¥TO 918 €€0 9T8 900 SE8 <TI0 II'8 1T961 68°€001 LP86 LOEI0L ¥89TT €TLOTT v9FI  8SSI6C  ¥8F8S  LTREE  €OEITT  ISGIEY  €8F91 69°01TE  8E I8y €IL6E  STOOHOVOLL
800 THL 600  6FL  TIO TSL 110 6L 900 1'8 10°S9L SFLLIT €FSLP  €FI0LL 1665  €6'L601 1191 ST6T6C LTS6  T868FI  €9TTL  60'8LST  0°0IT TH6T8I  PPLIT €6°L61Y  1100—THOOL
10 98 110 9¥8  8¢0 68 I1'0 6T8 10 +v'8 8IS LI'0T8T 16°STPl I+'€0V9 9LTT 6STOTT ISE€81 +SI¥8E  IL'€0F  €VTLy  Ly'LPIE  €990L6 LEBOE L8TEST 110TS  S6°LTO9  LPOO—SHOIL
1L0 118 9€I'0  66'L TO  I8L 900 LES PI0 PE® I¥6KT  SOTI9TI  YOTLE  8Y'L96 S0'EOT $9°09TT €1°88T I8°L9IE SLTIEL +L'996T  €0SE  ¥8'8LTT E€FSSI €F106T 86v9  88°SSLY  6100—8POIL
LO0  S98  L00 998 €40 IL8 LOO S98 LOO LES IS8 9FSIOT PEIT TSHIIT SLS6I TOTOOT FTE6L 16'861E€  PLLIC FEIPLY SHTOE  L'E08S  6SIST €6'6S8€  6SIEE  6LF8SY  0F00—CTI60r
Y00 €8 YO0 6£8 10 €€8 LOO SE€8 800 9T8 SLTLT LOOVIT S€99  I8F6VS 6£LIT 889E0T 8TESE 19°L6§€  TSIL  SOCOEE  PEH8T  16'LSSE  1S681 LL'9SIT 6I'EEE  86°TEER  6100—8€00f
800 €6 600 6C6 IT0 SI'6 SO0 TS €10 6T8 PSESI SEE6SH I8°STS  $9°090S 86'LST SL'60PT TSTYE LOO6LT TE6IL 9SLISS 19°SL9T  8€'S806 PI6SI 1009T€ €6'8T9  88°TI6Y LTOO—ITOIL
IO SI'6  TI0  ST6  ¥I'0 LT6 910 S6'8 F00 LOG 6VI6C ISLEOE S6'9I0E LS9PSO +SEIT 66'8L9T LOG9Y 90PTIS TYTLS 6£9ILL 190£01  €9°S6€8 9F60L 6F€09% 1THOE 8070668 SHTO+HEIOLNL
900  ¥S8 900 P8 110 S8 00 858 900 v98 TIOPS EEETES TEELY  TIOF ISHIT YOEPSI ¥STOT TSOLGE  6€091  PSLO9E  SSHE  PEOTOF  6L°0TI POEV6T 8LLYE  FITIES  8000+THOOL
10 LL8 €10 L98  1T0 #S8 10 SL'S SO0 98 99ST0I 90°6L8T TOGIL LICLEE S9LIE E€ECL661 SS8LL LSTOTE 9E£T6E  68°088E LS8TL  T1'99LE  SI'IEE 19°€9€E  +9'1ST  TYSIIS  LEIO+8Y60L
o 106 10 68 €C0 888 910 SI'6 10 906 L990L #S09TS SSPE  ISTHPT 1L°961 8L60YT L90IT 8E€9I¥y TEHOS L9TOYS 18°€6vl  1640TS  S9TIL +6'888F  T89I8  6T'S09L LOTOHOSOIL
Y00 L68  ¥00  S88 610 868 SO0 888 TO0 €58 0TLY  €SL6GF TO69S  +°089T STESI ISTIST  ISTH  6S6ILC  9ILL  vL8SHY 6S8I01  9E€L69S  FSSI 69°TOVE 667101 $8'E90F  9£00—E1TOr
€00 €6 €00 816 €10 €T6 P00 ¥E6 TOO 1T6 LLSS FOL6YP ILSSE S9°S9TH 98°681 TSLLPT SLI6T SSSSE L8P 8SSST9  66'SI6  L6'SIVL L8TOT £6'€99S  967TST  89°'L0ES  FO00+LTEOL
9I'0  8L'8 910  TLY  9TO0 L6 YO0 SL'8 TOO S8 €HOTI  8SLIPF THITI  TSILS8L 6YTIT SEO0FT +9LOI  OLLTE 1SOLS LYP68E LILEL  $S60SS 9€LO1 S89S8T  I69L 11068 9S00—EH10f
6I'0  ¥L'8 610 898  L¥'l 858 v00 898 TO0 88 6LLO6 SLLYPY L99EL 8YLISE YSLLT 8ETO6T 99'86E STBGE L8019 ELSOVE €STIOT  €8'8ITE €901 8EILST ISOEL  68°9¥TS  LEOO—IHEOL
00 S06 SO0 906 800 S88 600 968 €00 906 6LLIL 9€6LSE PEIL  OLIF  6LL8T 9T6E61 STTE6 €E€TSE  S9T6L  IEPSOF  1T6LT  98°T6EE  8EUST 6SI¥LT  LTLIT  TEGOS  €001—E€ITOr
800 9L8 800 898  THO €8 €00 106 TO0 16 TE98S PL'BI0S TTS6I €0'8YIE I1€T6I PS8YTT PSPER 88°68FF E€EILT  TYLIPE €S0001 €6°0ELT 6898 SSESSE  6SFIT Y6ISOL ST100—9E10r
YO0 €06 OO0 S6'8 €10 SL'8 €00 888 TO0 06 6I'Sht ¥99Ely LSSLT  T69SS 9U'EEl 198IT 8STE  SEI0E  88'8ST  §'68IF  STSHP  9ETHSE  PI'V6  TSLIZT  66'SEl ¥9'8S8S  8SLO—O0YTOr
L00  TI'6 800  S06  6I0 S98 €00 68 €00 888 PITOEL 60I9PS €9°€0F 6E66IS +T88T €SSTPT LEPLE €T00SE 6V ILC  €0°600S €1'6FS  €T9IVE 66108 16°LLOE €9FLI  86£TS  LOOO—ETTOr
00 SS6 SO0 ¥S6 IO 996 800 I¥'6 800 LEG €6'80F SIEISH  €SL9S  L6'9TLS 6L6EE  6'10LT €STLT 9S°TOIS IL'BEE  66'LIIS  OTEIL 1001101 +0TTH 1TIPS  LOTSS  S8°LT96 9ETOH+TSOIL
800 €8 900 98 90 998 €00 YS8 900 PL'S THEIL 8EL9SY EFOET  P9LI8  OFIT €89991 €6'66 LETPST  T00VI  €9TELT 96°€9ET  THSSLT  96°0S SSS961 TIVOE  TEIPER  9vPO—HOYOL
10 +#88 110 €68  6T0 88 SO0 €L8 +00 868 8LSEl 98'CEVE LETIE P88S8Y €SLEY 8G'6VLI TE'ETI €506  61'61F LP'E9LE TO096  9V'€0SE  L9€TI SOSIFT €97TLT 89SIT9  TTOOH+0SS0r
800 €6 600 LT6 LOO SI'6 TO0 8T6 TO0 68 SHL9Y FTHE9F SO6LY €L6Y8T SP'SII ¥'8I8CT TTS6l €THRYE  €T90S  T8'806S 8TILE  S8OLS  6S9L 6LSTHY  9L'68  6L'GITS €SOI—6100r
900 IL8 900  €L8 SO0 €L8 TOO 868 F00 ST6 6965 61'S66T LPST EIELST S6'SET 60°SE9l 00 THTOLT SPE9l  LTHEOT I8FKL  TO0SST  E6'LS  68°908T I1€TST  99ES9  S000+HHE60L
100 796 100 796 900 TL6 00 L96 TTO TH6 LI'SST  ¥OISF  ¥SHIT  60°'SSPE LY'€EC 6E8LIT LTVST SSYPSE  +L'L9  S8PIIVS ¥HOPE  66'VLP9  S€81  $LTPSY 81191 #7999  €000+8710f
00 W96 TO0 856 900 9¥6 LOO TH6 100 9¥6 LSIPL  LyI9IF  10°0€r 9TET8E  8F6  €98K6T LYFE  OPIISE  L60TI  8Y0TS9  IH'80E  TLISI9  THO8T LOSITY  80°€9  €TITLL ErHO+IT60L
P00 626 €00  8T6 800 8I'6 SO0 816 100 vE6 €1'6ST 999ILS  1'8CC  €8°1L8€ SPI8I P OLIT SY8KE E€PPSLE  STHIL  LEISY 9I'0FE  9€90€r  TSSI  60911€  #8°69  I+1879 6£80—CS10f
1IT0  S06 TTO SO6  YI'0 68 P00 P88 100 9T6 <T8SSL  TSS6T 66°ELl  LEIYYE TLLY LS90TE SVLS TS'ESTE LT899  OLTIE  LO9PF  9°066T PT69 L8'68ST 8089  8'68IS  6T00—ETEOr
00 €6 TO0  tb6 110 6F6 €00 TI'6 800 9T6 8Y9LC TISIEE  19°STI  8P°000F LOSET E€SPS8T  TTH  €9SHPC 918 vTSELY 11965 LPOVS  SL'69  88°€9ST  9'6Er  IE€LI0S €€0+T001T
00 T6  TO0 96 TI0 TE6 €00 S¥6 TO0 6€6 IL9EL 990065 6v'961 S980FF 18S9l LYPOT EYEET 8STOE  8SSS  88'SS6Y  PEEIS  9TIETS LOSTI TEIS6E  €8°601  16+TS9  1S10+THS0r
YO0 FP6 YO0 96 900 $6 TO0 8T6 100 9T6 89Pl  TLEL6E 9L0LE 16°CIEr 18SHI  6'86TC 6109 L90L0F 9TOLI  9TTLY  I¥'SLT  €IFTIS  9I'H9  80°006T  10°9S  80°TEOS  LP60—60TOL
Y00 106 P00 906  TI'0 616 €00 vE6 TO0 ¥S6 YTEY  SHELOE  TOE6  8'8TES  E€IHOT 68°80ST 00 €T8T6E  €ELE€TI  LTLITE  LT6Y  LSLSOF  STE6  6S6LEE  88°0TI  8L'ETEL HIT10+HEPOOL
Y00 ¥6 €00 L6 800 S6 v00 6£6 100 1T6 LLI9T 6EVIIF  1T8FE  66'9ISE TLOOL L0061 90TS LS8LOT TE9L  9PS8y  61'S0v  10T6IS 9LTEL LYSLEE SITL  €9€8F  TTEO—SSIIL
00 96  TO0 696 00 LL6 €00 L6 €00 6€6 L6'80E L6L6SY 1619  SLESSE 61T E€P6IST 9LISE 60°9S8E 9666  TE'6TTY  96'S91  SHTHEL  S9El  PTO6LY LSS8L  PL'EI6S  LTOOHEOLOL
€00 9¥6  TO0  IS6 €00 856 TO0 9¥6 100 S6 9CLPI 10°010F  6T0S IL109T €€6TI 9I'EIIT €81El SEESSS S6'SIT  S6'S8LY  9L'6ET  8TYSHS €699 ST8IYE  TOT6  TEI8SY  €TOI—SSIOr
900 TE6G SO0 86 900 PK6 YO0 Lv6 TO0 S96  689bC 6T981E  196L  9UTI9F TOLI 6TSIIT €9ISE 60°0L8€ ISOVT I€E8Ty 8SOLT  Y9'6TLY  86'SEl PTTOTE 90°EEl  LI'ELS9  TOLOHTSIIL
vV SMoH v ,0PH v gH vV OuSW vV AID v PH v 9H v usN \Y ALD v PH v 9H v nsN v ALD oureu
(OW/(WHMDH) Sop (s ) Mo———————— (S UDDNHMF 12[q0

‘yoeoxdde jpoo; oy Jopun ‘sojewnse ssew SuIpuodsaliod pue SYIPIM AUI] Peolq °€ IqRL,

MNRAS 460, 187-211 (2016)


http://mnras.oxfordjournals.org/

196

J. E. Mejia-Restrepo et al.

102 [ L (Ha)

= Lg200

101 L

100F

1102

101 L

L Ls100

1 ‘
10 107! 10°

10! 10?

10?

103 .
[— Lon|

10%F

AL(A) globar[10*erg /5]

102F

10° .
10° 10!

4.2

10? 10%

10%

AL(A)1ocat 10 erg /5]

10%

4.0¢
3.8} ©
3.67
3.4¢
3.2¢

4.0t
3.8t
3.6}
341 o :
3.2t S

log o (linegighal) [km/s]

|

CIV

323436384.042323436384.042
log o (linejoear) [km/s]

4.2
3.8 1 |

3.4} | - |
3.9 |
IID) AN :
4.0 { |
3.8 { 0oy |

log FWHM (lincgopar) [km/s]

3.4¢ o} + 1

323436384.042323436384.04.2
log FWHM (linejoca) [km/s]

T T T T T S4B T T T T

&

9.5} 1
9.0f !
8.5¢ +
8.0t 1
75 | Ll
9.5t t r
9.0} +
8.5t o) + o
8.0F T
ey Ll [ o]
7.5 80 85 9.0 9.5 7.5 80 85 9.0 9.5
log Mpn(linejocal) [Mo]

006

log Mg (linegiobar) [Me]

Figure 5. Comparison of various line and continuum properties measured under the two general assumptions of /local (horizontal axis) and global (vertical
axis) SEDs. Top-left panel: L(Ha)(blue stars), Lgxoo(cyan triangles), Lsjoo (yellow triangles), Lzooo (green squares) and Li4so (red dots). The coloured solid
lines are the best linear fits to the corresponding data. Top-right panel: FWHM(He) (top left), FWHM(Hp) (top right), FWHM(Mgu) (bottom left) and
FWHM(C 1v) (bottom right) lines measurements. Bottom-left panel: same as the top-right panel but comparing oines instead of FWHMSs (note the much larger
scatter in this case). Bottom-right panel: My comparison between local and global approaches. In the top-right and bottom-right panels, black dashed lines
represent the median offset between global and local measurements. In all panels, the black solid diagonal line represents the 1:1 relation. Points have been
colour-coded in grey-scale by S/N where darker colours correspond to larger S/N.

Table 4. Median-induced offsets when the local approach is used instead

of the global approach.
Line AMgy AFWHM AL ALjine
(dex) (dex) (dex) (dex)
0.06 0.020 0.04 0.04
Ha 0.03% 500 0.015%)014 0.0570 0% 0.05% 5 0e
+0.09 —+0.035 +0.03 +0.12
Hp 0'04—0.05 0'020—0.025 70'01—0.05 0'03—0.05
Mgn 001555 001050, —0.03%5  0.03%5
Cwv 0.057908 0.020790% -0.02+00 0.077985
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a very subtle overestimation of the continuum emission when the
local approach is adopted (see Fig. 4 for a particular example).

4.1.2 Line width biases

The systematic continuum overestimation that we found coming
from adopting the local instead of the global approach will nat-
urally lead to systematical FWHM underestimation as can be
also seen in Fig. 5 (top-right panel). Indeed, all the relevant line
width measurements present small median offsets (AFWHM =
log FWHMiopa /FWHMioea) smaller than S 0.02dex as can be
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seen in Table. 4. As mentioned in Section 2, the measurements
of FWHM(Hp) are more challenging for low S/N and/or objects
where most iron emission is suppressed by telluric absorption. This
explains the outliers and large uncertainties for some objects in the
FWHMHB)1oca—FWHMHS)giopa plot. Except for these few out-
liers, the FWHM,,.,; measurements of all the emission lines are
proportional to, and systematically but slightly smaller than the
FWHM,,pa measurements.

When we perform the same analysis on the velocity dispersion
Oline (see the bottom-left panel in Fig. 5), we find a large scatter
(~0.14 dex) and usually weak, if any, correlations (P > 0.01) be-
tween the local and global measurements in Ho, Mg and Civ.
On the other hand, the HB line shows a much tighter correlation
(ry < 0.78, P = 2 x 107°) but the scatter is still very large
(~0.12 dex). These results indicate a strong and perhaps non-linear
dependence between the measured o i, and the level of its local
continuum. As a result o ,.-based determinations of Mgy may be
unreliable for data of limited spectral coverage. In particular, such
estimates may suffer from higher systematic uncertainties compared
to those based on FWHM.

4.1.3 Black hole mass biases

In Section 4.4, we will describe in detail the methods that we follow
for Mgy calibration using the local and global approaches. The
form of the virial mass estimator (see equation 1) indicates that
biases in Mpy determinations are mainly driven by the (small) line
width biases. This is not the case for the continuum luminosity since
one can, in principle, re-calibrate the Rg; g—L relations to use either
one of the local or global measured continuum luminosities, thus
completely eliminating the systematic biases.

After following the procedure described in Section 4.4 and the
strict virial assumption (Mpy FWHM?), we found that the Mgy
median offsets (AMpy = log Mgy, globa/MBH, 10cal) are in very good
agreement with our predictions, as can be seen in the bottom-right
panel of Fig. 5 and are smaller than <0.04 dex (see Table 4). From
the values listed in Table 4 and from a visual inspection of Fig. 5,
one can conclude that He, Mgu and C1v are consistent (within
the scatter) with AMpy being independent of Myy. HB is again a
bit more complicated, due to the difficulties we mentioned above.
However, after removing the low-quality outliers we eventually
find HB to be consistent with AMpy being independent of Mpy.
Among all the lines considered here, we find Mgn to be the one
showing the smallest biases when following the local approach.
This is somewhat surprising, given the several important spectral
features (BC, Fen lines) that are influencing this spectral region.

4.1.4 Line luminosity biases

Line luminosities are more sensitive to continuum placement than
the other quantities we examined. Indeed, we found line lu-
minosity median offsets (AL, = log L(lin€)giopar /L(lin€)ioca1) Of
0.0670:9%8 dex, 0.0370:99 dex, 0.02700% dex and 0.05)0¢ dex for C1v,
Mg, HB and He, respectively. Furthermore, we find that the large
scatter that is generally found in ALcyy, ALwygr, ALyg and ALy,
is due to the fact that these quantities are anticorrelated with contin-
uum luminosity. In particular, the relations between these line lu-
minosity biases and Ls;op show r; correlation coefficients of —0.38,
—0.44, —0.65 for C1v, Mg i1, HB and He, respectively. This implies
that using the local approach to estimate line luminosities generally
leads to an underestimation of the latter, and its effect is larger for
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Figure 6. Local Ho line luminosity (blue), Lepoo (cyan) L3ppo (green) and
Ly4s0 (red) versus Lls"lc(;‘(l) The colour solid lines represent the best linear fits

to the corresponding data. The black solid line represents the 1:1 relation.

low-luminosity objects (up to 0.14 dex, or 38 per cent, in the case
of C1v).

In summary, the impact of using the local approach to estimate
the local luminosities, lines widths and black hole masses when
the global continuum is unknown is found to be small (<0.06 dex).
However, the impact using the local approach to estimate line lumi-
nosities is found be luminosity dependent, being stronger for low-
luminosity objects. The median values of AFWHM, AL, AMygy and
ALjpe that we found are summarized in Table 4. Based on the gen-
eral good agreement between local and global measurements and in
order to provide the community with strategies more applicable to
observations with limited wavelength coverage, in the analysis that
follows is based only on the local measurements, unless otherwise
stated.

4.2 Luminosity correlations

Fig. 6 presents a comparison between Ls;oo and the luminosity
indicators most commonly used in the context of Mpy estimates.
The best-fitting parameters of all the correlations can be found
in Table 5. These relations provide us with the links necessary
to connect each luminosity indicator and Rg;r(Hp), through the
Rp1r—Lsio relation obtained from RM experiments (Kaspi et al.
2000, 2005; Bentz et al. 2009, 2013). For the purposes of this work,
we use the same calibration as in TN12, which is appropriate for
sources with Lsjoy > 10* ergs™:

L 0.65
210 ) lt-days. 3)

R HB) =538 —(——
sLr (HB) (lO“ﬁergs—‘

As shown in Fig. 6 the L(Ho)—Ls oo relation shows a larger scatter
than those involving UV continuum luminosities (L;450—Ls100 and
L3o00—Ls100)- This may therefore contribute to an increased uncer-
tainty in L(Ha)-based determinations of Mgy. This is not surprising,
given the expected range of conditions in the BLR. Consequently,
we also investigate use of Lego as an alternative to L(Ha). As can
be seen in Fig. 6 (cyan inverted triangles) the Lgyoo—Lsi00 relation

MNRAS 460, 187-211 (2016)
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Tabyle 5. Best-fitting p]i)wer»law parameters to the following relations: ¢ Lls‘ic(glé =A Li:m]’ b Llsolcoaé _
c _
ALY o> Lot = ALy

Lol versus Liocar®

local b
L350 Versus Lgiobal

Lgjobal versus Liocal

5100
Y A Y A Y A
L(Ha) 1.04 473 1.09 3.59 0.94 1.32
Le200 0.98 1.23 0.94 1.57 0.96 1.28
Lsi00 1 1 0.89 1.61 1.15 0.60
L3000 0.92 0.67 0.91 0.77 1.01 0.88
Lisso 0.88 0.56 0.87 0.64 1.02 0.87

shows an even smaller scatter than Lj4s0 and Lsggo. This is partic-
ularly the case for objects with Lsjgp = 10* ergs~!, where host
galaxy contribution is negligible.

Lysso—Ls100 and L3poo—Lsioo luminosity correlations are supra-
linear, in the sense of showing L L?mo and B > 1 (see the first
column of Table 5 and note that 8 = y~!). This has been noted
earlier by Vanden Berk et al. (2004) but is in contrast to Shen &
Liu (2012) who found consistency with 8 = 1 in the sample of
high-luminosity quasars (Lsjgo[ergs—'] > 10%4).

While there are various correlations with Mpy(He) and L/Lgqq
(measured from He) that can, perhaps, explain these differences,
it is important to note that our sample is by no means complete.
It was chosen to sample the high-L z=1.55 AGN population by
giving equal weight to a group of sources with the same Mgy and
L/Lg4q (see Paper I). Hence, the relationship found here should be
checked in a larger and complete sample that represents the entire
AGN population.

4.3 Line widths and line offsets

4.3.1 Comparison with SDSS data

At the redshift range of our sample, the archival SDSS spectroscopy
covers both the C1v and Mg lines in 29 out of 39 objects.? In
Fig. A1, we show an example of the SDSS and X-Shooter spectra
in the overlapping region. Comparing SDSS and X-Shooter data
allow us to test the effects of having only survey-grade data, with
limited S/N and spectral resolution, on the measurement of line
widths. To this end, we used our C1v and Mg 1 fitting code for the
lower quality archival SDSS DR7 spectra. In Fig. 7, we compare the
FWHM (top panels) and o ;e (bottom panels) values of the C 1v and
Mg 11 lines obtained from the SDSS data, with those obtained from
our higher quality spectra under the local approach. We also show
the Spearman correlation coefficients and corresponding P-values
in each panel.

We find that SDSS-based FWHM(C 1v) for objects with absorp-
tion features which are unresolved in the SDSS data (4 out of
29 objects, red symbols), or those with partially observed profiles
because of the limited SDSS wavelength coverage (5 out of 29,
yellow symbols) result in FWHM measurements which are system-
atically different from those obtained from the higher quality data.
Specifically, while unresolved absorption features are likely to re-
sult in a systematic underestimation of FWHM(C 1v), by about 50
=+ 10 per cent, incomplete profiles are likely to lead to a systematic
overestimation of FWHM(C 1v), by about 40 % 20 per cent. This re-
sult was found in previous works (e.g. D13; Park et al. 2013; Tilton
& Shull 2013) and could explain, to some extent, the overpopulation

2 For the remaining 10 objects, the only archival spectroscopy available is
from the 2SLAQ survey, which is of limited S/N and is not flux calibrated.

MNRAS 460, 187-211 (2016)

of narrow C1v objects that is reported in TN12. The Mg 11 line does
not generally show strong absorption features. Indeed, we find that
the SDSS-based FWHM(Mg 11) measurements are generally con-
sistent with our higher quality FWHM(Mg 11) measurements with
the exception of five objects. Of these five objects, three have very
low S/N, one has an incomplete profile and one shows signs of
absorption.

Looking into the corresponding comparison with o, (bottom
panels of Fig. 7), we generally find that sources with absorption
features or incomplete profiles do not stand out from the ‘nor-
mal’ population. The entire sample shows considerable scatter when
comparing the SDSS and X-Shooter line measurements and show
less significant correlations than the FWHM(top panels of Fig. 7).
For o Mg), we find the SDSS measurements to be systemati-
cally broader than our ox_ghooer (Mg11) estimations, and the scat-
ter is larger than the one in the FWHM comparison. For o (C1v),
there is a large dispersion (0.2 dex) between SDSS and X-Shooter
measurements that could be caused by the high sensitivity of o e
measurements to continuum placement.

We conclude that the usage of ;e to measure line width in data
of limited quality introduces significant scatter. For such data, the
use of FWHM is preferred, especially for the Mg 11 line. In addition,
the absorption features often seen in the C1v line necessitate the use
of high-quality spectra, in order to resolve and properly account for
these features, even if one uses FWHM instead of o jjpe.

4.3.2 Line offsets

We measured the line offsets with respect to the laboratory wave-
lengths of Ho, HB and Mg 11. Their absolute values (| Av|) are found
to be (within the 16 per cent and 84 per cent percentiles) smaller
than 600, 550 and 250 km s~!, respectively.

Many of the observed C1v lines show large negative velocity
offsets (Av ~ —1200 £ 1000km s~") suggesting non-virial equi-
librium of the C 1v-emitting clouds. This has been noted in numerous
earlier publications (e.g. SO7; Wang et al. 2009; Shen & Liu 2012;
TN12; R13; Brotherton et al. 2015). Moreover, the C1v velocity
offsets are anticorrelated with L/Lgqgq (rs = —0.53, P = 0.0004), i.e.
higher L/Lgqq will translate into bluer line centres (e.g. Marziani,
Dultzin-Hacyan & Sulentic 2006; Sulentic et al. 2007). We also
find that the much smaller velocity offsets of the Mg 11 lines are also
anticorrelated with L/Lggq (rs = —0.49, P = 0.001) which is also
in agreement with M13. We repeated the analysis using the nor-
malized accretion rate (12 = Luodel/ Lraal MES®!]) taken from the
best-fitting AD models (to be presented in Paper I1I; see Paper I for
details). We find that our measured m, too, is anticorrelated with
C1v velocity offsets (ry = —0.49, P = 0.001); however, the anal-
ogous correlation with Mg 11 velocity offsets becomes insignificant
(P =0.07). These results suggest that L/Lgqq is playing an important
role in the line offsets of the C 1v profile, while Mg 11 velocity offsets
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Figure 7. FWHMs (top panels) and o jines (bottom panels) of the C 1v (left) and Mg 11 (centre) profiles found with low-quality SDSS data versus those measured
in our high-quality X-Shooter using the local continuum approach. The right-hand panels show C1v versus Mg 11 line widths measured with SDSS data. The
red solid line shows the 1:1 relation and the red dashed line represents FWHM (C 1v) = +/3.7 FWHM (Mg ). The red dots represent objects with noticeable
absorption features while the yellow dots are objects with SDSS incomplete profiles. It can be seen that C 1v profiles with strong absorption features artificially

populate the zone where FWHM (C1v) < FWHM (Mg ).

may involve additional parameters. As explained earlier, the way
we selected our sample makes it difficult to make strong statements
regarding the entire population of AGN. When the same analysis is
done with the Balmer lines, we find no correlation between neither
L/Lgqq nor m and the Balmer line velocity offsets (P = 0.26 and
P = 0.90, for He and Hp, respectively).

We further confirm earlier results (e.g. Corbin 1990; Richards
et al. 2011) of a significant anticorrelation between the Civ
blueshifts and the Civ line strength, EW(C1v) (r, = 0.43,
P = 0.006), but not with EW(Mg) (r; = 0.25, P = 0.12).

Several studies investigated the possibility that broad emission
lines are gravitationally redshifted by few hundred to few thousand
km s~! (e.g. Netzer 1977; Zheng & Sulentic 1990; Popovic et al.
1995; Miller & Wold 2006; Tremaine et al. 2014). This effect
is enhanced in very broad emission line components (FWHM 2>
7000 km s~ ") that are formed close to the BH. In this work, we made
no attempt to include this in the modelling of the line profiles since
we are mainly after the line FWHM which is insensitive to such
small variations. We verified, however, that line offset due to this
effect are smaller than the general uncertainty and scatter associated

MNRAS 460, 187-211 (2016)

9T0Z ‘S lequis1dss Uo a|IyD ap pepsBAIuN e /610°SeuIno [pio xo seluw//:dny wouy papeoumoq


http://mnras.oxfordjournals.org/

200 J. E. Mejia-Restrepo et al.

with our measurements of the line centre velocity. We come back
to this issue in Paper IV (Mejia-Restrepo et al, in preparation).

4.3.3 Line width correlations

Fig. 8 presents a comparison between the widths of some of the
broad emission lines in our X-Shooter observations, in terms of
FWHM (top panel) and line dispersion (o j,e; bottom panel). For
reference, we also illustrate the 1:1 relation (black solid line), and a
constant scaling of FWHM (C1v) = /3.7FWHM (He, HpB, Mgu)
(black dashed line). The latter scaling is motivated by the typ-
ical ratio of the corresponding BLR sizes for HS and C1v, as
measured in RM experiments, and under the virialized BLR
assumption (see detailed discussion in TN12). We have plot-
ted in yellow a dashed line that represents FWHM (C1v) =
V3.7 <$’\%> FWHM (Ho, Mg 1) to account for the me-
dian FWHM ratio between FWHM(Hp) and the FWHM of Ho and
Mg 1. Finally, we have colour coded the points in grey-scale by
the S/N of the continuum bands around HB where darker colours
translates into higher S/N. In Figs C1 and C2 of Appendix C, we
show the normalized Ha, HB, Mg and C1v observed line profiles
in velocity space to provide the reader with a direct visual com-
parison of the most prominent emission lines. The large error bars
in the HP line widths are due to the low S/N and the difficulty of
constraining the iron emission around Hf, because of the telluric
absorption (see Section 2).

We generally find very good agreement between the FWHMs
of HB and He (Fig. 8, top-left panel). On average, FWHM(Hp)
is broader than FWHM(Ha) by 0.03 dex (see the blue dashed line
in Fig. 8), with a scatter of about 0.08 dex. This result is in good
agreement with several previous studies, as well as with the scaling
relation reported in Greene & Ho (2005) (see the red dashed line in
Fig. 8).

We also find that objects with log FWHM(Hg)[kms™'] < 3.6
(~4000km s~') show FWHM(H}) slightly narrower than the me-
dian trend (i.e. below the blue dashed line in Fig. §) by about
0.04 dex (10 per cent). These objects are however fainter and their
values are less accurate because of the difficulties with HS measure-
ments. This results is in agreement with Denney et al. (2009) where
they found that the estimated FWHM(Hp) in low-quality data (S/N
< 20) is not reliable.

From Fig. 8, we can also see that there are significant cor-
relations between the FWHMs of (1) Hoe and Mgu (scatter of
oa = 0.08 dex), (2) HB and Mg (oo = 0.10dex) and (3) Ha and
Hp (oo = 0.07 dex) in agreement with several previous works (e.g.
Greene & Ho 2005; S07; Wang et al. 2009; Shen & Liu 2012;
TN12; M13). Also, FWHM(Mg 1) is proportional to and narrower
than FWHM(Hg) by 0.16 dex (30 per cent), with a scatter of about
0.08 dex and no dependence on FWHM(Hg). There are however
some outliers in these general trends: The two broad absorption line
quasars (BALQSOs, the green dots in Fig. 8) and five objects that
show FWHM (Mg 1) 2 FWHM (Hp) and have high L/Lg4q (>0.17,
hereafter broad-Mg 11 objects, magenta diamonds in Fig. 8). These
seven objects and their implications in the FWHM(Mg 11)-Balmer
lines correlations are further discussed in Section 4.3.4.

From the discussion above, it is reasonable to assume that the
emissivity-weighted Mg region is more distant from the central
BH than the corresponding regions for the He and Hp lines. On
the other hand, both Balmer lines seem to come from the same
part of the BLR. As a consequence and based on the FWHM linear
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correlation among He,HB and Mg 11, assuming virialization of HB
would reasonably imply virialization of Mg and Her.

The correlations of FWHM(C1v) with the measured FWHM
of the other lines are weaker, occasionally insignificant (i.e. P >
0.01) and non-linear: (1) Ha (ry = 0.48, P=0.02, oo = 0.14 dex),
2) HB (insignificant, P=0.05) and (3)Mgu (r, = 0.50, P=0.001,
oa = 0.10dex). This would mean that FWHM(C 1v) is not linearly
proportional to the FWHM of Ho, HB and Mgu. For example,
FWHM (C1v) « FWHM (Ha)'*'#%° Moreover, when combining
the results of the RM experiments (e.g. Kaspi et al. 2007) with
the virial assumption, it is expected that the C1v line would be
broader than HB, by a factor of about /373 In contrast, the
vast majority of sources in our sample (35/39; 90 per cent) show
FWHM (C1v) < +/3.7FWHM (HB) and one-third of the sources
have FWHM((HgB)>FWHM(C1v). These results indicate either a
non-virialized C1v emission region, or a very different ionization
structure for objects with low and high FWHM(Hg).

Finally, when we compare the velocity dispersion (o ;. ) between
the lines of interest (bottom panels of Fig. 8), we only find one
significant correlation between FWHM(Mg1) and FWHM(C1v)
(ry = 0.43, P=0.005) in the local approach. However, even this
correlation does not hold under the global approach (P = 0.36). Due
to the fact that the correlations between the FWHM of different lines
are much tighter than the o, correlations (under both continuum
approaches), and the fact that o, is strongly affected by flux in
the line wings, we choose to use the FWHM to estimate Mgy in the
analysis that follows.

4.3.4 Broad-Mg 1t and BALQSO objects

As discussed in Section 4.3, we found that Mgu profiles are
generally and systematically narrower than Ha and HB profiles.
However, the top-right and top-centre panels of Fig. 8 show that
around log (FWHM(HS)) and log (FWHM(Ha)[kms™']) < 3.6
(<4000 km s~!) there are a handful of objects (magenta diamonds)
that show FWHM (Mgu) 2> FWHM (He, HB) and were noted ear-
lier as ‘broad-Mg 11 objects’.

Marziani et al. (2013b) and M 13 presented a thorough eigenvec-
tor 1 analysis of the Mg and Hp profiles following Sulentic et al.
(2002) from an SDSS-selected sample of 680 quasars. Their classifi-
cation is based on the location of type  AGN in the R,,—~FWHM(Hp)
plane, where R,, = L (Feu (4750A)) /L (HP). They claimed that
the so-called Broad-Mg 11 objects belong to the extreme population
A category (A3 and A4 according the their classification, see fig.
8 in M13) and represents about 10 per cent of the total population
of high-luminosity AGN. These extreme population A objects have
narrow Hp profiles (<4000 km s™') and the highest R, values. They
are also among the objects with the highest Eddington ratios and
largest velocity offsets. Unfortunately, our difficulties to properly
measure the Fe nemission around HB do not allow us to measure Ry,
and test their assumptions. We can however compare their L/Lgqq €S-
timates to our Ho-based L/Lgqq estimates by applying a bolometric
correction as described in TN12. As can be seen in Fig. 1, all these
objects occupy the top 20 percentile of the L/Lgqq distribution in our
sample (L/Lgqq > 0.20) in agreement with M13. The broad-Mg 1t
objects in our sample also show relatively large C 1v and Mg 11 veloc-
ity blueshifts (top 20 per cent, Avgroad-mgn (C1v) S —2200km s7!,
Avgroad-mgn (Mg1) S —200km s~!) which is also in agreement

3 The scaling factor is somewhat luminosity dependent. See TN12 for a
discussion of this issue.
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Table 6. Line width ratios and correlations. For each pair of lines, we list median values and scatter of Q = log (FWHM(linel)/FWHM(line2)) and the
Spearman correlation coefficients between FWHM(linel) and FWHM(line2). We tabulate these quantities for both the complete sample (under the local

approach), and after excluding the five broad-Mg 11 and the two BALQSO.

Ha

——All objects—
linel 0 scatter  rg 0 scatter  ry Q  scatter

Mg 1t Cn
—No broad-Mgn”’~  ——All objects—

—No broad-Mgn’~  ——All objects®— —No broad-Mg n’—
Q  scatter rs 0 scatter 1 0 scatter  rg

Ho - - - - - 013 0.08
Mgn -0.13 0.08 069 —-0.13 0.07 0.81 - -
Hp 0.03 0.07 081 0.04 0.07 0.77 0.15 0.10

069 0.13 007 081 -0.12 0.14 048 -0.11 0.10 0.72

- - - -026 0.10 050 -0.25 0.10 0.55

069 0.16 0.08 088 —0.10 0.17 031 -0.09 0.13 044

Notes. “Including all objects in the local approach.
bWithout considering the Broad MgII and BALQSO objects.

with M13. We note however that broad-Mg 1 objects are not the
only ones that meet the mentioned conditions.

As can be seen in Fig. 8, the BALQSOs in our sample show
exactly the opposite behaviour. They show narrower Mg 11 profiles
than usual. Unfortunately, it is impossible to draw any conclusion
based on only two sources.

In Table 6, we present the median values and corresponding
scatter of 0= log (FWHM(linel)/FWHM(line2)) as well as the
Spearman correlation coefficient between the FWHM of the listed
lines under two cases: (a) including al/ objects in the analysis and
(b) excluding the broad-Mgu and the BALQSOs from the analy-
sis. It can be seen in Table 6 and Fig. 8 that after removing these
outliers the FWHM correlations becomes tighter (i.e. r; increases)
and the Q factors remain almost unchanged. We emphasize that
this result is also true for FWHM(C 1v)while the correlations be-
tween FWHM(C1v) and the FWHM of the Balmer lines approach
to linearity after removing such seven objects. Consequently, for
the following Mgy analysis we exclude both the five broad-Mg 1t
objects and the two BALQSO:s.

4.4 Black hole mass estimators

In this subsection, we present the procedure we use to obtain, and
compare, different Mpy estimates using the different line and con-
tinuum measurements. Our starting point, and the basis for all the
following correlations, is the subsample of 32 AGN obtained by re-
moving from the original sample five sources showing large discrep-
ancy between FWHM(HB) and FWHM(Mg 11) (see Section 4.3.4)
and the two BALQSOs in the sample. A major aim is to find a
practical strategy that will allow the identification of sources that
are not suitable for accurate mass determination based on single
line and continuum measurement.

4.4.1 Lsi00—RpLr(HPB) relation and HB

Most present-day single-epoch mass measurements are based on the
Rp r(HB)-L relation, established through RM experiments (see
Section 1 and equation 3). In this case, L;"l“(';"(') is a local estimation
of the continuum and Rp; g is obtained from the time lag of the
response of the H line to (optical) continuum variations. This lag
is assumed to properly represent the emissivity weighted radius
of the broad HB line. Mgy is obtained from equation (1) where
both FWHM(H}S)joca and L5 are obtained using local continuum
measurements. These values can be used to obtain the ‘local”’ BH
mass estimate, Mpyjoca- We can then use the expressions derived
in Section 4.2, and the various biases between the local and global
Lsy00 and FWHM, to derive a global expression for Mgy (Hp).

MNRAS 460, 187-211 (2016)

We start by using the local Mpy(HpB) expression obtained by
TN12. This expression is most appropriate for our intermediate-
and high-luminosity AGN:

local 0.65
3 6 _ Lsin
Mgy (HB)joeur = 5.26 x 10° M 10* ergs~!

FWHM (HB)j0ca \
~ ( ﬁ}:oml . (4)
10°kms
Obtaining the equivalent global expression is not trivial since we
need first to find a relation between Rp; g measured from RM and

Li'l%%ﬂ and not simply use the recipe that connects local measure-

ments. However, we do not know L_%llo(%al for the objects targeted by
RM campaigns, and we have to rely on the scaling relation between
LY and Lgll%%al that we find in this work (see Table 5). Substituting
in equation (3), we get

global 0.58
_ 6 L5100
Mpn HB)giopa = 7-17 x 10° M (1()44ergsl>
. (FWHM (Hﬂ)globul)z . )
103 kms™!

It is important to note that we have simply re-scaled the empirical
Rg r(HB) versus Lls"lc(';‘é relation to a Rg r(HpB) versus L_%ll%‘ll rela-
tion that is adjusted to predict the same Rg r measurements. Con-
sequently, we do not expect any systematic bias in Mgy measure-
ments coming from intrinsic L%l,%%al—Lg"fgé biases. The bias between
MBgHhioca and Mppgiobal are simply the results of the intrinsic differ-
ences between the FWHMo.,; and FWHMgjqpa (see Section 4.1).
The small Mgy biases that we found are shown in the bottom-right
set of panels in Fig. 5.

4.4.2 Other lines

In order to calibrate Hoe, Mgn and Civ line measurements
to match the Mpy(HB) predictions, we follow standard pro-
cedures (e.g. McLure & Dunlop 2004; Vestergaard & Peter-
son 2006; TN12) that basically re-scale Rgyr(Lsi00) to Rprr(L;)
(see equation 3) and then re-scale u()) to Mpu(HB), where
w(}) = G~ Ry r(L,)FWHM(line).

This approach assumes that Mgy scales as FWHM?, which fol-
lows from a virialization of the line-emitting region. According
to the direct proportionality that we found between FWHM(Hg),
FWHM(He) and FWHM (Mg 11) (see Section 4.3), it will be enough
to assume virialization of the HB-emitting region. We note that
several previous studies have instead allowed total freedom to the
dependence of Mgy on FWHM (e.g. Shen & Liu 2012), instead
of assuming a virial relation. However, there is no physical moti-
vation for this approach (except perhaps for Civ) apart from the
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Table 7. Virial BH mass calibrations of equation (1) (Mg = K(L; )% FWHM?) based on different line width and luminosity combinations for 32/39 objects
in our sample, calibrated against the HB virial mass calibration given in equation (4). “Mpy calibration based on local measurements. Mgy calibration
based on global measurements. ‘Local My calibrations corrected for the small systematic offsets that we found with respect to global Mgy. Note that the

values in this table are valid for L in units of 10%

for FWHM Mgy estimates.

erg s~! and FWHM in units of 1000 km s~!. For these calibration, we assume f = 1 which is appropriate

Local® Global” Local? .
log K o Scatter log K o Scatter log K o Scatter
(dex) (dex) (dex)
FWHM(Ha), Ls1o0 6.779 0.650 0.16 6.958 0.569 0.19 6.845 0.650 0.16
FWHM(Ho), Le2oo 6.842 0.634 0.16 7.062 0.524 0.22 6.891 0.634 0.16
FWHM(Ho), L(Her) 7.072 0.563 0.18 7.373 0.514 0.23 7.389 0.563 0.18
FWHM(HS), Lsi00 6.721 0.650 0.00 6.864 0.568 0.00 6.740 0.650 0.00
FWHMMg 1), L300 6.906 0.609 0.25 6.955 0.599 0.29 6.925 0.609 0.25
FWHM(C1v), Li450 6.331 0.599 0.33 6.349 0.588 0.38 6.353 0.599 0.33

attempt to minimize residuals with regard to Mgy (HB). We focus
on identifying those sources which appear to represent the largest
deviation from virial equilibrium, and excluding them from the
analysis. As explained in Section 4.3.4, these are the five sources
with the largest deviations between FWHM(HB) and FWHM (Mg 1)
that are mostly small width (FWHM(HgB) < 4000 km s7h, high
L/Lggq (20.17) sources and the two BALQSOs. In such cases,
Mpu(He) and Mpu(HB) are the only methods providing reliable
Mpygy determination.

The results of the re-scaled single-epoch Mgy estimators based on
Ha, HB, Mg and C1v in 32/39 sources are summarized in Table 7
and shown in Fig. 9 where the black solid lines represent the 1:1
relations. We also show the seven removed sources: BALQSOs in
green and objects with discrepant FWHM(HgS) and FWHM(Mg 1)
in magenta.

Fig. 9 shows that the main sources of scatter in all the Mpy
relationships in the original sample are the above-mentioned seven
sources. Removing these objects leaves almost perfect correlations
(rs > 0.85, P < 10~'?) between mass estimates based on Ho, HB
and Mg 11 and even C1v. In fact, the scatter in Mgy (Ho)-Mpy (Mg 1)
and Mpy(Ha)-Mpy (C1v) is reduced from 0.23 to 0.15dex and
from 0.29 to 0.16, respectively, for the Lg0o-FWHM(He) estimates.
Unfortunately, itis not easy to identify and remove such objects from
a sample where only the C1v line region is observable. We come
back to this issue later in the paper.

The use of L(He) in Xiao et al. (2011), as well as other studies
(e.g. Greene & Ho 2005), is motivated by the possibility of host-light
contribution to Leygo, especially in low-luminosity (low-redshift)
AGN. However, as previously mentioned (Section 3), most of our
objects have negligible host galaxy contamination, and we have
accounted for it in the few objects where it is relevant. Thus, we can
safely use Lgpoo for He-based Mgy estimates. In Table 7, we present
both Lgoo-FWHM(He) and L(Ha)-FWHM (Ha ) My calibrations.

In Fig. 9, we also present the best-fitting relations that compare
our new mass prescriptions with previously published ones (black
dashed lines). Particularly, we compared our new calibrations with
the TN12 Mg n-based calibration, the Xiao et al. (2011) Ho-based
calibration (an updated version of Greene & Ho 2005) and the
Vestergaard & Peterson (2006) C 1v-based calibration. We note that
these are somewhat simplified comparisons, as a proper analysis
of the deviation from each Mgy calibration is not straightforward,
due to the usage of different f factors; different Rgj r—L relations;
assumed cosmology; and even of fitting procedures. Nevertheless, it
is evident from the diagram that the deviation from the earlier mass

estimates based on C1v are the largest among the three (bottom
panel of Fig. 9).

4.4.3 X-Shooter versus SDSS Mgy estimates

In Fig. 10, we compare the Mgy estimations using the (lower
S/N) SDSS spectra and (higher S/N) X-Shooter spectra, by plotting
Alog Mgy =log (Mpy(line)/Mpp(He) for Mg 11 and C 1v versus the
S/N of the continuum around Mg n([S/N] (Mg 11)). We note that the
typical difference between the data sets is (S/N)xsn =4 X (S/N)spss-
As expected (see Section 4.3), objects with unresolved absorption
features or incomplete line profiles generally show the largest oft-
sets in mass. Apart from these objects, the scatter in Mgy (C1v) and
Mgy (Mg n) estimates is independent of the S/N. This is not surpris-
ing because of the good agreement between X-Shooter- and SDSS-
based FWHM(C 1v) measurements (see Section 4.3.1). We conclude
that the scatter in Mg 11- and C 1v-based mass estimates is dominated
by intrinsic differences between FWHM(Mg n)-FWHM(C1v) and
FWHM(Hea) as well as between Lsjo—L3000 and Leogp-

4.5 The C1v line as a black hole mass estimator

As can be seen in Fig. 8 and also mentioned in Section 4.3, the width
of C1v shows only weak correlations (if at all) with the widths of the
other lines we study in this paper. This result together with the sig-
nificant blueshifts observed in the C1v line centre (Av = —1200 £
1000) make mass estimates based on the CIV line significantly more
uncertain. However, in high-z objects (2 < z < 5) Civ is the only
prominent broad emission line that lies within the optical window. It
is therefore important to explore possibilities to improve My deter-
mination by means of C1v. There have been already some attempts
in this direction. For instance, R13 and Brotherton et al. (2015) claim
acorrelation between the line peak ratio Lp (Si1tv + O1v]) /Lp (C1v)
and the FWHM ratio FWHM (C1v) /FWHM (Hp) driven by eigen-
vector 1 (Boroson & Green 1992) that would help to reduce the
scatter in Mgy from 0.43 to 0.30 dex; D13 propose that having high-
quality spectra and using the velocity dispersion of the line (oiye),
instead of FWHM, will lead to accurate Mgy estimations. How-
ever, D13 sample is limited to only six objects and our larger, high-
quality sample does not show any correlation between o j;,.(HB) and
Oline (C IV)~

In the following section, we test the R13 suggested relation as
well as other relationships that can be used to improve the C 1v-based
mass determination method.
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Table 8. Spearman correlation coefficients, probability, scatter and the best-fitting parameters (log FWHM,4;i, = B log L;fmo + C) between the listed

quantities.

——Ilog (Lp (Sitv + O1v]A1400) /Lp (C1v)) ——Ilog (Lp (Cm] A1909) /Lp (C1v)))——

s P Scatter(dex) S C Ts P(percent) Scatter (dex) f C
log (FWHM (C1v) /FWHM (Ha)) 0.36 0.02 0.35 0.76  —0.51 034 3 0.34 0.72  —0.55
log (FWHM (C1v) /FWHM (HB)) 0.44 0.003 0.32 0.55 —-031 047 0.2 0.30 0.57 —-0.33
log (FWHM (C1v) /JFWHM (Mg)) 0.51 0.003 0.28 0.69 —-0.72 0.57 0.02 0.19 0.52 —-0.52
log (FWHM (C1v) /FWHM (Hp)) fromR13  0.64 3 x 1077 0.26 0.57 -0.36 - - - - -

4.5.1 Rehabilitating C1v?

In Table 8, we show the correlation coefficient, correlation
probability and scatter between Lp (Sitv 4 O1v])/Lp (C1v) and
FWHM (C1v) /FWHM (HB) as well as several other similar line
peak and FWHM ratios that are listed in the table. In Fig. 11, we
compare such quantities.

As can be seen in Table 8 and Fig. 11, we confirm the correlation
reported by R13, however with a lower level of significance and
larger scatter. These differences may be attributed to the smaller
size of our sample (39 objects here versus 85 in R13), and the
somewhat lower S/N in the HB region for the fainter sources in our
sample, compared with R13. We can also see in Table § and Fig. 11
that our best-fitting relation between Lp (Sitv + O1v]) /Lp (C1v)
and FWHM (C1v) /FWHM (Hp) (black solid line in the top-middle
panel) is in very good agreement with the one presented in R13 (red
dashed line in the top-middle panel).

We also find that Lp (Cm]) /Lp (C1v) correlations are slightly
stronger than the analogous Lp (Sitv + O1v]) /Lp (C1v) correla-
tions. At the same time, the strongest correlations are those involv-
ing these line peak ratios and FWHM (C1v) /FWHM (Mg 11). These
relationships can be used to derive ‘corrected” Mgy estimates in
cases where the relevant line peak ratios can be observed.

Below we present the corrected Mgy that can be derived from
C1v and Siv+O1v] measurements:

Liuso\*7  (FWHM(Cw)\>
B 6 1450
Mgy (Mg, = 1.13 x 10 ( 1()44) x (W)

Lp (Sitv + O1v]) —1.66
< Lp(C1v) )

and from C1v and C m] measurements:

(6)

Lisso 057
— 5 -
Mpy Mg,y = 5.71 x 10 (Wrgs—‘)

5 (FWHM(CW))2 5 (Lp (Cm]))“’9 o

103 kms™! Lp (C1v)

The confirmation of the R13 correlation, and the new correlations
reported here, should assist in rehabilitating C 1v for more reliable
Mgy measurements, by relying on the nearby Siiv+O1v] and/or
C ] emission lines. Even for those combinations of observables
which do not significantly reduce the scatter in My determinations,
they provide an improvement in the accuracy of rest-frame UV-
based Mgy estimations since these prescriptions compensates the
effect of L/Lg4q in the C1v profile.

5 SUMMARY AND CONCLUSIONS

This paper uses a unique sample of 39 type I AGN observed by X-
Shooter and covering, uniformly, the Mgy—L/Lgqq plane at z = 1.55
down to ixg ~ 21 mag. Our sample allows for a comprehensive

comparison between different luminosity probes and emission line
measurements, for the prominent broad emission lines Ha, HB,
Mg and C1v, which are commonly used for virial BH mass esti-
mates. Thanks to the broad spectral coverage we were also able to
test two approaches for continuum fitting and test for possible bi-
ases in Mpy determinations: a physically motivated approach based
on fitting an AD model to each spectrum; and a more practical ap-
proach which treats the continuum around each prominent line as
an independent power law.
In summary, the main findings of this work are as follows.

(1) Comparing the two continuum fitting approaches, we find
only small (although systemic) offsets in the derived line lumi-
nosities, local continua luminosities and line FWHMSs, and con-
sequently in Mgy determinations (<0.05 dex). This implies that a
precise modelling of the continuum emission is not crucial for Mgy
determinations.

(i) Line dispersion measurements (0jipe) are highly sensitive to
continuum modelling, and cannot be safely used for Mgy determi-
nation, even for the well-studied Balmer lines and/or when high-
quality spectra of broad UV lines are available.

(iii) We corroborate that both the He and H lines show very
similar FWHMs and can be consistently used for estimating Mgy
based on the virial assumption.

(iv) The Mg 11 line width is found to follow that of HB, and, gener-
ally, can be safely used for Mgy estimations. Our new observations
show that the Mg 11 line is about 3015 per cent narrower than HB
(in FWHM). We also found that about 10 per cent of the objects show
atypically broad Mg lines, with FWHM (Mg 1) 2 FWHM (Ho).
These Mg profiles are also systematically blueshifted, probably
due to non-virial dynamics, and further shown to be not suitable
for reliable Mgy estimation (see Section 4.3.4). We note that broad-
Mg 1 objects can only be identified using additional information
from one of the Balmer lines, which would in turn eliminate the ne-
cessity to identify them. Without any additional information, such
sources may be present in any sample of AGN.

(v) We find that FWHM measurements for C 1v in low-S/N spec-
tra are systematically underestimated, for objects with partially re-
solved or unresolved C 1v absorption features. We also find and that
the FWHMs of Mg 11 and the FWHM:s of non-absorbed-C 1v-profiles
are consistent in low- and high-S/N data sets. On the other hand, the
line dispersion measurements (o i) for both C 1v and Mg 11 profiles
differ significantly (a scatter of ~0.2 dex).

(vi) We find better agreement and lower dispersion between
Leoo and Lsjgp than between L(Ho) and Ls o9, especially for high-
luminosity objects (Lsjoo > 10*ergs™"), and recommend to use the
Ler00-FWHM(Ha) black hole mass calibration (Table 7) for objects
with an AGN-dominated continuum in this luminosity range.

(vii) The considerable uncertainties associated with Civ-based
determination of Mgy are not solely due to insufficient spectral res-
olution and/or S/N. They are more likely related to the physics of the
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Figure 11. Top panel: comparison of the He—C1v (left), HB-C1v (middle) and Mg u-C1v (right) FWHM ratios with the Siv+O1v]- C1v line peak ratio. The
red dashed line represents the best-fitting relation reported by R13, and the black solid lines represent our best-fitting relation. Middle panel: same as the top
panel but this time we compare with the C]-C1v line peak ratio. Bottom panel: predicted Mgy masses using the correlations of the Mg n—-C1v FWHM ratio
with the Siv+O1v]-C1v (bottom left) and the C m]-C 1v (bottom right) line peak ratios. Green stars represent broad absorption lines quasars (BALQSO) and
magenta points represent the broad-Mg i1 objects. The black solid lines represent the 1:1 relation.
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BLR. Our results are in agreement with some earlier findings about
the systematic uncertainties associated with C1v. We found that the
L/Lgyq is strongly correlated with FWHM (C1v) /FWHM (He) and
with the velocity offset of the C1v line. We stress, however, that
these correlations show large scatter and cannot practically assist in
improving Mgy (C1v) estimates.

(viii)) We confirm the result of R13, finding a significant
correlation between the Siiv+O1v]/Civ line peak ratio and
FWHM(C1v)/FWHM(Hg), which may in principle assist reha-
bilitating C1v-based Mpy determinations. Moreover, we find even
stronger correlations associated with the C m]/C1v line peak ratio.
Although these empirical correlations do not significantly reduce
the scatter in Mgy (C1v) estimates, we propose that their applica-
tion, whenever possible, would improve the accuracy of C 1v-based
Mpygy determinations.

(ix) L/Lggq seems to affect the dynamics of the Mg u-emitting
region, especially in objects with extreme accretion rates (as pointed
out by M13).

(x) We provide new single-epoch calibrations for Mgy, based on
the FWHM of He, HB, Mg and C1v.

(xi) We constructed a new (UV) iron template that aims to im-
prove on previous templates (Vestergaard & Wilkes 2001; T06),
particularly in the region of ~2200-3650 A.
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APPENDIX A: DEMONSTRATING THE
QUALITY OF X-SHOOTER SPECTRA

Fig. Al compares the newly obtained X-Shooter spectrum
(UVB+VIS arms) to the publicly available SDSS spectrum, for

3.5

— SDSS

10 ---- X-Shoother | |
7 25
by
=
=
. 2.0
—~
<
[

B 15
=
[
S,
(L0

. 4
- L TN mlll“lm.lliﬂm /"

0.0

i

100 2000 2500 3000 3500 4000

AA)

Figure Al. SDSS and X-Shooter spectra of J0143—0056. Both spectra
have been re-scaled to avoid overlapping.

J0143-0056 - the source shown in Figs 3 and 4. This source has
an S/N =~ 25 at 2000 A which lies in the middle of the S/N range
for the entire sample. Both spectra are presented without any bin-
ning or smoothing, including the residual sky and/or instrumental
features. We note the significant improvements to S/N and spectral
resolution, as evident from the minor absorption feature on the blue
wing of the Cm] 21909 line. The broader spectral coverage allows
for a much more robust determination of the continuum level next
to the C1v and Mg 11 emission lines (i.e. L1450 and L3gp0. Obviously,
the NIR arm of X-Shooter includes the HS and He spectral regions
(not shown here), which are unavailable in the SDSS data.

APPENDIX B: NEW UV IRON EMISSION
TEMPLATE

In Fig. B1, we compare our new UV iron template with the
template of T06. The new template, covering 2200-3646 A and
with an intrinsic width of 900 km s~!, can be downloaded from
http://www.das.uchile.cl/jemejia/fell_UV_Mejia-Restrepo_et_al_
2015_2200-3646AA.data.

We prefer the use of our new template motivated by the following
three reasons.

(1) The TO6 template severely underestimates the continuum
emission around 2100 A.

(i1) TO6 modelled the BC continuum as a modified black body
following Grandi (1982). This does not provide a good approxi-
mation to Balmer emission and we prefer templates based on pho-
toionization calculations.

(iii) The T06 template only extends between 2200 and 3500 A.
However, there is still a remaining weaker but still non-negligible
contribution from iron emission up to the Balmer limit (3647 A).
The correct estimation of iron emission in this regions (3500—
3647 A) is crucial for estimating the emission by iron lines and
to prevent overestimation of the BC.

We constructed the template following TO6 and VWO1 proce-
dures and using our own estimations of the AD emission and Balmer
continua. We redefined the AD continuum by manually selecting
the continuum windows at ~2100 and ~4200 A which account for
the region where we require to obtain the new iron template (2100—
3647 A). The BC model that we use is described in Section 3.

Our template provides stronger iron emission, particularly in the
range of 2620-3500 A, which is crucial for Mg measurements.

— T06
o —— NEW TEMPLATE
B8
=
- |
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Figure B1. Comparison of our new template (red) and T06 template (black).
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This could be explained by our different BC approach and disc

continuum windows.

APPENDIX C: COMPARISON OF OBSERVED
EMISSION LINE PROFILES

In Figs C1 and C2, we show the normalized profiles of the He,
HpB, Mgu and C1v emission lines, in velocity space. In most but
not all sources, the C1v profiles (red) are broader and blueshifted
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with respect to the Hoe and Hg line profiles as discussed in Sec-
tion 4.3. The low-ionization lines, Ho, He and Mg, show sim-
ilar shape profiles. HB is generally slightly broader than Ho.
Mgu is, on average, 30 per cent narrower than HB. The five
broad-Mg 1 objects (top row) show Mgu that are broader than
Ho and HB. These Mgu profiles are also slightly blueshifted
(about 300 km s~!') relative to the HB line. The two BALQ-
SOs are the last two objects of the bottom row on the second

set.
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Figure C1. Comparison of the observed He (black), HB (blue), Mg (green) and C1v (red) line profiles in the velocity space for the objects in the sample
with satisfactory thin disc continuum fits. All profiles have been normalized relative to the peak flux density of the line. It is important to remark that both the
Mg 1 and C1v profiles are doublets and their decomposed profiles are narrower than shown here. In the top row we show the five broad-Mg 11 objects.
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Figure C2. Continued from Fig. C1. Comparison of the observed He (black), HB (blue), Mg (green) and C1v (red) line profiles in the velocity space for the
objects in the sample with satisfactory thin disc continuum fits. All profiles have been normalized relative to the peak flux density of the line. It is important to
remark that both the Mgu and C1v profiles are doublets and their decomposed profiles are narrower than shown here. To the left of the bottom row we show
the two BALQSO objects.

APPENDIX D: EMISSION LINE CONSTRAINTS

Table D1 lists the constraints on the emission line modelling for
each of the components in our fitting procedure following Shang
et al. (2007) and Vanden Berk et al. (2004).
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Table D1. Line regions and adopted constraints. Under the global approach the C1v and C ] line regions are fitted simultaneously.

1D LINE A GAUSSIAN COMPONENT Flux Center FWHM FLUX RATIO
Sitv 4+ O1v] Region

1 Siv 1396.75 Broad Free Free Free Free
2 Narrow Free 1 Free Free
3 O] 1402.34 Broad Free 1 Free Free
4 Narrow Free 2 Free Free
C1v Region

1 Niv] 1486.5 Free Free Free

2 Crv 1548.2 Narrow Free Free Free Free
3 Broad Free Free Free Free
4 Crv 1550.77 Narrow Free 2 2 1

5 Broad Free 3 3 1

6 Hen 1640.72 Narrow Free Free Free

7 Broad Free 6 Free

8 O] 1660.8 Free 1 Free 0.29
9 1666.14 8 8 8 0.71
10 Niv 1718.75 Free Free Free Free
Cur Region

11 Cmi] 1908.73 Narrow Free Free Free

12 Broad Free 13 Free

13 Sim] 1892.03 Free 11 Free

14 Al 1854.72 Free 13 Free 1
15 1862.78 14 14 14 1
16 Sin 1818.17 Free 11 Free

17 Fen 1788.73 16 16 16

18 N 1748.65 13 13 13 0.41
19 1752.16 18 18 18 0.14
20 1754.00 18 18 18 0.45
Mg 11 Region

1 Mgu 2795.53 Narrow Free Free Free 2
2 Broad Free 1 Free 2

3 Mgu 2802.71 Narrow 1 1 1 1

4 Broad 2 2 2 1

5 Fe Template Free Free Free

Hp Region

1 Hp 4861.32 Narrow Free Free Free

2 Broad Free Free Free

3 NLR Free 4 4

4 [Om] 5006.84 Free Free Free 3

5 495891 4 4 4 1

6 Hen 4685.65 Free Free Free

7 Fen S Free - Free

Ho Region

1 Ha 6562.8 Narrow Free Free Free

2 Broad Free Free Free

3 NLR Free Free 4

4 [N 1] 6548.06 Free 4 [O m] width 1

5 6583.39 4 4 4 3
6 [Su] 6716.47 Free 4 4 1

7 6730.85 6 6 6 1

This paper has been typeset from a TEX/IATEX file prepared by the author.
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