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Power System Stabilizer (PSS) devices are responsible for providing a damping torque component to
generators for reducing fluctuations in the system caused by small perturbations. A Predictive Optimized
Adaptive PSS (POA-PSS) to improve the oscillations in a Single Machine Infinite Bus (SMIB) power system
is discussed in this paper. POA-PSS provides the optimal design parameters for the classic PSS using an
optimization predictive algorithm, which adapts to changes in the inputs of the system. This approach is
part of small signal stability analysis, which uses equations in an incremental form around an operating
point. Simulation studies on the SMIB power system illustrate that the proposed POA-PSS approach has
better performance than the classical PSS. In addition, the effort in the control action of the POA-PSS is
much less than that of other approaches considered for comparison.

& 2016 ISA. Published by Elsevier Ltd. All rights reserved.
1. Introduction

The ability of the machines of an electric power system to remain
in synchronism corresponds to the rotor angle stability. This stability
can be broken either by an aperiodic deflection angle, because of a
lack of synchronizing torque, or oscillatory instability problems that
arise from the lack of damping torque. Power System Stabilizer (PSS)
devices are responsible for providing a damping torque component
to generators for the purpose of reduced fluctuations in the system
caused by small perturbations. Information on the optimal tuning of
these devices can be found in [1–4].

The enhancement of power system stability by optimal tuning
and placement of PSS using evolutionary algorithms (Particle
Swarm Optimization – PSO) is presented in [5]. In this approach,
Matlab and a program for simulation of electric power systems
(DigSILENT) are employed and linked together in a genuine
automatic data exchange procedure. Consequently, the test system
and the controllers are modeled in DigSILENT, and the PSO algo-
rithm is implemented in Matlab. For evaluating the particles
evolution throughout the searching process, an eigenvalue-based
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al Engineering, University of
hile. Tel.: þ56 2 29784207;

oud).
multi-objective function is used. The performance of the proposed
PSO based PSS test system in damping power system oscillations is
proved through eigenvalue analysis and time-domain simulations.
In [13], chaotic ant swarm optimization (CASO) is utilized to tune
the parameters of both single input and dual-input power system
stabilizers (PSSs). This algorithm explores the chaotic and self-
organization behavior of ants in the foraging process. While
comparing CASO with either particle swarm optimization or
genetic algorithm, it is revealed that CASO is more effective than
the others in finding the optimal transient performance of a PSS
and an automatic voltage regulator equipped single machine-
infinite-bus system. Conventional PSS and the three dual input
IEEE PSSs (PSS2B, PSS3B, and PSS4B) are optimally tuned to obtain
the optimal transient performances. It is shown that the transient
performance of the dual-input PSS is better than a single-input
PSS. Further, whether PSS3B offers superior transient performance
among dual-input PSSs is explored. The Takagi Sugeno fuzzy logic
(SFL) based approach is adopted for on-line, off-nominal operating
conditions. For real time measurements of system operating con-
ditions, SFL adaptively and very quickly yields on-line, off-nominal
optimal stabilizer variables.

According to [6] the tuning of PSS parameters for satisfactory
power system response over a wide range of operating conditions
requires an efficient robust optimization technique. The authors
present a novel concept of integrating the Taguchi robust design
principle with particle swarm optimization (PSO) for the PSS design.
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Fig. 1. Single-machine-infinite-bus test system.
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The objective is to build intrinsic robustness into the design of PSS
over a wide range of power system operating conditions. The pro-
posed approach employs signal to noise ratio and orthogonal array
concepts of the Taguchi design to determine the robust optimal
setting of PSS parameters using PSO. The robustness of the designed
PSS is tested through the No-Way analysis of variance. Further, the
effectiveness of the robust PSS is illustrated through time-domain
simulations as it is applied to a single machine infinite bus system
under a wide range of loading conditions. Ref. [17] describes a
technique to improve the damping of inter-area modes in power
systems. This technique consists of coordinate power system stabi-
lizers (PSSs), in order for the system to exhibit a good performance
under different operating conditions, and it is based on the evalua-
tion of the closed-loop characteristic polynomial on a frequency
interval. Analysis of controllability, observability and participation
factors is employed in the location of the PSSs. Results on an actual
electrical grid are presented showing the applicability of the pro-
posed technique.

Among the online optimization techniques for improving the sys-
tem performance for damping power oscillations in electric power
systems, we can mention those based on Model Predictive Controller
(MPC), whose mathematical basis can be found in [14,15]. Among the
outstanding works, we can mention, the articles studying the inte-
gration of teams generators, Flexible AC Transmission Systems (FACTS)
and High Voltage Direct Current (HVDC) Transmission System [7–
12,18] where the approaches show the advantage of the MPC tech-
nique. In particular, [12] presents a framework for the development of
discrete-time, nonlinear predictive controllers using thyristor-
controlled-series-capacitors and phasor measurements of bus voltage
magnitude and angle, for the stabilization and rapid damping of multi-
machine power systems which are subjected to large disturbances.
When the faults of concern are large, the nonlinear predictive con-
trollers are used to return the power system state to a small region
about the post-fault equilibrium. In this region, linear controllers
provide local asymptotic stability and rapid damping. Simulation
results are provided on a sample four-machine power system.

In [20] the ability of Predictive Control in coordinate design of two
PSSs and a supplementary controller for Static Var Compensators
(SVC) to damp the power system inter-area oscillation is investigated.
For this, the parameters of the PSSs and the supplementary controller
are determined simultaneously by Generalized Predictive Control
(GPC). In [21] a novel real-time predictive control technique to damp
dominant inter-area oscillation modes in power systems is presented.
In this work, we design a centralized MPC to provide supplementary
control to these conventional PSSs based on a Selective Discrete
Fourier Transform (SDFT) approach. The SDFT extracts the energies
associated with the inter-area frequency components in the output
spectrum of the system and uses this information to construct a
weighting matrix Q. The MPC is then formulated as a quadratic
minimization of the outputs using Q, resulting in damping only the
inter-area modes of interest. In [22] the power system stabilizer based
on neural predictive control for improving power system dynamic
performance over a wide range of operating conditions is investi-
gated. In this study a design and application of the neural network
model predictive controller (NN-MPC) on a simple power system
composed of a synchronous generator connected to an infinite bus
through a transmission line is proposed. In [23] a robust control fra-
mework for power system stabilizer to improve system dynamic
performance based on MPC is proposed. The effectiveness of the
proposed power system stabilizer is validated by a simple power
system composed of a synchronous generator connected to an infinite
bus through a transmission line. However, this paper does not provide
enough information to make comparisons. Finally, in [24] a Model
Predictive Power Stabilizer Optimized (MPPS) optimized by PSO is
presented and will be the basis of comparison for the present work.
This paper is organized as follows. In Section 2, the problem of
the damping of the power oscillations is presented. In Section 3, a
predictive optimized technique by means of online optimization of
the parameters of a Conventional Power System Stabilizer (CPSS)
and the design of a Predictive Optimized Adaptive PSS (POA-PSS)
strategy are presented, as well as the mathematical and physical
principles that support this work. In Section 4, the features of the
damping strategies used for comparison, the features of the pro-
posed design POA-PSS, and the evaluation parameters are pre-
sented. Finally, the results on the variation of the active power,
reactive power and results compared with other studies are
shown. In Section 5, some conclusions are provided.
2. Presentation of problem

Electric power systems are susceptible to becoming unstable
due to the problems associated with the oscillation of the rotor of
the synchronous generators. To damp these oscillations, the
incorporation of a device in the excitation system of these
machines is required. This device is the power system stabilizer
(PSS). To provide damping, the PSS must insert an electric torque
component in phase with the variation of the rotor speed; the
input signal to the PSS is the frequency variation of the rotor.

In this work, a POA-PSS to improve the oscillations in a Single
Machine Infinite Bus (SMIB) power system is considered. The
classical SMIB is presented in Fig. 1.

In general, a linearized model of SMIB represents the dynamic
behavior of an electric power system, which includes the elec-
tromechanical torque relationship between acceleration and the
speed and angle deviations, the damping of the turbine, the syn-
chronizing torque and flow dynamics generator [7].

The block diagram of the SMIB system with an Automatic
Voltage Regulator (AVR) [17], thyristor high gain exciter, synchro-
nous generator and PSS is shown in Fig. 2. The generator, including
AVR, excitation system and transmission-circuit reactance, is
represented by a two-axis, fourth order model. IEEE type ST1A
model of the static excitation system is considered [17].

A CPSS has been widely used for enhancing overall stability of
large power systems [3]. The CPSS fixed structure composed of a
cascade connected lead–lag network with rotor speed deviation as
input has made a great contribution to enhancing system stability.
The CPSS considered here is the conventional lead–lag network
with gain Ks, and lead–lag time constants T1, T2; and Tw is the
washout time constant, used to washout DC signals, without
which the steady-state changes in speed would modify the
terminal voltage. The CPSS can be seen at the top of Fig. 2, where
Δωr , Δδ and Δψ fd are speed deviation, rotor angle deviation and
field flux deviation respectively.ΔEfd,ΔTe andΔTm represent field
voltage deviation, electrical torque deviation and mechanical tor-
que deviation, respectively. ΔVs, ΔV1, ΔV2, ΔVref and ΔEt
represent CPSS voltage deviation, transducer voltage deviation,
reference voltage deviation, internal CPSS voltage deviation and
terminal voltage deviation respectively. Gex(s), is the transfer



Fig. 2. Block diagram representation of SMIB system with AVR, thyristor high gain
exciter, synchronous generator, and CPSS.
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function of AVR and the exciter; for a thyristor exciter GexðsÞ ¼ KA.
Finally, KA, K1;…, K6, H, KD, T3 and TR are parameters of system [17],
they are functions of active power P with the exception of H.
Fig. 3. Block diagram representation of SMIB system with AVR, thyristor high gain
exciter, synchronous generator, and POA-PSS.

Fig. 4. SMIB linearized model with POA-PSS.
3. Predictive optimized technique

In this section, design CPSS and design POA-PSS strategy are
presented and the mathematical and physical principles that
support this work are introduced.

3.1. Online optimization of the parameters of a CPSS

A control technique that damps the oscillation modes in SMIB by
means of online optimization of the parameters of a CPSS is pro-
posed. The methodology for obtaining the parameters considers
predicting the future behavior of a system through the explicit use of
an SMIB system model. The generation of the optimal signal of the
parameter is made through the minimization of an objective func-
tion, which penalizes the system state forcing convergence to the
origin. Therefore, the variation of the angle of the rotor machine
tends to zero, since it is one of the components of the state. This
technique is based on the MPC algorithm [9], which is based,
essentially, on the use of a finite slide horizon control, which involves
the calculation of the control sequence for the whole horizon, but
only the first control signal in the sequence is applied to the plant,
and the process is repeated in the next sampling instant.

In Fig. 3, the simplified structure of the POA-PSS is presented
where the control action can explain the following process: the
first block updates the initial conditions of the discrete linear
model of the SMIB, from the signals Δωr , Δδ, Δψ fd, ΔV1, ΔV2 and
ΔVs besides the active power signal P, each sampling interval
Ts¼0.3[s], then in a next block, a prediction for N steps of the SMIB
model is made. Finally in the last block, the optimal parameter
vector pn ¼ ½Kn

s Tn

1 Tn

2�0 is generated as a solution of the optimiza-
tion problem which considers the objective function J (in Section
3.1 more details are presented) (Fig. 4).

Note that within the variables that consider the CPSS, the washout
time Tw was kept constant for simplicity, since this filter is defined for a
fixed frequency range. Including this parameter in the optimization of the
controller in a constrained operating range is proposed as a future work.

In this section, the design of the MPPS and the design of the
optimizer CPSS for damping the oscillation modes in SMIB,
including restrictions and optimization problem, are presented.
3.2. Design of the POA-PSS strategy

The mathematical foundations of the proposed POA-PSS con-
trol strategy are shown below.

In the mathematical form, the SMIB linear model of Fig. 2 can
be represented as the dynamic system (1):

Δ _ωrðtÞ
Δ _δðtÞ
Δ _Ψ fdðtÞ
Δ _V 1ðtÞ
Δ _V 2ðtÞ
Δ _V sðtÞ

2
6666666664

3
7777777775

¼

a11 a12 a13 0 0 0
a21 0 0 0 0 0
0 a32 a33 a34 0 a36
0 a42 a43 a44 0 0
a51 a52 a53 0 a55 0
a61 a62 a63 0 a65 a66

2
6666666664

3
7777777775

ΔωrðtÞ
ΔδðtÞ
Δψ fdðtÞ
ΔV1ðtÞ
ΔV2ðtÞ
ΔVsðtÞ

2
6666666664

3
7777777775
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þ

b11
0
0
0
0
0

2
666666664

3
777777775
ΔTmðtÞ ð1Þ

where a11; a12; a13; a21; a32; a33; a34; a36; a42; a43; a44 and b11 are
parameters of SMIB [17]. Defining the state xðtÞ ¼ ½Δωr

Δδ Δψ fd ΔV1 ΔV2 ΔVs�’:

Ac ¼

a11 a12 a13 0 0 0
a21 0 0 0 0 0
0 a32 a33 a34 0 a36
0 a42 a43 a44 0 0

a51 pðtÞð Þ a52 pðtÞð Þ a53 pðtÞð Þ 0 a55 0
a61 pðtÞð Þ a62 pðtÞð Þ a63 pðtÞð Þ 0 a65 pðtÞð Þ a66 pðtÞð Þ

2
6666666664

3
7777777775

and Bc ¼

b11
0
0
0
0
0

2
666666664

3
777777775

where a55 ¼ 1=Tw and b11 are parameters of SMIB [17]. Parameters
a51; a52; a53; a61; a62; a63; a65; a66; a43 and a44 are functions of the
parameter vector p(t)¼[Ks(t) T1ðtÞ T2ðtÞ]’ with a51 ¼ Ksa11;
a52 ¼ Ksa12, a53 ¼ Ksa13, a61 ¼ a51T1=T2, a62 ¼ a52T1=T2, a63 ¼
a53T1=T2, a65 ¼ a55T1=T2þ1=T2, a62 ¼ �1=T2.

Fig. 5 shows a simplified model of the proposed control
structure; it shows how POA-PSS delivers pnðtÞ optimal signal is
Fig. 5. State and control signal, two circui
based on the optimization of the objective function J, in (5), where
the controlled variable x(t) must converge to the origin. Fig. 5
shows the dependence of a matrix with parameter vector and the
active power P.

3.2.1. SMIB linearized model
For continuous variables, the system (1) is described as:

_xðtÞ ¼ Ac pðtÞð ÞxðtÞþBcðtÞΔTmðtÞ ð2Þ
The discrete model of the system with sampling time Ts is:

xðkþ1Þ ¼ A pðkÞð ÞdxðkÞþBd pðkÞð ÞΔTmðkÞ ð3Þ
with

AdðpðkÞ; TsÞ ¼ eAc pðkÞð ÞTs and BdðTsÞ ¼ ðeAc pðkÞð ÞTs � IÞAc pðkÞð Þ�1Bc

ð4Þ
ΔTm can be predicted from a model based on real data. In

our case ΔTm is considered constant and equal to zero, because
in the model, there is no primary or secondary frequency
control.

3.2.2. Prediction as an optimization process
Damping the oscillation modes in SMIB by the MPC algorithm

involves solving the optimization problem (5) to find the optimal
set fpnðkÞ;…; pnðkþNp�1Þg of control actions to N steps and apply
the single signal pnðkÞ as control action:

minimize
pðkÞ;…;pðk�Nþ1Þ

JðxðkÞ; pðkÞÞ ¼
XN

i ¼ 1

xðkþ iÞTMaxðkþ iÞ

þ
XN

i ¼ 1

Δpðkþ i�1ÞTMbΔpðkþ i�1Þ
t connected, P¼0.9 pu and Q¼0.3 pu.



Fig. 6. Δδ and Δωr parameters, two circuit connected, P¼0.9 pu and Q¼0.3 pu.

Fig. 7. State and control signal, fall of the second circuit, P¼0.9 pu and Q¼0.3 pu.
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Fig. 8. Δδ and Δωr parameters, fall of the second circuit, P¼0.9 pu and Q¼0.3 pu.

Table 1
Parameters CPSS.

P (p.u.) Ks T1 T2

0.5 10.20 0.174 0.0550
0.6 10.01 0.184 0.0450
0.7 9.96 0.177 0.0421
0.8 9.78 0.199 0.0398
0.9 9.46 0.156 0.0342
1.0 9.77 0.166 0.0330
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subject to xðkþ1Þ ¼ Ad pðkÞð ÞxðkÞþBd pðkÞð ÞΔTmðkÞ
xðkþ2Þ ¼ Ad pðkþ1Þð Þxðkþ1ÞþBd pðkþ1Þð ÞΔTmðkþ1Þ
⋮ ð5Þ

xðkþNÞ ¼ Ad pðkþN�1Þð ÞxðkþN�1ÞþBd pðkþN�1Þð ÞΔTmðkþN�1Þ
ΔpðkÞ ¼ pðkÞ�pðk�1Þ
Δpðkþ1Þ ¼ pðkþ1Þ�pðkÞ
⋮
ΔpðkþN�1Þ ¼ pðkþN�1Þ�pðkþN�2ÞþConstraints of variables

whereMa andMb are weights diagonal matrices belonging to M6�6

and M3�3, respectively.
The solution of the problem described above is achieved by

Sequential Quadratic Programming (SQP) algorithm of MATLAB,
such that the sampling time does not exceed the time of calcula-
tion of the control action, that is 0.3 s. Besides, parameters matrix
H1 and H2 are obtained by an optimization process with the PSO
algorithm, whose mathematical basis can be found in [16].

Stability and robustness analysis has been performed only by
experimental evidence and mathematical proof is left as future work.
4. Practical application

In this section, we present the features of the damping strate-
gies used for comparing CPSS and MPPS optimized by PSO [24],
the features of the proposed design (POA-PSS), and the evaluation
parameters (i.e. settling time and objective function). Finally, the
results of the variation of the active power, reactive power and
results compared with those presented in reference [13] are pre-
sented. In [24], MPPS is proposed to improve the oscillations in a
SMIB power system. This approach is part of a small signal stability
analysis, which uses equations in an incremental form around an
operating point. The MPPS provided the optimal control inputs
and design parameters were optimized using particle swarm
optimization (PSO). A Classic Power System Stabilizer (CPSS), with
parameters also optimized with PSO, was used for comparison.
4.1. Features of the damping strategies used for comparison (CPSS,
MPPS)

To make a fair comparison with a system whose action control
is achieved as a solution of a problem optimization, such as MPPS
and POA-PSS, optimal parameters were determined for the CPSS,
in this case, Ks, T1 and T2 for different active power P. To achieve
the parameters, the PSO algorithm was used, with the objective
function (6); this function penalizes the signal state x(t), restricted
to four main variables of the system x(t)¼[Δωr Δδ Δψ fd ΔV1]’, in
the simulation time Tf¼20 s. Due to the objective function, the
state x converges to the origin in minimum time, in addition to
requiring that the control signal has minimal variation [19]:

minimize
Ks ;T1 ;T2

JðPÞ ¼
XTf

j ¼ 1

xðkþ jÞ0Rxðkþ jÞþλΔVsðkþ j�1Þ2 ð6Þ



Table 2
Summary simulations, variation in active power P, two circuits connected (Eb¼0.995∠0°, Q¼0.3 pu, Xe¼0.4752 pu).

P (p.u.) Et (pu) O.F. J TsΔδ

CPSS �1016 MPPS �1015 POA-PSS �1015 CPSS (s) MPPS (s) POA-PSS (s)

0.5 1∠13.8° 1.35 9.54 6.96 5.90 2.00 3.00
0.6 1∠16.6° 1.20 8.06 6.93 5.90 1.90 3.80
0.7 1∠19.5° 1.09 7.11 6.89 6.00 1.80 3.20
0.8 1∠22.5° 1.01 6.43 6.93 6.10 1.80 3.50
0.9 1∠25.5° 0.94 6.33 7.02 6.10 1.70 3.30
1.0 1∠28.5° 0.89 6.45 7.15 6.00 1.70 3.30

Means 1.08 6.45 6.98 6.00 1.82 3.35
Desv. % 15.9 17.3 1.3 1.5 6.4 8.1

% Improvement IJ:MPPS IJ:POA�PSS Iδ:MPPS Iδ:POA�PSS

w.r.t. CPSS 40.27 35.37 69.6 44.16

Table 3
Summary simulations, variation in active power P, fall of the second circuit (Eb¼0.995∠0°, Q¼0.3 pu, Xe¼0.65 pu).

P (p.u.) Et (pu) O.F. J TsΔδ

CPSS �1016 MPPS �1015 POA-PSS �1015 CPSS (s) MPPS (s) POA-PSS (s)

0.5 1∠19.1° 1.81 1.44 9.86 7.10 2.40 3.70
0.6 1∠23.1° 1.58 1.22 9.86 6.00 2.20 4.50
0.7 1∠27.2° 1.43 1.10 9.42 5.80 2.10 3.30
0.8 1 ∠31.5° 1.30 1.05 9.45 6.30 2.00 3.40
0.9 1∠36° 1.25 1.16 9.42 6.20 2.10 3.30
1.0 1∠40.8° 1.23 1.18 9.55 6.00 2.00 2.90

Means 1.43 1.19 9.59 6.23 2.13 3.51
Desv. % 15.8 11.4 2.2 7.4 7.1 15.5

% Improvement I J:MPPS IJ:POA�PSS Iδ:MPPS Iδ:POA�PSS

w.r.t. CPSS 16.78 32.93 65.81 43.65

F. Milla, M.A. Duarte-Mermoud / ISA Transactions 63 (2016) 315–327 321
The parameters optimized with PSO for MPPS [24] are:

R¼

3:1� 1013 0 0 0
0 5:2� 1015 0 0
0 0 7:2� 101 0
0 0 0 9� 103

2
66664

3
77775

ð7Þ

and λ¼ 2:1� 105.
The parameters optimized with PSO for the CPSS are:

4.2. Features of the proposed POA-PSS design

The results obtained for damping the oscillation modes in SMIB
are presented. All tests regarded SMIB initially out of the equili-
brium point (in our case the origin), with initial condition x(0)¼
[0.001 0.01 0.001 0.001 0.001 0.001]’. In all tests, the parameters of
the objective function (5), the optimization problem of POA-PSS,
were constants, i.e. a single predictive controller is used for all
comparative tests.

The parameters optimized with PSO for POA-PSS are:

Ma ¼

1:3� 1010 0 0 0 0 0
0 4:6� 1010 0 0 0 0
0 0 4:1� 105 0 0 0
0 0 0 8:3� 104 0 0
0 0 0 0 9:0� 103 0
0 0 0 0 0 3� 100

2
6666666664

3
7777777775

and

Mb ¼
1:1� 101 0 0

0 1:3� 101 0
0 0 5:3� 101

2
64

3
75
Note that the higher parameter is one that penalizes the change
in angle Δδ.
4.3. Behavioral indices (the settling time and the objective function)

The settling time is a very important measure of power swings
in control devices. Damping the system disturbances in the
shortest time avoids further damage to the power system.
Although the objective (5) function does not include the settling
time explicitly, this index is used to compare the classic control
strategies CPSS, MPPS [24] and the strategy designed in the cur-
rent job POA-PSS.

The squared evaluation of the main signals Δωr , Δδ, Δψ fd and
ΔV1 weighted by the diagonal of R in (7), measured in a time of
20 s, has more information than a simple overshoot. Note that the
weight of each of them is performed with respect to the para-
meters obtained in the optimization function in [24], parameters
as in (5) and with Ma highlighting the influence of these variables
Δδ and Δωr .

There are a set of 5 tables that present the results of the
compared controllers. Results for different active power P and
reactive power Q are presented. Results for 1 or 2 connecting
transmission circuits are shown, represented by the equivalent
impedance Xe and the SMIB transmission voltage Et. Value of the
objective function (5) for CPSS, MPPS and POA-PSS in a range of
20 s is included, and the percent improvement between CPSS and
MPPS or POA-PSS, defined as:

IJ_MPPS ¼
ðOF

_ J_CPSS
�OF

_ J_MPPS
Þ � 100

OF
_ J_CPSS



Fig. 9. State and control signal, two circuit connected, P¼0.9 pu and Q¼�0.1 pu.

Fig. 10. Δδ and Δωr parameters, two circuit connected, P¼0.9 pu and Q¼�0.1 pu.
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Fig. 11. State and control signal, fall of the second circuit, P¼0.9 pu and Q¼0.8 pu.

Fig. 12. Δδ and Δωr parameters, fall of the second circuit, P¼0.9 pu and Q¼0.8 pu.
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Table 4
Summary simulations, variation in reactive power Q, two circuits connected (Eb¼0.995∠0° , P¼0.9 pu, Xe¼0.4752 pu).

Q (p.u.) Et (p.u.) O.F. J TsΔδ

CPSS �1016 MPPS �1015 POA-PSS �1015 CPSS (s) MPPS (s) POA-PSS (s)

0.2 1∠25.5° 0.91 5.99 6.99 6.10 1.70 3.30
0.3 1∠25.5° 0.94 6.33 7.02 6.10 1.70 3.30
0.4 1∠25.5° 0.98 6.79 7.06 6.00 1.80 3.40
0.5 1∠25.5° 1.04 7.45 7.09 6.00 1.90 3.40
0.6 1∠25.5° 1.10 8.29 7.13 6.10 1.90 3.20
0.7 1∠25.5° 1.19 9.10 7.13 6.20 1.90 3.20
0.8 1∠25.5° 0.98 9.88 7.10 6.30 2.00 3.10
�0.1 1∠25.5° 0.83 4.88 6.89 6.30 2.00 3.10
�0.2 1∠25.5° 0.81 4.74 7.08 6.40 1.60 4.10

Means 0.97 7.04 7.05 6.17 1.83 3.34
Desv. % 32.7 13.8 1.4 14.7 10.1 12.8

% Improvement IJ:MPPS IJ:POA�PSS Iδ:MPPS Iδ:POA�PSS

w.r.t. CPSS 27.30 27.30 70.34 45.86

Table 5
Summary simulations, variation in reactive power Q, fall of the second transmission (Eb¼0.995∠0°, P¼0.9 pu, Xe¼0.65 pu).

Q (p.u.) Et (p.u.) O.F. J TsΔδ

CPSS �1016 MPPS �1015 POA-PSS �1015 CPSS (s) MPPS (s) POA-PSS (s)

0.2 1∠36° 1.12 1.07 9.48 6.00 2.50 2.90
0.3 1∠36° 1.12 1.07 9.42 6.00 2.50 3.30
0.4 1∠36° 1.40 1.24 9.39 6.40 2.70 3.40
0.5 1∠36° 1.60 1.43 9.45 6.60 2.20 3.50
0.6 1∠36° 1.85 1.69 9.66 7.70 3.00 3.50
0.7 1∠36° 2.17 1.95 9.69 8.10 2.40 3.50
0.8 1∠36° 2.616 2.39 9.71 8.50 2.40 4.40

Means 1.69 1.54 9.54 6.29 2.53 3.50
Desv. % 32.7 31.8 1.4 14.7 10.1 12.8

% Improvement IJ:MPPS IJ:POA�PSS Iδ:MPPS Iδ:POA�PSS

w.r.t. CPSS 8.87 43.55 59.77 44.35
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and

IJ_POA�PSS ¼
ðOF_J_CPSS�OF_J_POA�PSSÞ � 100

OF_J_CPSS

Additionally, the settling time TsΔδ (for Δδ ) are shown, toge-
ther with the corresponding percent of improvement, defined as:

Iδ_MPPS ¼
ðTsΔδ_CPSS�TsΔδ_MPPSÞ � 100

TsΔδ_CPSS

and

Iδ_POA�PSS ¼
ðTsΔδ_CPSS�TsΔδ_POA�PSSÞ � 100

TsΔδ_CPSS

The convergence of Δδ to zero represents the damping of the
power oscillation, the main objective of the three controllers
compared in this work. In the tables, the settling time is the time
elapsed to get and remain within an error band (72 %) of the
final value.

A set of seven representative figures, with the results of the
evolution of the state x of the SMIB, are presented (described by its
components Δωr , Δδ, Δψ fd and ΔV1, and the control action ΔVs

to CPSS, MPPS and POA-PSS).
Representative figures are presented for angle variation Δδ, for

three controllers, whose convergences are compared in detail; in
addition, the frequency variations Δωr for three controllers are
also detailed. Finally, representative figures, showing the evolution
of the variables Ks, T1 and T2, are plotted.
4.4. Results obtained by the variation of the active power P

Figs. 5 and 6 show the results with variations in the active
power P the connection of the two circuits of the transmission line
in the SMIB, with the equivalent impedance Xe¼0.4752 pu, which
includes the impedance of the two circuits of the transmission line
and the impedance of the transformer in this case.

Figs. 7 and 8 show results from fall of the second circuit of
transmission line in the SMIB, with the equivalent impedance
Xe¼0.65 pu, which includes the impedance of the first circuits of
the transmission line and the impedance of the transformer in
this case.

We can see how the states for the CPSS, MPPS and POA-PSS
converge to the origin in all their components at top of Figs. 5 and
7. However, for MPPS and POA-PSS, the convergence is faster than
CPSS. The same process occurs for Δδ and Δωr at the top of
Figs. 6 and 8, i.e. the oscillation is damped faster in the MPPS or
POA-PSS than in the CPSS.

The settling time of the MPPS is shorter than that of the POA-
PSS; however, the effort in control action of the POA-PSS is much
less than that of the MPPS (even less than that of the CPSS), and
this is shown at the bottom of Figs. 5 and 7.

At the bottom of Figs. 6 and 8 is shown a transient and per-
manent regime of Ks, T1 and T2 similar to the controlled signal
behavior of the Δδ (Table 1).

In Table 2 a summary of simulations, with variations in active
power P and two connected circuits is presented. There are, on
an average, improvements of 40.27% and 35.37% of the objective



Fig. 13. State and control signal, two circuit connected, P¼0.5 pu and Q¼0.2 pu.

Fig. 14. Δδ and Δωr parameters, two circuit connected, P¼0.5 pu and Q¼0.2 pu.
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Table 6
Results of comparison, regarding paper [8] (Et¼1∠0°).

P (p.u.) Q (p.u.) Xe (p.u.) O.F. J TsΔδ

CPSS �1016 MPPS �1015 POA-PSS �1015 CPSS (s) MPPS (s) POA-PSS (s)

0.2 �0.2 1.0800 3.57 3.09 2.71 10.10 3.10 6.50
0.5 0.2 0.4752 1.71 1.10 8.94 6.30 2.10 3.90

Means 2.64 2.10 5.82 8.2 2.6 5.2

% Improvement IJ:MPPS IJ:POA�PSS Iδ:MPPS Iδ:POA�PSS

w.r.t. CPSS 20.45 77.95 68.29 36.58

Table 7
Comparison of MPPS and POA-PSS objective functions.

Means Desv. % Means Desv. % Table
OF J MPPS OF J POA-PSS
MPPS POA-PSS
� 1015 � 1015

6.45 17.3 6.98 1.3 2
11.9 11.4 9.59 2.2 3
7.04 13.8 7.05 1.4 4
15.4 31.8 9.54 1.4 5
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function (O.F.) of the MPPS and POA-PSS respectively, compared
with CPSS. Similarly, there are an average improvement of 69.70%
and 44.16% of the settling time of the MPPS and POA-PSS respec-
tively, in comparison with CPSS.

In Table 3, a summary of simulations with variations in active
power P, for fall of the second circuit of the transmission line, is
presented. There is an average improvement of 16.78% and 32.93%
of the objective function (O.F.) of the MPPS and POA-PSS respec-
tively, compared with CPSS. Similarly, there is an average
improvement of 65.81% and 43.65% of the settling time of Δδ the
MPPS and POA-PSS respectively, compared to CPSS.

4.5. Results obtained by the variation in reactive power Q

In Figs. 9 and 10, the results with variations reactive power Q
the connection of the two circuits of the transmission line in the
SMIB are shown. Figs. 11 and 12 show results from fall of the
second circuit of transmission line in the SMIB. We can see how
the states for the CPSS, MPPS and POA-PSS converge to the origin
in all their components at the top of Figs. 9 and 11. However, for
MPPS and POA-PSS, the convergence is faster than CPSS. Same
process occurs forΔδ andΔωr in the top of Figs. 10 and 12, i.e. the
oscillation is damped faster in MPPS or POA-PSS than in CPSS. The
effort in control action of the POA-PSS is much less than of the
MPPS (even less than of the CPSS), which is shown at the bottom
of Figs. 9 and 11. A transient and permanent regime of Ks, T1 and T2
similar to the controlled signal behavior is shown at the bottom of
Figs. 10 and 12.

In Table 4 a summary of simulations with variations reactive
power Q and two connected circuits is presented. There is an equal
average improvement of 27.30% of the objective function (OF) of
the MPPS and POA-PSS, compared with CPSS. However, the values
of the OF are equal, the value of the objective function (OF) of the
POA-PSS is more accurate because it has less dispersion.

In Table 4, there is an average improvement of 70.34% and
45.86% of the settling time of Δδ the MPPS and POA-PSS respec-
tively, in comparison with CPSS.

In Table 5 a summary of simulation is presented with variations
in reactive power Q with fall of the second circuit of the trans-
mission line. There are an average improvement of 8.87% and
43.55% of the objective function (OF) of the MPPS and POA-PSS,
respectively, compared with CPSS. Note again that the value of the
objective function of the POA-PSS is more accurate because it has
less dispersion. In Table 5, there are an average improvement of
59.77% and 44.35% of the settling time of Δδ the MPPS and POA-
PSS respectively, in comparison with CPSS.

4.6. Comparative results with those in reference [13]

In Figs. 13 and 14, comparative results with paper [13] with fall
of the first circuit of transmission line and with the connection of
the two circuits in the SMIB are shown. We can see at the top of
Fig. 13 how the states for the CPSS, MPPS and POA-PSS converge to
the origin in all their components. The signals Δδ of MPPS and
POA-PSS converge faster than the signals of the CPSS, the same
happens for the Δωr .

The effort in control action of the POA-PSS is much less than of
the MPPS (even less than of the CPSS), this is shown at the bottom
of Fig. 13. A transient and permanent regime of Ks, T1 and T2,
similar to the controlled signal Δδ behavior is shown at the bot-
tom of Fig. 15.

In Table 6, results comparable to paper [13] during the fall of
the first circuit of transmission line and during the connection of
the two circuits are presented. There are an average improvement
of 20.45% and 77.95% of the objective function (OF) of the MPPS
and of the POA-PSS, with respect to CPSS. Similarly, there are an
average improvement of 68.29% and 36.58% of the settling time of
the MPPS, with respect to CPSS.

In general, POA-PSS achieves a 44.5% improvement in settling
time compared to a traditional CPSS control (see Tables 2–7),
which can be considered to be an interesting improvement. This
result is not better than the 66.4% improvement obtained by MPPS
(see Tables 2–7). However, MPPS requires a control effort of two
orders of magnitude larger as compared with POA-PSS (see Figs. 5,
7, 9, 11 and 13). Besides, in MPSS at the beginning the voltage Vs
decreases about 80% which could cause instability of the power
system under certain conditions (see Figs. 5, 7, 9, 11 and 13).

Table 7 presents a comparison between MPPS and POA-PSS
methods according to the objective function using the average
information (mean and standard deviation) from Tables 2 to 5,
that can be considered to be representative of the overall behavior
of each method. We can see from Table 7 that the average of MPPS
is marginally better than POA-PSS for the operating conditions
represented in Tables 2 and 4. Instead, for the operating conditions
presented in Tables 3 and 5, POA-PSS is distinctively better than
MPPS. Besides, the statistical deviations of the POA-PSS are an
order of magnitude less than those of MPPS in all the cases stu-
died, indicating that POA-PSS behavior is more reliable.

Finally, because we work with small signal models, variations
less than 1% were selected for the parameter of interest, which
produces power oscillations Δδ. Overall system response is pro-
portional to the change of the initial condition. Variations on other
elements of the state vector x(t)¼[Δωr Δδ Δψ fd ΔV1 ΔV2 ΔVs]’
should be analyzed in future studies for instance, variations should
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be compared with a primary frequency control of the EPS [17]
controller, not included in the diagram of Fig. 2.
5. Conclusions

PSS devices are responsible for providing a damping torque
component to generators; for reducing fluctuations in the system
caused by small perturbations. In this paper a Predictive Opti-
mized Adaptive PSS (POA-PSS) to improve the oscillations, in a
single machine infinite bus (SMIB) power system, is considered.
POA-PSS provides optimal design parameters Ks, T1 and T2 of
classic PSS using an optimization predictive algorithm, which
adapts to changes in the inputs to the system.

A CPSS, with parameters optimized with PSO, and an MPPS
were used for comparison. Simulation studies on the SMIB power
system illustrate that the proposed POA-PSS and MPPS approach
have better performance than the classical PSS for all the powers
and changes the parameters of the system considered. Never-
theless, the effort in control action of the POA-PSS is much less
than that of the MPPS and even less than that of the CPSS.

The statistical deviation of the POA-PSS is an order of magni-
tude less than the MPPS, and therefore the behavior of the POA-
PSS is more reliable.

As future work, we propose to implement the POA-PSS algo-
rithm in a system of multiple connected generators and adapt the
goal of every controller to centralized decision functions.
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