
Pattern Recognition 60 (2016) 499–514
Contents lists available at ScienceDirect
Pattern Recognition
http://d
0031-32

n Corr
E-m

jruizd@
journal homepage: www.elsevier.com/locate/pr
Object recognition using local invariant features for robotic
applications: A survey

Patricio Loncomilla, Javier Ruiz-del-Solar n, Luz Martínez
Advanced Mining Technology Center & Dept. of Electrical Engineering, Universidad de Chile, Chile
a r t i c l e i n f o

Article history:
Received 2 February 2016
Received in revised form
15 March 2016
Accepted 11 May 2016
Available online 24 May 2016

Keywords:
Local invariant features
Object recognition
Local descriptors
Local interest points
x.doi.org/10.1016/j.patcog.2016.05.021
03/& 2016 Elsevier Ltd. All rights reserved.

esponding author.
ail addresses: ploncomi@ing.uchile.cl (P. Lonco
ing.uchile.cl (J. Ruiz-del-Solar), luz.martinez@
a b s t r a c t

The main goal of this survey is to present a complete analysis of object recognition methods based on
local invariant features from a robotics perspective; a summary which can be used by developers of robot
vision applications in the selection and development of object recognition systems. The survey includes a
brief description of the main approaches reported in the literature, with more specific analyses of local
interest point computation methods, local descriptor computation and matching methods, and geo-
metric verification methods. Different methods are analyzed by considering the main requirements of
robotics applications, such as real-time operation with limited on-board computational resources, and
constrained observational conditions derived from the robot geometry (e.g. limited camera resolution).
In addition, various object recognition systems are evaluated in a service-robot domestic environment,
where the final task to be performed by a service robot is the manipulation of objects. It can be concluded
from the results reported that (i) the most suitable keypoint detectors are ORB, BRISK, Fast Hessian, and
DoG, (ii) the most suitable descriptors are ORB, BRISK, SIFT, and SURF, (iii) the final performance of object
recognition systems using local invariant features under real-world conditions depends strongly on the
geometric verification methods being used, and (iv) the best performing object recognition systems are
built using ORB–ORB and DoG–SIFT keypoint–descriptor combinations. ORB–ORB based systems are
faster, while DoG–SIFT are more robust to real-world conditions.

& 2016 Elsevier Ltd. All rights reserved.
1. Introduction

The recognition of objects under uncontrolled, real-world
conditions is of paramount importance in robotics. Object re-
cognition is an essential ability for building object-based re-
presentations of the environment, and for the manipulation of
objects. In this work, object recognition refers to the recognition of
a specific object instance (e.g. my cup), instead of a generic object
class/category (e.g. a cup), which is usually called object categor-
ization or generic object recognition. Both object recognition and
object categorization are important abilities in robotics, and they
are used for solving different tasks. This survey is focused on ob-
ject recognition, and then the analysis of object categorization
techniques (Bag of Visual Words [65], VLAD [21], FLAIR [59], cas-
caded ensembles of randomized decision trees [4], unsupervised
segmentation of unknown objects [5]) is beyond its scope.

In recent years, several approaches to object recognition have
been developed. They are usually based on global and/or local
descriptions of the objects. Global description based methods
milla),
amtc.cl (L. Martínez).
model the appearance of an object as a whole, while local de-
scription based methods represent objects as a set of local interest
points (keypoints), each of them represented by a local invariant
feature1 (or descriptor). Methods based on local features have
advantages, such as not needing object segmentation, robustness
against occlusions and against changes in the viewpoint (rotation
and scale change), and having a near real-time recognition frame
rate.

Object recognition methods based on the use of local invariant
features have been developed mostly within the computer vision
community, and then transferred to the robotics community.
However, robot vision applications have different requirements
than standard computer vision applications, such as the require-
ment of real-time operation with limited on-board computational
resources, and the constrained observational conditions derived
from the robot geometry, limited camera resolution, and sensor/
object relative pose. In addition, in many cases the developers of
robot vision applications adapt computer vision modules (e.g. the
ones available in OpenCV [73]) to their robotics applications,
1 In this work, the focus is on appearance-based keypoints and features; 3D
feature descriptors such as feature histograms obtained from range images are not
considered.
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without analyzing the specific characteristics of the methods and
the applications’ requirements carefully. Only general criteria, such
as “SURF is faster than SIFT”, are applied.

In this context, the main motivation of this survey is to present
a complete analysis of object recognition methods based on local
invariant features from a robotics perspective, which can be used
by developers of robot vision applications in the selection and
development of object recognition systems. The survey analyzes
the main functionalities of popular methods (local interest point
computation, local descriptors computation and matching, geo-
metric verification), and presents evaluations in terms of accuracy,
robustness and efficiency.

Previous studies have analyzed the performance of object re-
cognition approaches based on local features without considering
the full requirements of robotics applications. For instance, in [68]
the authors focused on the analysis of the precision of the meth-
ods regarding viewpoint angle, scale and affine transformations,
but without considering the main robot vision requirements, such
as real-time operation. In [50], several interest point detectors are
compared, and their runtime and accuracy are evaluated for sev-
eral image resolutions. However, real world problems, such as
changes in illumination, background and partial occlusions are not
analyzed. In [36], six object recognition algorithms based on local
descriptors are compared in an object recognition task (recogniz-
ing objects on a table). Real-world conditions are included in that
comparison. The results obtained are included in this survey, and
the experiments they performed are extended.

This survey includes a brief description of the main approaches
described in the literature, with specific analyses of local interest
point computation methods, local descriptor computation and
matching methods, and geometric verification methods. In addi-
tion, comparisons of the applicability of the methods in robotic
applications, based on their accuracy, robustness, and efficiency,
are presented.

The use of RGB-D sensors is very popular in the robotics com-
munity, and it could be wrongly assumed that the use of local in-
variant visual features is less relevant than the use of 3D range de-
rived features. This assumption is really incorrect, because (i) the use
of local invariant visual features is complementary to the use of 3D
range features, (ii) standard RGB-D sensors do not work properly in
outdoors and/or when observing black surfaces, restricting their
applicability, and (iii) 3D range features require a much higher re-
solution than visual features to recognize objects, therefore their use
impose constraints in robotics applications, e.g. objects can be re-
cognized only at short distances (see the detailed analysis in [36]).

It is also important to explain why this survey does not include
object methods based on deep learning. Although object recognition
based on the use of the deep learning paradigm is a hot topic in the
computer vision community, and its use in robotics applications will
increase in the near future, still most of these methods are not able to
fulfill the main requirements of robotics applications (real-time op-
eration with limited on-board computational resources). Certainly,
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Fig. 1. Pipeline used for Recognizing Objects by using Local Invariant Features. The objec
are computed and compared against those in a database. Extra verifications can be per
the use of both object recognition paradigms (local invariant features
and deep-learning) will complement each other in the near future.

This paper is organized as follows: in Section 2, the paradigm of
object recognition through the use of local features is presented. In
Section 3, several interest point detection algorithms including
corner-based and blob-based variants are described. In Section 4,
algorithms for computing local descriptors and the standard pro-
cedure for matching descriptors are explained. In Section 5, algo-
rithms for finding geometric verification of the matched features
are described. In Section 6, a comparison of several object re-
cognition systems in a real robot application is presented. Finally,
in Section 7 some conclusions are drawn.

This survey intends to be a guide for developers of object re-
cognition systems for robotics applications. The reader interested
in having a practical guide for the use/application of the different
algorithms/methods, and not just a description of them, is referred
to (sub) Sections 2, 3.4, 4.2, 4.3, 5.3 and 6.
2. Object recognition using local invariant features

A local feature is “an image pattern which differs from its im-
mediate neighborhood” [68]. A local interest point, also called a
keypoint, defines the position of a local feature, and a descriptor
describes/represents its image pattern. Therefore, the interest
points are first searched for in the image under analysis, and then
the regions around the interest points are described by the
descriptors.

In general terms, object recognition based on local invariant
features works according to the following principle: (i) keypoints
are extracted independently from both a test image and a re-
ference image (model), and characterized using invariant de-
scriptors, and (ii) the invariant descriptors (features) are matched
with each other. Afterwards, (iii) geometric verifications of the
matched features are carried out using different procedures. For
instance, whether or not the matched features satisfy a similarity
or an affine transformation is tested.

The object recognition pipeline includes the following stages
(see Fig. 1):

– Object segmentation (optional): In case a depth image ID is
available, objects that are on a planar surface, such as a table or
the floor, can be isolated/segmented, and the object recognition
method can be applied to only the segmented area.

– Local Interest Point Computation: Interest points (keypoints) are
computed from the image IRGB under analysis.

– Descriptors Computation: Local image descriptors are computed
around each keypoint. In some methods more than one de-
scriptor can be computed for each keypoint, depending on the
local gradients’ characteristics.

– Matching: Local descriptors belonging to the image under ana-
lysis IRGB and to reference images (training descriptors) are
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t can be segmented by using the depth image. Then, interest points and descriptors
formed for rejecting incorrect detections.
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matched. Matches between descriptors are found by searching
descriptors that belong to different images and are the most
similar.

– Geometric Verification of Matched Features: The matches cor-
responding to an image pair are analyzed by searching sets of
keypoints from one image that are then mapped onto the other
image via a common transformation. In this process, more than
one transformation, some of them wrong, can be found; so,
several tests are carried out in order to reject the wrong trans-
formations. The tests enable rejecting transformations with a
low probability of representing a real detection, transformations
that are numerically unstable, or those that generate a great
amount of distortion when mapping images.

It is important to mention that when the local invariant fea-
tures are used for object categorization, instead of matching the
descriptors, visual words are computed from them. This object
recognition paradigm is called Bag of Visual Words (BoVW), but it is
beyond the scope of this survey which does not cover applications
of local invariant features for object categorization.

Several basic algorithms can be used as building blocks for
implementing the described object recognition pipeline. A sum-
mary of these basic algorithms is given in Table 1.

It must be noted that some of the most popular object re-
cognition methods, which include most of the described stages,
are known by the name of the descriptor computation algorithm
that they use. This is the case for the SIFT and SURF methods.

Table 2 shows examples of papers on object recognition for
robotics applications based on local invariant features. In each case
the interest points, descriptors, and geometric verification algo-
rithms used are identified. In addition, whether or not the im-
plemented recognition systems use object segmentation based on
RGB-D cameras is included.
Table 1
Summary of Basic Algorithms used as Building Blocks in Object Recognition Methods.

Algorithm Functionality (

Harris keypoints Local Interest P
SUSAN keypoints Local Interest P
Harris–Laplace keypoints Local Interest P
MSER regions Local Interest P
Harris–Affine keypoints, Hessian–Affine keypoints Local Interest P

DoG keypoints, SIFT descriptor, probability test Local Interest P
Transformation

FAST keypoints Local Interest P

FASTþCSLBP descriptors Local Interest P
Fast Hessian keypoints, SURF descriptors Local Interest P
Rank order LoG Local Interest P
PCA–SIFT descriptor Descriptors com
ASIFT descriptor Descriptors com
BRIEF descriptor Descriptors com
ORB descriptor Descriptors com
BRISK descriptor Descriptors com
FREAK descriptor Descriptors com
LIOP descriptor Descriptors com
MROGH descriptor Descriptors com
MRRID descriptor Descriptors com
MDGMH–SURF descriptor Descriptors com
Hough Transform for Transformation Computation Verification Transformation
RANSAC algorithm Transformation
HEASK Transformation
Wide baseline matching using local descriptors, semi-local
constraints

Transformation

Clique descriptor Descriptors com
L&R hypothesis verification stages: linear correlation test, fast
probability, affine distortion test, pixel correlation test

Extra Verificatio
3. Local interest point computation

Interest points are normally discontinuities in the image space
or in the image scale space. There are two main families of interest
point detectors: corner detectors, which are obtained by com-
puting the maximal values of a so-called cornerness function, and
blob detectors, which are obtained by detecting structures that are
maximal on some scales of the image scale-space.

The detection of interest points must be precise and repeatable
[18], and whenever possible, scale invariant (the same interest
points are obtained independently of the image scale). Different
computational implementations of the same interest point de-
tector and descriptor can generate very different results [17]. This
fact weakens the comparison of the accuracy and runtime of the
methods. For a detailed description of interest point detectors, the
reader can refer to [68] and [18].

3.1. Corner detectors

3.1.1. Moravec detector
The use of interest points of images started with the work of

Moravec [42]. In that work, corners in images are detected by
comparing image patches (centered in x,y) against nearby ones
(centered in xþΔx, yþΔy). Regions corresponding to uniform
areas are similar to all nearby patches; regions corresponding to
edges are similar only to regions along the direction of the edge;
and regions corresponding to corners are different from nearby
patches in all of the directions. The patch has a circular shape, and
four different directions Δx,Δy are selected for comparing pat-
ches. Differences between patches are computed by using a sum of
squared differences (SSD) between the patches, which represents
the energy of the difference between them. The Moravec energy
function associated with a displacement (Δx, Δy) is computed as
follows.
Pipeline stage) Paper

oint Computation Harris and Stephens, 1988 [20]
oint Computation Smith and Brady, 1997 [66]
oint Computation Lindeberg, 1998 [29]
oint Computation Matas et al. 2002 [37]
oint Computation Mikolajczyk and Schmid, 2004

[39]
oint Computation & Descriptors computation &
Computation & Extra Verification

Lowe, 2004 [32]

oint Computation Rosten and Drummond, 2006
[52]

oint Computation & Descriptors computation Lu et al. [33]
oint Computation & Descriptors computation Bay et al., 2008 [8]
oint Computation Miao et al. [38]
putation Ke and Sukthankar, 2004 [24]
putation Morel and Guoshen, 2009 [43]
putation Calonder et al., 2010 [10]
putation Rublee et al., 2011 [55]
putation Leutenegger et al., [27]
putation Alahi et al. [2]
putation Wang et al. [70]
putation Fan et al. [14]
putation Fan et al. [14]
putation Kang et al. [23]
Computation Ballard, 1981 [7]
Computation Fishler and Bolles, 1981 [15]
Computation & Extra verifications Yan et al. [71]
Computation & Extra Verifications Schmid and Mohr, 1997 [60]

putation, Transformation Computation Shin et al. [64]
ns Ruiz-del-Solar and Loncomilla,

2009 [57]



Table 2
Selected papers on object recognition for robotics applications based on local invariant features.

Paper Interest points Descriptors Geometric verification Segmentation with RGB-D
Camera

Application

Lowe, 2004 [32] DoG SIFT Hough, probability No Object recognition
Kragic, 2005 [26] DoG SIFT RANSAC, M-estimators Yes Object recognition
Pillai, 2015 [48] Denseþmulti-view object proposals SIFTþPCA BOVWþVLAD, evidency accumulation over

frames
Segmentation using modified
ORB–SLAM

Object recognition

Ramisa, 2009 [50] Fast Hessian, DoG, Harris–Affine, Harris–Laplace,
Hessian–Affine, Hessian–Laplace, MSER

SIFT RANSAC, Iterative reweighted least squares
(IRLS), Heuristics filtering

No Object recognition

Zickler, 2006 [72] DoG PCA–SIFT Centroid, Clustering and Temporal Voting
Space

No Identify/localize objects

Alhwarin, 2008 [3] DoG SIFT RANSAC No Object Recognition
Effendi, 2008 [13] DoG SIFT Hough Yes Object Recognition
Azad, 2009 [6] Harris SIFT Hough, RANSAC, and Least squares homo-

graphy estimation
No Object recognition and localization

Collet, 2009 [11] DoG SIFT RANSAC and mean shift clustering, RANSAC
and Levenberg–Marquardt

Yes Object recognition and pose
estimation

Danieletto, 2009 [12] DoG SIFT Number of matches No Recognition smart objects
Kouskouridas, 2009 [25] DoG SIFT Distances from keypoints to the center of

mass of the features
Yes Category Recognition and Pose

estimation
Morel, 2009 [43] DoG ASIFT None No Object Recognition
Ruiz-del-Solar, 2009 [57] DoG SIFT Hough, L&R No Object recognition
Srinivasa, 2010 [67] DoG SIFT Levenberg–Marquardt, clustering, and robust

matching
Yes Object Recognition and Pose

Estimation
RANSAC and mean shift clustering

Martinez, 2014 [36] DoG SIFT RANSAC No Object Recognition and Pose
EstimationLevenberg–Marquardt

Jia, 2011 [22] DoG SIFT Feature codebook filtering No Object detection, Path Planning
Ramathan, 2011 [49] DoG SIFT Bag-of-Words No Object Recognition
Saenko, 2011[58] DoG SIFT, HoG Naive Bayes Nearest Neighbor Yes Object /Category Recognition
Seib, 2011 [62] Fast Hessian SURF RANSAC Yes Object Recognition
Madry, 2012 [34] DoG SIFT, opponent SIFT,

HoG
Bag-of-Words Yes Category Recognition

Piccinini, 2012 [47] DoG SIFT RANSAC Yes Object Detection
RANSAC clustered, Voting scheme
Mean shift

Rigual, 2012 [51] DoG SIFT RANSAC and mean shift clustering Yes Object Recognition
Han, 2013 [19] Landmarks in contours with Radians SIFT EDT, AT, RANSAC with Procrustean distance No Object Recognition
Lopez, 2013 [31] Hessian–Laplace SURF Voting Yes Object Detection
Patil, 2013 [46] DoG SIFT Mean shift clustering, voting for principal

points
No Object Recognition and

Localization
Seib, 2013 [61] Fast Hessian SURF Hough Yes Object Recognition
Li ,2014 [28] DoG SIFT Bag of features Yes Deformable Object Recognition for

Manipulationmax pooling
linear SVM

Martinez, 2014 [36] DoG, FastHessian SIFT, SURF RANSAC Yes Object Recognition
L&R
obj_rec_surf

Nie, 2015 [45] DoG SIFT Fuzzy control loop recognition No Object recognition for
manipulation

Manfredi, 2015 [35] DoG ASIFT Fast probability No Object recognition
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Fig. 2. Computation of difference of Gaussians Space using a Pyramidal Structure.
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with wcircle(u,v) being a function that represents the window used
for selecting the patch. The smallest energy between the central
patch and its neighbors is chosen as the cornerness measure.

The cornerness function is computed by considering four pos-
sible directions, in the following way:

(
)
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Moravec moravec moravec

moravec moravec

Local maxima of the cornerness function indicate corner points
that are used for representing the image by using a set of keypoints.

3.1.2. Harris detector and Shi and Tomasi detector
Interest points computed by the Moravec approach have pro-

blems with position repeatability because any corner inside the
circular patch generates a similar response independent of its
position inside the patch. Harris and Stephens [20] generated an
improved corner detector by using a Gaussian window instead of a
circular one for obtaining better position repeatability, and by
applying a first order Taylor expansion to the SSD computed in
Moravec's work. The image is first blurred using a derivation scale
for enabling the computation of derivatives by using finite differ-
ences (see a complete derivation in [20]):
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with sD representing the derivation scale, and sI representing the
integration scale, that is related to the size of the Gaussian win-
dow. Usually sI¼1.6 sD is selected.

When the patch around (x, y) corresponds to a corner, the
Harris energy function must be positive for all displacements (Δx,
Δy). Then, the two eigenvalue images λ1(x, y) and λ2(x, y) from the
second moment matrix μ(x, y) must be positive around (x, y).
Different corner detectors have been proposed by creating differ-
ent cornerness functions.

� Harris cornerness function [20]:

( ) ( )μ μ( ) = ( ) − ( ) ( )C x y x y k trace x y, det , , 7Harris
2

� Shi–Tomasi cornerness [63]:

( )λ λ( ) = ( ) ( ) (−C x y x y x y, min , , ,Shi Tomasi 1 2

The keypoints computed by these methods correspond to the
maxima of these cornerness functions.

3.1.3. Harris–Laplace detector
The Harris and Shi–Tomasi cornerness functions are rotation

and translation invariant, but they depend on the size of the
Gaussian window sI, i.e., they detect corners in a scale sI. When an
image is rescaled, the scale of the corners changes, and then the
cornerness functions will not be able to detect the corners in their
new scale. The Harris corner detector can be modified for ob-
taining scale invariance, i.e., for detecting corners across all of the
scales. When an image I(x,y) has to be processed, a scale space L(x,
y,s) of that image is constructed [29]:

σ σ( ) = ( )* ( ) ( )L x y w x y I x y, , , , , 9gaussian

The scale space can be constructed in basically two ways: the
first is blurring the image several times before resampling it at half
of the resolution, and the second way is by constructing a pyramid
by blurring and resampling the image immediately at fraction of
the original size, usually at 2/3 of the original resolution. Then, the
Harris interest point detector is applied to all of the images in the
scale space, generating corners that exist over several scales. An
automatic scale selection procedure [29] is applied to every corner
by selecting the scale with a maximal Laplacian of Gaussian re-
sponse. The resulting (x,y,s) keypoints are named Harris–Laplace
points. The Laplacian of Gaussian response can be approximated
by a Difference of Gaussian, which is computed by subtracting
consecutive pairs of levels of the scale-space as shown in Fig. 2.

3.1.4. Harris–Affine detector
The Harris–Laplace detector can be adapted for reaching in-

variance against affine transformations. An ellipsoidal region is
selected instead of the circular one, by imposing the condition that
the two eigenvalues from the moment matrix μ must be the same
when projecting the ellipsoidal region into a circular one. The
equation for the ellipsoidal region is based on the affine second
moment matrix, which is adapted for working with non-sym-
metric Gaussian kernels that represent ellipsoids.
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A transformation that maps the ellipsoidal patch to a circular
one can be obtained by using the affine second moment matrix.

μ Σ Σ= ( ) ( )M x y, , , 12I D

=
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y 13
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circle
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1/2

Σ Σ= ( )k 14i D

Initial keypoint hypotheses are obtained by using the Harris–
Laplace detector. As the ellipsoid corresponding to each point is
not initially known, a first approximation is obtained by using Eqs.
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(12)–(14), which are applied using the initial circular window
corresponding to the Harris–Laplace keypoint scale. The compu-
tation of Eqs. (12)–(14) is iterated until a final ellipsoidal region is
obtained. This process, named affine adaptation [39], is very slow,
and therefore this descriptor cannot be used for robotic applica-
tions. Furthermore, the problem generated by changes of view-
points can be addressed by using several views from the object.

3.1.5. SUSAN and FAST detectors
SUSAN (Smallest Univalue Segment Assimilating Nucleus) [66]

is based on searching for a small nucleus inside a sliding circular
mask. If the nucleus is at (x0,y0), a score N(M) indicating the
number of similar pixels inside the circular mask M can be com-
puted as:

∑( ) =
( )( )∈

−
( )− ( )⎛

⎝⎜
⎞
⎠⎟N M e

15x y M

I x y I x y
t

,

, ,0 0
6

with t being a soft luminance threshold used for segmenting the
nucleus. The score N(M) increases with the number of pixels in the
neighborhood that are similar to the nucleus center. Points with a
minimal N(M) value can be selected as corners, as their mask
contains many dissimilar values, that can be interpreted as a
corner.

The FAST (Features from Accelerated Segment Test) corner
detector [52–53] uses a circle of 16 pixels around the nucleus
point. If the number of pixels in the circle that are darker than the
center is over a given threshold (usually 9), the point is selected as
a bright corner (for this reason the detector is sometimes called
FAST 9-16). Also, a dark corner can be selected by ensuring that the
center is darker than the pixels on the circle.

SUSAN is fast to compute, and FAST is even faster, as it requires
only a small number of luminance comparisons. However, these
detectors are not scale invariant.

3.1.6. BRISK and ORB detectors
The BRISK (Binary Robust Independent Scalable Keypoints)

detector [27] is an adaptation of the FAST detector that searches
for keypoints in the scale space of an image. The scale-space
pyramid layers consist of n octaves ci and n intra-octaves di, for i¼
{0,1,…,n�1}, with typically n¼4. The octaves are formed by half-
sampling the original image (corresponding to c0) progressively.
Each intra-octave di is located in-between layers ci and ciþ1. The
first intra-octave d0 is obtained by down sampling the original
image c0 by a factor of 1.5, while the rest of the intra-octave layers
are derived by successive half sampling. The FAST detector is ap-
plied to all of the images in the octaves and intra-octaves, and then
interest points are found by performing a non-maxima suppres-
sion both in the same layer (8 neighbors) and with respect to the
layers above and below. The position of the interest point is re-
fined by fitting a 1D parabola along the axis scale yielding the final
score estimate and the scale estimate at its maximum. As a final
step, the image coordinates between the patches in the layers next
to the determined scale are re-interpolated. An orientation is as-
signed by computing a dominant gradient direction using several
pairs of points.

ORB (Orientated FAST and Rotated BRIEF) [55] is a methodology
for obtaining both keypoints and binary descriptors. The keypoint
detector is an oriented FAST detector, in which the orientation of
the keypoint is obtained by computing the direction between the
position of the detected feature and the intensity centroid around
the keypoint; i.e., it assumes that the intensity centroid is not at
the same position as the keypoint.
3.2. Blob based detectors

Corner detectors give highly repeatable and stable interest
points; however, for some applications, the number of interest
points is more important than their quality. Blob based detectors
generate a higher number of interest points by sacrificing re-
peatability and stability.

3.2.1. DOG detector
Blob based detectors are deduced from an analysis of the scale

space of the image, by searching for structures that disappear over
a certain level of blur. A scale space L(x,y,s) of the image is created,
and a set of difference images D(x,y,s) is computed by pixel-wise
subtraction of consecutive levels of the scale space.

σ σ σ( ) = ( ) − ( ) ( )D x y L x y k L x y, , , , , , 16

Points that are 3D maxima in the space D(x,y,s) are named
Difference of Gaussian (DoG) points [32], and correspond to
structures that disappear from the scale space at that level of
blurring.

3.2.2. Determinant of Hessian detector
Blob-like structures can also be detected by applying a Hessian

operator on the image and then detecting local maxima of the
determinant of the Hessian. The detected keypoints are named
Determinant of Hessian (DoH) points [9], and they represent
maxima of local curvature in the image.
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These keypoints are not scale invariant because they are af-
fected by the resolution of the image.

3.2.3. Hessian–Laplace detector
The Determinant of Hessian detector can be improved by ap-

plying it on the scale space of the image. A scale space σ( )L x y, , is
constructed, and a Determinant of Hessian scale space is com-
puted, by applying a determinant of Hessian operator for each
image on the σ( )L x y, , scale space. Then, local maxima on ( )x y, are
detected in each of the images. As a blob-like structure can gen-
erate 2D maxima over several scales, a Laplacian of Gaussian scale
space σ∇ ( )σL x y, , is constructed and local maxima in the σ axis are
used for automatic scale selection.

3.2.4. Fast Hessian detector
A procedure named Fast Hessian [8] accelerates the computa-

tion of the scale space and the Hessian by using an approximation
of the Hessian mask. The approximation is based on the use of
masks composed of rectangular regions (see examples in Fig. 3),
which can be convolved with the image efficiently by using in-
tegral images. An approximated determinant of Hessian layer is
computed for each scale s by using the filter responses:

( )( ) = − ( )H D D Ddet 0.9 21approx xx yy xy
2

The maxima of the determinant of Hessian in (x,y,s) are se-
lected as interest points. This method uses the 3D Hessian scale
space directly for automatic scale selection.



Fig. 3. Original Masks (Lyy and Lxy) are Approximated as a Sum of Square Functions (Dxy and Dyy).

Table 3
Overview of detector response at different kinds of image structures and invariance
properties of different detectors (based on [68]).

Feature
detector

Corner Blob Region Rotation
invariant

Scale
invariant

Affine
invariant

Harris yes no no yes no no
Shi–Tomasi yes no no yes no no
Det. of
Hessian

no yes no yes no no

SUSAN yes no no yes no no
Harris–
Laplace

yes partial no yes yes no

Hessian–
Laplace

partial yes no yes yes no

DoG partial yes no yes yes no
Fast Hessian partial yes no yes yes no
Harris–
Affine

yes yes no yes yes yes

Hessian–
Affine

partial yes no yes yes yes

MSER no no yes yes yes yes
FAST yes no no yes no no
ORB yes no no yes yes no
BRISK yes no no yes yes no

Table 4
Overview of performance of different detectors applied on 800�640 Images
(based on [41,,68]).

Feature
detector

Repeatability Localization
accuracy

Robustness Efficiency Number of
keypoints

Harris þþþ þþþ þþþ þþ n/a
Shi–
Tomasi

þþþ þþþ þþþ þþ n/a

Det. of
Hessian

þþ þþ þþ þ n/a

SUSAN þþ þþ þþ þþþ n/a
Harris–
Laplace

þþþ þþþ þþ þ n/a

Hessian–
Laplace

þþþ þþþ þþþ þ n/a

DoG þþ þþ þþ þþ 1,552
Fast
Hessian

þþ þþ þþ þþþ 2,911

Harris–
Affine

þþþ þþþ þþ þþ n/a

Hessian–
Affine

þþþ þþþ þþþ þþ n/a

MSER þþþ þþþ þþ þþþ 483
FAST þ þ þ þþþþ 5,158
ORB þþþ þþ þþþ þþþþ 594
BRISK þþ þ þþ þþþþ 1,874
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3.3. Region based detectors

In contrast to the previously described methods, region based
methods start from a segmentation perspective for finding affine
covariant regions. The most well known method, MSER, was pro-
posed by Matas et al. [37]. Other alternatives are described in [68].

3.3.1. MSER detector
Maximally Stable Extremal Regions (MSER) [37] correspond to

image regions whose luminance values are significantly higher or
lower than those in their surroundings, and are detected by using
a watershed segmentation algorithm. These regions are very ro-
bust to transformations applied to the image.

3.4. Summary statement on local interest point detectors

Tables 3 and 4 summarize some of the main properties of the
methods described. Analyses of rotation, scale, and affine in-
variance are presented in Table 3. In Table 4, repeatability indicates
the proportion of matched features between two images with
respect to the total number of features, i.e., the probability that a
keypoint from one image will appear in a second image with the
same graphical content, but taken from a different viewpoint.
Localization accuracy indicates the position error of matching
features between two images. Robustness is similar to repeat-
ability, but it also includes other image alterations such as changes
of illumination. Efficiency indicates the runtime speed achieved by
the method. Number of keypoints indicates the number of key-
points that a method typically obtains in a given image.

It can be noted on Table 3 that all of the methods are rotation
invariant. Scale invariance is of paramount importance for de-
tecting objects in the real world, but not all of the methods have
this kind of invariance. For robotic applications, the ability of the
descriptors to be affine invariant is not relevant because images of
the reference objects can be captured using different viewpoints
for training the system.

In Table 4 it can seen that the fastest methods (highest effi-
ciency) for detecting keypoints are FAST, ORB and BRISK, followed
by SUSAN, FastHessian and MSER. Detectors that generate a large
number of keypoints are more reliable since they make detection
of objects that are far from the camera possible, and then cover
small areas in the images. The number of detected features can be
controlled in all of the methods by moving detection thresholds
except in MSER, FAST, and ORB.

It can be then concluded that, given that in robotic applications
the number of detected keypoints, invariance to scale, repeat-
ability, and efficiency are the main requirements, the most suitable
keypoint detectors are ORB, BRISK, Fast Hessian, and DoG.
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4. Local descriptor computation and matching

4.1. Local descriptor computation

4.1.1. Local descriptors and local reference frame determination
A local descriptor is a feature vector that describes the patch

around an interest point. Each patch is described by using its local
reference frame, and then local descriptors are invariant respect to
geometrical transformations applied to the image. The descriptors
must also be robust to changes in illumination and viewpoint
since, in robotic applications, the objects to be detected have dif-
ferent positions and orientations. As local descriptors are dis-
tinctive, the problem of matching two images can be reduced to
the problem of matching two sets of distinctive local descriptors.
This last procedure can be successful if the images have non-re-
petitive visual texture. In addition, the non-existence of visual
texture produces non-existence of local descriptors, and repetitive
patterns cause the local descriptors to be non-distinctive, de-
grading the performance of the matching process.

Interest points have some invariance properties. If an image is
warped by using a geometrical transformation, its interest points
will be warped in the same way. An orientation θ can be assigned
to each interest point by computing the dominant orientation of
the gradient around the point [32]. Then, each point corresponds
with a local reference frame (x,y,s,θ), in which (x,y) corresponds to
the origin of the reference frame, s corresponds to its scale and θ
corresponds to its orientation. Local reference frames depend on
structures existing in the image. If warping is applied to the image,
local reference frames are also warped, and then the patches
around each local reference frame are invariant with respect to
geometrical transformations applied to the images.

4.1.2. SIFT descriptor
The Scale invariant feature transform (SIFT) [32] is an algorithm

for generating a set of local descriptors from an image, involving
both computation of the interest points (DoG points) and a SIFT
descriptor. The SIFT descriptor is based on generating a histogram
of the gradients inside the oriented patch. The patch, that is of size
16�16, is divided into 4�4 sub-regions (see Fig. 4). For each sub-
region, a histogram including a total of 8 possible directions (se-
parated by 45°) is computed. By concatenating the histograms
from all sub-regions, a final 128-dimensional histogram is com-
puted. The histogram is then normalized, and the sum of the
square of its component is equal to 1. For more details on the
computation of the SIFT histogram, see [32].
Fig. 4. SIFT Descriptors are formed by computing image gradients for each pixel in the
orientations is computed. Original figure from [32].
4.1.3. PCA–SIFT descriptor
The PCA–SIFT descriptor [24] is built by generating a normal-

ized gradient patch and applying Principal Component Analysis
(PCA) for reducing the dimensionality of the gradient patch, while
preserving its distinctiveness. The dimensionality of the descriptor
is 20, which is much smaller than the dimensionality of SIFT (128).
In the original work [24], PCA–SIFT is shown to have both better
precision and runtime than SIFT. However, in other studies, such as
[40], PCA–SIFT did not outperform the original SIFT descriptor in
distinctiveness.

4.1.4. Color SIFT descriptors
Standard SIFT descriptors are computed in grayscale images,

but they can be extended to deal with color information. In that
case, instead of processing the grayscale luminance values, the
color channel values are processed. The different color SIFT algo-
rithms choose different color space representations and use dif-
ferent mechanisms to obtain illumination and/or color invariance.
Color SIFT variants include: HSV–SIFT [69], HueSIFT [69], Oppo-
nentSIFT [69], C-SIFT [1], rgSIFT [58], Transformed color SIFT and
RGB–SIFT [58].

In [69], several color descriptors are compared. When using the
PASCAL 2007 database, C-SIFT is the descriptor with the best
performance (precision 0.44), and beats the standard SIFT de-
scriptor (precision 0.40). In a second database (a video sequence)
OpponentSIFT yields the best results (precision 0.40), surpassing
the standard SIFT descriptor (precision 0.38). The mean precision
improvement gained by using the best color descriptor against the
standard SIFT descriptor is less than 0.05 in both databases. Color
descriptors require longer computation times than SIFT de-
scriptors because of the need for computing descriptors over
several channels and using larger feature vectors. Therefore, in the
case of using color SIFT descriptors, there is a trade-off between
the precision of the method and its processing time. Consequently,
this low precision gain (less than 0.05) is not worth in robotics
applications, and color SIFT descriptors are normally not useful.

4.1.5. ASIFT descriptor
The Affine SIFT descriptor [43] is computed by generating a set

of patches through warping the original patch for simulating
changes of viewpoint. In each of the warped patches, a SIFT de-
scriptor is computed. By using ASIFT descriptors generated by
using different image transformations, it is possible to recognize
objects with a change of viewpoints of 80%. However, the com-
putation of several descriptors for each keypoint makes the system
slow and infeasible for robotic applications. Also, changes in
viewpoint can be handled by using different views from each
patch. The window is divided into subregions. For each subregion, an histogram of
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object, making the ASIFT approach not useful for visual object
recognition in robotics.

4.1.6. SURF descriptor
The SURF descriptor [9] is also based on an analysis of the

gradients inside an oriented patch, which is divided into 4�4 sub-
regions. If the components of the gradients inside each sub-region
are named dx and dy, a descriptor for the sub-region is computed
as (Σdx, Σdy, Σ|dx|, Σ|dy|). Given that there are 16 sub-regions, the
full SURF descriptor has 64 dimensions.

4.1.7. BRIEF, ORB, BRISK, and FREAK descriptors
The BRIEF (Binary Robust Independent Elementary Features)

descriptor [10] is a binary string, with each of the bits corre-
sponding to an intensity difference test done on a smoothed image
patch. The computation of this descriptor is very fast and requires
only a small amount of memory. A test τ on a patch p of size S� S
is defined as:

τ( ) = ( ) < ( )
( )
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where p(x) is a pixel intensity in a smoothed version of p at x¼(u,
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The algorithm requires a strategy for selecting sampling pairs
(x,y) for the intensity difference tests. A Gaussian sampling strat-
egy is preferred.

As has already been explained, ORB [55] is a methodology for
obtaining both keypoints and binary descriptors. The descriptor is
basically an oriented BRIEF descriptor, computed at the position,
scale, and orientation provided by each keypoint. The sampling
strategy for the BRIEF descriptor is learned from the training images
by selecting tests that are uncorrelated and have high variance.

The BRISK (Binary Robust Invariant Scalable Keypoints) de-
scriptor [27] is also based on the generation of binary strings as
descriptors. Once a keypoint is found, a precomputed regular
sampling pattern is used for computing the dominant local or-
ientation, and also for computing the descriptor. Consider that p
corresponds to a sampling position. Pairs of sampling points (pi, pj)
are used for describing the patch. Two sets of pairings, short-dis-
tance pairings and long-distance pairings, are computed as:

{ }δ= ( )|‖ − ‖ < ( )S p p p p, 24i j j i MAX

{ }δ= ( )|‖ − ‖ ≥ ( )L p p p p, 25i j j i MAX

Long-distance pairings L are used for computing the dominant
orientation of the descriptor, and short-distance pairings S are
used for computing the binary strings by performing intensity
comparisons as in BRIEF. The BRISK binary string contains 512 bits.

The FREAK (Fast Retina Keypoint) descriptor [2] is also based on
the use of binary strings. It uses a retinal-based sampling proce-
dure that emulates receptive fields, enabling the sampling areas to
have overlap. The sequence of the pairs of samples to use is gen-
erated by using a machine learning approach in which the most
discriminative pairs of samples are selected. A pair of samples is
considered discriminative if it has high variance on the training
data, and low correlation with the other selected pairs of samples.
The 512 principal bits are computed by intensity comparisons and
are used as the binary string descriptor.

4.1.8. LIOP, MROGH and MRRID descriptors
All of the previous rotation invariant descriptors require the

computation of a dominant gradient orientation around the
keypoint. A local reference frame is then generated, and the local
descriptor is constructed on it. As shown in [14], small errors in
the estimation of the orientation of the keypoints generate a no-
ticeable loss of precision in the matching process.

The Local Intensity Order Pattern (LIOP) [70], the Multisupport
Region Order-Based Gradient Histogram (MROGH) [14] and the
Multisupport Region Rotation and Intensity Monotonic Invariant
Descriptor (MRRID) [14] are based on sorting the pixels of their
support region by their intensity. The ordered pixels are parti-
tioned into B bins, each representing an intensity range. The bins
will then have different shapes on the support region.

Each bin is composed of a set of pixels. For each of these pixels,
a local reference frame is constructed centered at the keypoint and
pointing to the pixel; i.e., it is a pixel-wise reference frame. In that
reference frame determined by the pixel p1, three additional pix-
els, p2, p3 and p4 are selected at predefined positions. The four
pixels are sorted by their illumination value, and the indexing
order (named Local Intensity Order Pattern) is stored in a table.
After that is done for all of the pixels of the selected bin, the table
contains a histogram of the different possible permutations cor-
responding to the possible orderings of the four pixels. The LIOPs
are computed and collected for each of the bins, and then con-
catenated into a feature vector, named the LIOP descriptor.

For computing the MROGH descriptor, each of the pixels of
each bin is associated with a pixel-wise reference frame. Four
pixels selected in that reference frame at predefined positions are
used for computing the local gradient at the point. For each bin, a
histogram of orientation of the gradients around points in the bin
is computed. The histograms for the different bins are con-
catenated, generating a MROGH feature vector.

The MRRID descriptor is also computed by using pixel-wise
reference frames. In each frame, a set of pixels at predefined po-
sitions is used for performing binary comparisons, generating a
binary string. Binary strings for each of the pixels in each bin are
summed into accumulated binary strings, and are concatenated
over all of the bins for generating an MRRID feature vector.

4.2. Descriptors matching

Images sharing graphical content can be matched by pairing
similar descriptors among them. A brute force approach consists of
comparing all the possible pairs of descriptors for searching the
nearest ones; however this approach becomes infeasible when the
number of training images increases. Then, an approximated
nearest neighbor search can be used for generating matches be-
tween descriptors from the test and training images. There are
three main families of algorithms used for retrieving the nearest
descriptor from the database in an efficient way: tree based al-
gorithms, locality sensitive hashing algorithms, and fast brute
force algorithms for binary descriptors.

4.2.1. Tree based Algorithms
A kd-tree can be used for storing the training descriptors; i.e.

the descriptors computed in the training images. Then, approx-
imate nearest neighbor search can be done with a method named
Best Bin First (BBF) [32] by traversing the tree upon reaching a leaf
node. That node becomes the current best. The search then con-
tinues by backtracking along the unexplored branches, searching
for better current bests. Another option is to use a set of smaller
kd-trees (a kd-tree forest) [16,44] for searching the approximate
nearest neighbor in parallel.

Each approximate nearest neighbor search using a kd-tree re-
quires ( * ( ))O k nlog , with k the number of tree traversals, and n the
number of descriptors stored in the tree.

In addition, it is important to note the order in which to filter
wrong matches; in [32] the following algorithm is proposed, and



Table 6
Precision and Recall for several Interest Point Detectors and Descriptors. Data from
[41].

Descriptor Detector Precision Recall MAP

SURF Fast Hessian 0.485 0.513 0.334
SIFT Fast Hessian 0.525 0.533 0.491
BRIEF Fast Hessian 0.517 0.546 0.514
ORB Fast Hessian 0.448 0.470 0.437
BRISK Fast Hessian 0.536 0.553 0.530
BRISK BRISK 0.504 0.527 0.492
ORB ORB 0.493 0.495 0.463
FREAK FREAK n/a n/a n/a
SIFT FAST 0.366 0.376 0.336
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normally used in most implementations. For each descriptor ft in
the test image, the two nearest descriptors, f1 and f2 from the
training database are selected, and the distances d1¼dist(ft, f1) and
d2¼dist(ft, f2) are computed. If the distance d1 to the nearest
neighbor is short compared to d2, the match has high confidence
since the probability of confusion is low. Then, if the ratio d1/d2 is
below a threshold, the match is accepted [32].

4.2.2. Locality sensitive Hashing
This approach consists of selecting hashing functions with the

property that “the hashes” of elements that are close to each other
are also likely to be close. There are several variants of this algo-
rithm. The computation time needed for each approximate nearest
neighbor search is ( )O k , with k the number of request trials.

A comparative study presented in [44] indicates that approx-
imate neighbor search in kd-trees outperforms hashing-based
methods.

4.2.3. Fast Brute Force for Binary descriptors
Distance between binary descriptors can be computed by using

a Hamming distance, i.e., by applying an Xor operation to the
binary strings and then counting the number of bits in the result.
This procedure is faster than kd-trees when using databases with a
limited number of descriptors, and it enables getting the exact
nearest neighbor. The computation time required for performing a
nearest neighbor search using brute force is ( )O n , with n the
number of stored descriptors in the database. However, if the
database is large enough, tree based algorithms perform better as
their required computation time is logarithmic and not linear.

4.3. Summary on local descriptors

Tables 5 and 6 summarize some of the main properties of the
descriptors described. Compactness is a measure of the size of the
descriptor. Efficiency refers to the processing time required by the
method; i.e., a faster method has better efficiency. Precision, Recall,
and MAP are performance measures. When a training database is
created, new descriptors are matched to the database for searching
nearest neighbors. Each of the new descriptors can be matched to
the corresponding descriptor, or it can be matched to an incorrect
descriptor, or it cannot be matched at all. Precision refers to the
proportion of correctly retrieved descriptors with regard to the
total number of matches that were generated, i.e.,

= # _
# _

precision correct matches
total matches

. Recall refers to the proportion of correct
retrieved matches with respect to the total number of new de-
scriptors that were considered, i.e., = # _

# _
recall correct matches

new descriptors
.

Average Precision (AP) is a measure of performance for a ROC
curve. It is defined as the mean of the precision ( )p r along all of
Table 5
Properties (invariance, compactness, efficiency) for Local Descriptors.

Descriptor Rotation
invariant

Scale
invariant

Compactness Efficiency (Proces-
sing time)

SIFT Yes Yes þ þþ
PCA–SIFT Yes Yes þþ þþ
Color SIFT Yes Yes þ þ
SURF Yes Yes þþ þþ
BRIEF No No þþþ þþþþ
ORB Yes Yes þþþ þþþþ
BRISK Yes Yes þþþ þþþþ
FREAK Yes Yes þþþ þþþþ
ASIFT Yes Yes þ þ
LIOP Yes Yes þ þ
MROGH Yes Yes þ þ
MRRID Yes Yes þ þ
the recall values r . Mean Average Precision (MAP) is the mean of
several average precisions obtained from several different ROC
curves.

In Table 5, it can be noted that all of the descriptors, with the
exception of BRIEF, are rotation and scale invariant, and that binary
descriptors (BRIEF, ORB, BRISK, FREAK) outperform the other avail-
able options both in compactness and runtime. In Table 6, it can
seen that the best performance with respect to precision, recall, and
MAP is achieved by BRISK descriptors applied on FastHessian key-
points. Second-best results are obtained by BRIEF with FastHessian
keypoints, followed by BRISK with BRISK keypoints, and SIFT with
FastHessian keypoints. When considering only binary keypoint de-
tectors and binary descriptors, the best precision, recall and MAP is
achieved again by the BRISK algorithm.

Using Tables 5 and 6 we can conclude that in robotics appli-
cations the most suitable descriptors are ORB, BRISK, SIFT and
SURF. BRIEF is not included because it is not rotation and scale
invariant.
5. Geometric verification of matched features

5.1. Transformation computation

Each match between two local descriptors generates a simi-
larity transformation hypothesis. Sets of compatible geometric
transformations can indicate the presence of the searched object
inside the image, and therefore, they need to be computed. The
two most popular methods for computing the geometric trans-
formations are Hough transform [8] and the RANSAC algorithm
[15].

5.1.1. Hough transform
A similarity transformation is defined by four parameters: a

translation (tX, tY), a rotation θ and a scale change s. By using the
Hough Transform procedure, the parameter space can be quan-
tized into a set of bins, each having an accumulator that starts
empty. Each match between two descriptors generates a similarity
transformation hypothesis, and a vote in one of the bins in the
parameter space [7,32]. When the object to be detected is in the
test image, matches related to it (inliers) are accumulated in one of
the bins, while spurious matches (outliers) are spread over the
parameter space. Bins with a high number of votes are selected as
candidate detections. The Hough transform procedure can work
even when the number of outliers is much larger than the number
of inliers.

5.1.2. RANSAC
When the number of inliers is high enough, the RANSAC al-

gorithm [15] can be applied for searching the correct transfor-
mation. One of the oriented descriptors is selected for generating a
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similarity transformation hypothesis, while the others are com-
pared with the hypothesis. If the number of compatible matches,
i.e., the consensus, is over a threshold, the hypothesis is accepted;
if not, another descriptor is selected for generating a new hy-
pothesis and the procedure is repeated. RANSAC is faster than
Hough when both the number of objects to recognize and the
number of outliers are low. If these conditions are not fulfilled, the
mean number of iterations needed for RANSAC to achieve the
required consensus grows.

5.2. Hypotheses verification stages

In complex, real-world object recognition problems, the initial
hypothesis set (i.e. geometric transformation) may contain a large
number of false detections. For handling incorrect hypotheses,
several verification stages need to be used.

The most widely used hypothesis verification methodology is
the one proposed by Lowe in his seminal work [32]. On the other
hand, the L&R method, based on Lowe's method, adds several
interesting verification stages. Both methods are presented.

5.2.1. Lowe's method
In [32], a Hough transform over the similarity transformation

space is used for generating candidate detections. For each bin in
the Hough space, the following steps are performed:

a) Bin filtering: bins with less than 3 votes are rejected
b) Affine transformation determination: An affine transformation

is determined by using the matches inside the current bin. A
least-squares method is used for obtaining the best transfor-
mation parameters (m11,m12,m21,m22,tx,ty) as:
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c) Lowe's probability computation: A probability of the trans-
formation being correct is computed. This probability depends
on the number of matches compatible with the current
transformation, and the total number of matches between
both images. If the probability is lower than a threshold (95%),
it is rejected.

d) Top-down matching: Matches over the Hough space that are
inside another bin but are compatible with the current
transformation are collected into the current bin.

5.2.2. L&R method
After the Hough transform, an extra set of tests for rejecting

incorrect transformations, named L&R verification stages [57], can
be performed. The fastest tests are performed before the slower
ones for obtaining a fast procedure for transformation verification.
The tests are applied in the following order:

a) Bin filtering: bins with less than 3 votes are rejected
b) Non-maxima suppression: Bins that are no local maxima in

the Hough space are rejected.
c) Linear correlation test: Descriptors that voted for the current
bin determine a set of interest points in both the training and
the current image. If the interest points in one of the two
images lie on a line, the affine transformation will be un-
defined in the direction perpendicular to the line. Therefore,
correlation coefficients are calculated in both images, and used
for rejecting unstable transformations (see [57]).

d) Fast probability computation: A fast algorithm for computing
the probability that the current bin corresponds to a correct
detection is applied (see details [30]).

e) Affine transformation determination: An affine transformation
is determined by using the matches inside the current bin.

f) Geometrical distortion test: The amount of affine distortion is
used for rejecting wrong transformations because the local
descriptors can work only with out-of-the-plane rotations of
about 45°, and that bound the amount of acceptable affine
distortion.

g) Lowe's Top-down matching.
h) Lowe's probability computation: A probability of the trans-

formation being correct is computed, as in Lowe's method.
i) RANSAC test: If the current set of selected matches is com-

posed mostly of inliers, then a fast RANSAC test is applied for
rejecting outliers that could not be rejected by the previous
steps.

j) Transformation fusion: Because of the quantization done in
the Hough transform procedure, a correct object match spread
votes over several neighbor bins, producing multiple detec-
tions. Then, all possible pairs of transformations are compared
by using a fast procedure for detecting duplicate detections.
Duplicated transformations are fused.

k) Pixel correlation test: A pixel-level correlation is computed by
comparing the pixel intensity values from the training image
against the projected values in the current test image. If the
pixel correlation value is lower than a threshold, the trans-
formation is rejected.

5.3. Summary on geometric verification

An object recognition method requires high precision and high
recall in order to obtain successful performance. The effect of using
several consecutive procedures for rejecting false positives is re-
levant in real-world problems where clutter background and
multiple objects are present. In [57], how the use of such a method
– L&R in that case – is able to reduce the false positive rate greatly
(from 81.9% to a 3.2%!) is shown. A comparative study of several
object recognition methods that address this issue and that con-
firms the convenience of using several geometric verification tests
is presented in the next section.
6. Case study: a comparative study of object recognition sys-
tems in real domestic settings

As a case study, we evaluated several object recognition sys-
tems using local invariant features in a service-robot's domestic
environment. The final task to be performed by the service robot
was the manipulation of objects in a domestic setup; and the ro-
bot's ability to recognize objects placed on a planar surface (e.g. a
table or a shelf) was evaluated. The different object recognition
systems were built using different combinations of local interest
detectors, local descriptors and geometric verification stages.

6.1. Experimental setup and methodology

A service robot, Bender [56], was used as the platform for
testing the different object recognition approaches. The robot has
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a Kinect camera and an RGB camera mounted over its head. Both
are placed at a height of approximately 1.6 [m], pointing down-
wards with an angle of 56° with respect to the horizon. The Kinect
has a resolution of 640�480 and an angular field of view of 57°
horizontally and 43° vertically. The RGB camera has a resolution of
1280�720 pixels, and has an angular field of view of 60° hor-
izontally and 45° vertically. In the experiments reported, two kinds
of object placements were used: objects were placed on a table or
on a shelf (see Fig. 5). When placed on the table/shelf, the mean
distance between the robot's camera and the objects was
104.1 [cm]/40 [cm].

A set of 40 objects was selected for performing the tests; the
objects are those typical found in a home-like environment (see
Fig. 6). From the set of objects, 20 have visual textures, and the
other 20 objects have uniform surfaces (no textures). For each
object, 12 different views were captured by rotating the objects
30° between two consecutive frames. For each view, both an RGB
and a depth image were captured. Thus, a total of 480 RGB images
were used as the gallery (database) in the object recognition ex-
periments. Depth images were used only for segmenting the ob-
jects from the table/shelf.

Different setups, corresponding to the actual conditions of a
domestic environment, were used for evaluating the performance
of the different object recognition methodologies under compar-
ison. The possible setups differ in the following conditions:
(a) distance to the object: 40 cm/104.1 cm; (b) surface background:
white/colored/cluttered; (c) Illumination: normal/low;
(d) occlusion: no occlusion/50% occlusion. Then, for each camera-
object distance, the testing setups were the following:

– S1: One object, white background, normal illumination, no
occlusion.

– S2: One object, white background, low illumination, no
occlusion.

– S3: One object, colored background, normal illumination, no
occlusion.

– S4: One object, cluttered background, normal illumination, no
occlusion.

– S5: One object, white background, normal illumination, 50%
occlusion.

For each of these 5 setups and for each camera–object distance,
160 experiments were carried out by selecting each object 4 times;
each time the object's view was chosen randomly. The random
view is selected by putting the object inside the field of view of the
cameras, and then selecting a random number between 0° and
360° for setting the object's orientation. The recognition is con-
sidered successful if the correct object is identified, independently
Fig. 5. Bender robot observing an object o
of the recovered viewpoint; i.e., the current object must be mat-
ched correctly with one among the 480 images (40 objects) in the
database.

In order to evaluate the performance of the different methods,
the precision, recall and F1 score from the detection statistics are
computed. Precision and recall are computed as TPR/(TPRþFPR)
and TPR/(TPRþFNR), respectively, with TPR the true positive rate,
FPR the false positive rate, and FNR the false negative rate. The F1
score is computed as the harmonic mean of the precision and
recall measures: F1¼2*(precision*recall)/(precisionþrecall). In
addition, the execution time of the different methods is also
analyzed.

6.2. Methods under comparison

In recognizing objects using local invariant features, the perfor-
mance of the final system will depend on the local interest points
and descriptors being used, as well as on the geometric verification
stages being implemented. Therefore, various object recognition
systems are built using different combinations of local interest de-
tectors, local descriptors and geometric verification stages.

Based on the conclusions of Sections 3.4 and 4.3, ORB, BRISK,
Fast Hessian, and DoG are selected as keypoint detectors, and ORB,
BRISK, SIFT, and SURF as descriptors. Regarding geometric ver-
ification, two approaches are selected: the use of RANSAC for
searching a similarity transformation, which is a popular choice
when implementing robotics applications, and the use of the L&R
method, which includes several geometric transformations and
hypothesis verification stages (see Section 5.2). Then the following
object recognition systems are built and compared:

– ORB–ORB: ORB keypoints and ORB descriptors.
– ORB–BRISK: ORB keypoints and BRISK descriptors.
– BRISK–BRISK: BRISK keypoints and BRISK descriptors.
– DoG–SIFT: DoG keypoints and SIFT descriptors.
– FHessian–SURF: Fast Hessian keypoints and SURF descriptors.
– DoG–SIFT–GPU: DoG keypoints and SIFT descriptors.

In the case of ORB–ORB, BRISK–ORB and BRISK–BRISK, the
OpenCV [73] implementation of the algorithms is used. In the case
of DoG–SIFT and FHessian–SURF, the authors’ own implementation
is used. For DoG–SIFT–GPU, the code available in [74] is used. It
was decided to test two independent implementations of the
popular “SIFT object recognition method” (DoG–SIFT), in order to
analyze how the final performance of the methods depends on the
method's implementation.

Each method was tested when used together with RANSAC and
with the L&R verification method. All experiments were run on an
n a table (left) and on a Shelf (right).
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Intel Core i7 CPU 920 @ 2.67 GHz x8 with a GeForce GTX 285/PCIe/
SSE2 card.

6.3. Results

Tables 7 and 8 show the performance of the different systems
under comparison, in terms of the F1 score, for the five different
experimental setups, considering two different distances from the
objects.

The first observation is that, as expected (e.g. [57]), the per-
formance of the systems depends heavily on the use of appro-
priate hypothesis verification stages. For each system, the perfor-
mance increases appreciably when simple and complex geometric
verification stages, which consider geometric transformations
computation as well as hypothesis verification procedures, are
used (L&R method case), compared to the situation where a single
hypothesis verification method that looks for a geometric trans-
formation among the matches is used (RANSAC case). In
Tables 7 and 8 the Increase row corresponds to the % of increase
when using the L&R method compared to the RANSAC case. The
performance increase is greater when recognition conditions are
harder (e.g. low resolution of the objects in the images). It can
therefore be concluded that it is important to use geometric
transformation computation as well as hypothesis verification
procedures when implementing object recognition systems based
on local invariant features.

A second observation is that, as reported in [36], the perfor-
mance changes appreciably depending on the resolution of the
objects in the images. Thus, in the two typical situations that are
reported (a real service robot observing objects placed on a table,
and on a shelf), the performance of the methods decreases with
the distance from the objects, and this decrease is much larger for
some methods. When comparing the corresponding Mean row
Fig. 6. Set of 40 Objects used for evaluatin

Table 7
F1 Scores for the different methods under different setups (S1–S5). Distance to the object
comparing the same method using RANSAC and L&R.

Verifier RANSAC

Keypoint detector ORB ORB BRISK DoG DoG FH
Descriptor ORB BRISK BRISK SIFT–GPU SIFT SU

S1 0.694 0.740 0.171 0.752 0.663 0.6
S2 0.316 0.192 0.049 0.376 0.425 0.4
S3 0.539 0.375 0.037 0.394 0.406 0.4
S4 0.498 0.289 0.037 0.340 0.356 0.4
S5 0.367 0.242 0.084 0.376 0.350 0.2
Mean 0.483 0.368 0.076 0.442 0.440 0.4
Increase – – – – – –
values between Tables 7 and 8, it can be observed that the mean F1
score of ORB–BRISK, BRISK–BRISK, DoG–SIFT–GPU, and FHessian–
SURF decrease by more than 40% when the distance from the
objects is 104.1 cm compared to the case when this distance is
40 cm. On the other hand, the score decrease of the ORB–ORB and
DoG–SIFT methods is 27% and 13%, respectively, when the L&R
verification method is used. Thus, these two keypoint–descriptor
combinations are more robust to conditions under which the re-
solution of the objects is low.

From the experiments reported, it can be observed that for each
system, the performance decreases when the illumination is low
(setup S2), which is typical in some actual domestic environments,
when the background is complex and cluttered (setups S3 and S4),
and when parts of the objects are occluded (setup S5). Thus, as can
be seen readily, when the experimental conditions are not very
challenging (e.g. in setup S1 at a short distance from the objects),
the performance of the different systems is somewhat similar, and
no large variations are observed. However, this situation changes
dramatically when the conditions are more difficult. For example,
when the illumination is low (setup S2), the differences in per-
formance between the systems are greater than 500%. Clearly, the
BRISK–BRISK method is not robust to large changes in illumina-
tion. A similar situation occurs when cluttered backgrounds are
included in the experiments (setup S3); i.e. differences in perfor-
mance greater than 500% are observed. When, parts of the objects
are occluded, the variations in performance between the different
systems are important but smaller (maximum variations of 50%).

In summary, when the distance from the objects is moderate
(40 cm) and the proper verification stages are used, the three best
performing keypoint–descriptor combinations, with small varia-
tions in the F1 score, are ORB–ORB (highest F1 score), DoG–SIFT
(second highest F1 score), and ORB–BRISK (third highest F1 score).
But when the distance from the objects is high (104.1 cm), the best
g the Object Recognition Algorithms.

: 40 cm. Mean: Mean score between the different setups. Increase: % increase when

L&R

essian ORB ORB BRISK DoG DoG FHessian
RF ORB BRISK BRISK SIFT–GPU SIFT SURF

63 0.852 0.848 0.463 0.758 0.879 0.810
13 0.585 0.500 0.081 0.500 0.566 0.512
75 0.755 0.675 0.209 0.697 0.642 0.591
19 0.664 0.611 0.141 0.602 0.626 0.588
75 0.608 0.643 0.266 0.711 0.654 0.483
49 0.693 0.655 0.232 0.654 0.673 0.597

43% 78% 205% 48% 53% 33%
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performing keypoint–descriptor combination is DoG–SIFT and the
second best is ORB–ORB. The performance of the other methods is
much less in this case.

It is interesting to note that important differences between the
two “SIFT” implementations are observed. DoG–SIFT (our own
implementation) is much more robust than DoG–SIFT–GPU. Dif-
ferences in performance are higher than 90% in some cases. On the
other hand, DoG–SIFT–GPU is much faster; ten times faster in
some cases.

Table 9 shows the processing time of the different methods. It
can be seen that for each method the processing time decreases
when the objects are at a greater distance (fewer keypoints and
descriptors to be computed), and, in general terms, it increases
when more verification stages are used. The fastest keypoint–de-
scriptor combination, ORB–ORB, is about 6 times faster than DoG–
SIFT when the distance to the objects is 104.1 cm.

6.4. Discussion

The analyzed methods have very different computational
complexities, which depends on the computational requirements
of the used local interest point detectors and local descriptors, as
well as on the implemented verification stages. The first successful
methodology for building object recognition systems using local
features was DoG–SIFT. In Tables 8 and 9 it is shown that this
method achieves high F1 scores, the highest in the case of the
experiments reported in Table 9. However, the method is not able
to run in real time, as it requires around 7 seconds for processing a
1280�720 image (see Table 9). As real time processing is needed
in many applications, different strategies were developed in order
to reduce the processing time. Both the use of GPUs and the de-
velopment of faster alternatives (SURF, BRISK, ORB) were suc-
cessful at improving the processing speed. Computing each SIFT
descriptor requires to process a 16�16 patch by computing gra-
dients and generating a 128-dimensional histogram. The histo-
gram considers 4x4 spatial sub-regions, and 8 possible orienta-
tions. As each pixel must vote by its 8 nearest neighbors along
three dimensions, 16*16*3¼768 comparisons must be computed.
Also, as each pixel vote by its 8 nearest bins in the histogram, the
pooling operations require 16�16�8¼2,048 additions for com-
Table 8
F1 Scores for the different methods under different setups (S1–S5). Distance to the obje
when comparing the same method using RANSAC and L&R.

Verifier RANSAC

Detector ORB ORB BRISK DoG DoG FHessi
Descriptor ORB BRISK BRISK SIFT–GPU SIFT SURF

S1 0.222 0.212 0 0.092 0.413 0.238
S2 0.012 0.061 0 0 0.165 0.057
S3 0.012 0.025 0 0 0.193 0.091
S4 0.012 0.012 0 0 0.156 0.113
S5 0.061 0.049 0 0 0.165 0.132
Mean 0.064 0.072 0 0.0184 0.218 0.126
Increase – – – – – –

Table 9
Mean processing time (in Seconds) of the different methods when objects are observed

Verifier RANSAC

Detector ORB ORB BRISK DoG DoG FHess
Descriptor ORB BRISK BRISK SIFT–GPU SIFT SURF

40 cm 1.743 2.133 0.970 0.949 7.172 0.387
104.1 cm 0.900 0.643 0.138 0.653 1.265 0.244
puting each descriptor. SURF requires computing four gradient
statistics for 4x4 spatial sub regions in the image in a 20x20 patch.
Each pixel votes only for its nearest sub-region. Then, computing a
SURF descriptor requires 20*20*2¼800 comparisons and
20*20*2¼800 additions. Binary descriptors like ORB require only
256 binary comparisons to be computed. In addition, the speed of
the descriptor's matching process depends of the descriptors
length and on the nature of the descriptors (the evaluation of
binary descriptors is faster). When analyzing why SURF is faster
than SIFT, it should be taken into account that SURF tends to
generate less keypoints, and therefore less descriptors need to be
computed and compared.

A second aspect to analyze is that the geometric verification of
the matches was not considered when faster methods were de-
signed. But, as it can be observed in Table 9, this is a very relevant
factor when using fast descriptors. When using ORB–ORB de-
scriptors for recognizing objects at 40 cm from the robot, the use
of RANSAC requires 1.743 s for processing a frame, while the use of
L&R reduces the time down to 0.258 s. When observing an object
at 104.1 cm from the robot, using RANSAC requires 0.9 seconds for
processing a frame, while L&R requires only 0.155 s This behavior
is explained because RANSAC depends on the inlier ratio from the
matches that decrease when detecting multiple objects, but L&R
has fixed computational requirements. Then, for obtaining both
fast and reliable results in multi-object detection, the ORB–ORB
with L&R verification procedure is recommended.

A third important aspect to analyze is the high dependency of
some methods on the resolution of the objects in the images. It
can be said, as a general rule, that methods that make any kind of
approximations when computing the interest points and the de-
scriptors are less robust to variation on the image resolution. For
instance, the scale-space computation used in FastHessian is an
approximation based on integral images. Also, BRISK use a coarse
scale space representation. ORB uses the FAST detector for gen-
erating keypoints that are then tested against a localized Harris
scoring in the scale space, but BRISK does not perform this test.
Finally, BRISK is based on a handcrafted sampling pattern, while
ORB's sampling pattern has more randomness and is designed for
obtaining uncorrelated samples. Because of the explained factors,
FastHessian and BRISK are not robust when dealing with low
ct: 104.1 cm. Mean: Mean score between the different setups. Increase: % increase

L&R

an ORB ORB BRISK DoG DoG FHessian
ORB BRISK BRISK SIFT–GPU SIFT SURF

0.626 0.380 0.107 0.562 0.846 0.565
0.437 0.399 0 0.117 0.520 0.162
0.543 0.407 0.012 0.269 0.472 0.220
0.414 0.315 0 0.161 0.362 0.060
0.517 0.383 0.060 0.414 0.729 0.469
0.507 0.377 0.036 0.305 0.586 0.295
692% 424% – 1558% 169% 134%

at 40 and 104.1 cm.

L&R

ian ORB ORB BRISK DoG DoG FHessian
ORB BRISK BRISK SIFT–GPU SIFT SURF

0.258 0.769 3.044 0.830 7.494 0.328
0.155 0.809 1.230 0.496 1.181 0.279
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resolution images at test time. In contrast, object recognition
systems built using DoG–SIFT and ORB–ORB combinations are
more robust.

In conclusion, the experiments and analysis reported here show
that when real conditions are considered, the use of appropriate
geometric verification stages is a must, and the two best performing
keypoint–descriptor combinations are ORB–ORB and DoG–SIFT;
ORB–ORB is faster and DoG–SIFT more robust. So, the selection of
the method to be used will depend on the tradeoff between ro-
bustness and speed.
7. Conclusions

In this survey, a complete analysis of object recognition
methods based on local invariant features from a robotics per-
spective was presented. The survey includes a brief description of
the main algorithms described in the literature, with specific
analyses of local interest point computation methods, local de-
scriptor computation and matching methods, as well as geometric
verification methods.

Different algorithms were analyzed by considering the main
requirement of robotics applications: real-time operation with
limited on-board computational resources and constrained ob-
servational conditions derived from the robot geometry (e.g. lim-
ited camera resolution). Evaluations in terms of accuracy, robust-
ness, and efficiency were presented. In addition, various object
recognition systems built using different keypoint–descriptor
combinations were evaluated in a service-robot domestic appli-
cation, where the final task to be performed by a service robot was
the manipulation of objects.

From the results reported it can be concluded that for robotics
applications (i) the most suitable keypoint detectors are ORB,
BRISK, Fast Hessian, and DoG, (ii) the most suitable descriptors are
ORB, BRISK, SIFT, and SURF, (iii) the final performance of object
recognition systems using local invariant features under real-
world conditions depends strongly on the geometric verification
methods being used, and (iv) the best performing object re-
cognition systems are built using ORB–ORB and DoG–SIFT key-
point–descriptor combinations. ORB–ORB based systems are faster,
while DoG–SIFT are more robust to real-world conditions.
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