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Abstract

Why agents cooperate is an old question that has been widely studied in economics, as well as
in other disciplines. In economics, the focus has been mainly put in analyzing whether cooper-
ative behaviors may arise from repeated interactions between strategic individuals. This paper
seeks to contribute to the literature by studying the effects of ambiguity, shortly defined as uncer-
tainty about the realization of future states and the probabilities assigned to their realization, on
long-run cooperation. Concretely speaking, the infinitely repeated Prisoner’s Dilemma, and the
consequent determination of conditions for sustaining long-run cooperative behaviors, is revisited in
an ambiguity setting. Results suggest that ambiguity is detrimental to cooperation as it decreases
(increases) the expected payoff of the cooperative (non-cooperative) equilibrium and, therefore, (1)
it may change the game’s structure from the Prisoner’s Dilemma setting to scenarios in which the
expected payoff associated with the cooperative equilibrium is no longer Pareto-superior, and (2)
it demands more patient players for sustaining cooperative agreements when the game’s structure
remains unchanged. An application is made to the Cournot duopoly and the likelihood of sustain-
ing a tacit collusion. In addition to previous results, it is found that the Cournot duopoly may
not longer behave as a particular case of the Prisoner’s Dilemma for high levels of ambiguity. A
positive relation between ambiguity and competition is stated. Therefore, our results may serve as
an additional theoretical input for antitrust policy design.

Keywords: Ambiguity, Neo-Additive Capacities, Long-Run Cooperation, Infinitely Repeated
Prisoner’s Dilemma, Cournot Duopoly, Tacit Collusion.

1. Introduction

Why agents cooperate is an old question that has been widely studied in economics, as well as
in other disciplines (Nowak and Highfield, [2011). In economics, the focus has been mainly put in
analyzing whether cooperative behaviors may arise from repeated interactions between strategic
individuals. The analysis, given games’ structures that inhibit short-run cooperation between ra-
tional players, is to determine conditions over the repeated game that allow long-run cooperative
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relations (Mailath and Samuelson, 2006). In that context, a classical case analysis has been the
infinitely repeated Prisoner’s Dilemma, where rational players that are patient enough are able
to sustain cooperative agreements. Industrial organization has applied this reasoning when ana-
lyzing potential tacit collusions between competing firms, given imperfect competition frameworks.

This paper seeks to contribute to the literature by studying the effects of ambiguity on long-run
cooperationE In general, when analyzing strategic interactions and potential long-run coopera-
tive equilibria, standard theory assumes that once individuals begin cooperating, they cooperate
forever. Hence, deviations to non-cooperative behaviors always take individuals by surprise, as de-
viation is not profitable and, therefore, is not considered a plausible scenario. Nevertheless, it may
be reasonable to assume that individuals may anticipate potential deviations from expected behav-
iors, either from cooperative to non-cooperative behaviors, or vice versa. For example, individuals
may distrust on the other player’s rationality, may anticipate potential signalling actions, or may
simply internalize that the counterpart could eventually make mistakes when executing the actions.

In that line, this paper revisits the infinitely repeated Prisoner’s Dilemma in an ambiguity setting,
with a focus on the analysis of the possibility of sustaining a cooperative equilibrium in the long-
run. We follow [Eichberger, Kelsey, and Schipper (2009) strategy to model ambiguity in strategic
games based on [Chateauneuf, Eichberger, and Grant (2007). In this framework, individuals antic-
ipate that their counterparts may not behave in the way they are expected to, i.e. they face some
degree of uncertainty about the other player’s action. Formally, individuals partially distrust their
own beliefs about other player’s behavior and place themselves in the best and worst cases off the
expected path, depending on their relative optimism and pessimism (i.e. depending on their atti-
tude toward uncertainty). The model allows us to analyze how ambiguity affects long-run decisions
regarding cooperative behaviors. The analysis is applied to the Cournot duopoly, which is usually
understood as a particular case of the Prisoner’s Dilemma. The application studies how ambiguity
affects the competitive equilibrium and the likelihood of achieving a tacit collusive agreement in
the long-run.

Results suggest that ambiguity is detrimental to cooperation. First, ambiguity may change the
game’s structure from the Prisoner’s Dilemma setting to contexts in which a cooperative equilib-
rium is no longer Pareto-superior in expected value. In those cases, characterized by relatively high
levels of uncertainty, it stops being relevant to ask for conditions for implementing a cooperative
equilibrium, as the non-cooperative static equilibrium is Pareto-superior. In formal terms, expected
payofls associated with the cooperative equilibrium are lower than the minmax payoff. Second, in
cases when asking for conditions to implement a cooperative equilibrium is still a relevant question
(i.e. when the game’s structure regarding equilibria expected payoffs remain unchanged), ambigu-
ity decreases the likelihood of sustaining a cooperative equilibrium, as higher levels of patience are
demanded. In formal terms, the critical discount factor needed for cooperating is increasing in the
level of uncertainty.

2The concept of ambiguity extends the notion of risk, stating that not only the realization of future states is
unknown, but also the probabilities assigned to their realization. Ambiguity has become an important topic in
economic theory as it has been able to explain some facts that the standard theory has failed to (see, for example,
Ellsberg, 1961, and [Chen and Epstein, 2002). For a survey about ambiguity, see [Etner, Jeleva, and Tallon (2012).
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Moreover, when analyzing the application to the Cournot duopoly, a third channel through which
ambiguity may affect long-run cooperation arises. In the Cournot duopoly game, payoffs are not
exogenous: they come from the firms’ optimization problem. As ambiguity affects the objective
function, equilibrium quantities (and, therefore, profits) are perturbed. It is found that in some
scenarios, characterized by high levels of ambiguity and relatively pessimistic firms, the Cournot
duopoly stops behaving as a particular case of the Prisoner’s Dilemma. New structures share
the implications of the first result: the competitive equilibrium expected payoff is larger than the
expected payoff associated with the collusive agreement. In cases in which the game’s structure
is unaffected, two previous results apply. Then, ambiguity reduces the likelihood of sustaining a
tacit collusion. Considering that competitive equilibrium quantities are increasing in the level of
ambiguity, results can be reinterpreted as a positive relation between ambiguity and competition.
As is discussed in Section [, this result can be used as a theoretical input for antitrust policy design.

This paper relates with three branches of the literature. First, there exists a wide literature
of strategic interactions (and the potential achievement of cooperative equilibria) in repeated
games with incomplete information. [Kreps, Milgrom, Roberts, and Wilson (1982) and |Conlon
(2003) analyze finitely repeated games with incomplete information of counterpart’s type. [Ellison
(1994), Watson (1994), |Aoyagi (1996) and |Chan (2000) do likewise for infinitely repeated games.
Kandori (1992), [Sekiguchi (1997), [Compte (1998), |[Compte (2002), [Ely and Valimaki (2002) and
Piccione (2002) study infinitely repeated games with imperfect monitoring. [Neyman (1999)
and Normann and Wallace (2012) consider scenarios with incomplete information about game’s
termination rules. Second, industrial organization literature has analyzed tacit collusion in
oligopoly models with stochastic environments (Green and Porter, 11984; [Rotemberg and Salonerl,
1986; [Bagwell and Staigen, [1997; [Kandori and Matsushima, [1998; |Athey and Bagwell, 2001;
Athey, Bagwell, and Sanchirico, 2004; Rojas, 2012). Therefore, our paper contributes to this
literature by analyzing the likelihood of cooperation in repeated strategic interactions (and the
application to oligopoly models) in an uncertainty context novel to the literature: players with
ambiguous beliefs on counterpart’s actions.

Third, this paper contributes to the ambiguity in strategic games literature. The literature
has proposed several equilibrium concepts for games with ambiguity. And for illustrating the
implications of uncertainty, different applications have been made on the Prisoner’s Dilemma.
Dow and Werlang (1994) analyze the twice repeated game, concluding that backward induction
may not hold under uncertainty, thus existing the possibility of cooperation in the finite game.
Marinacci (2000) shows that ambiguity has no effect on the static Prisoner’s Dilemma’s outcome.
Haller (2000), Dimitri (2005) and Rothe (2011) also discuss the implications of uncertainty on
the static and finitely repeated Prisoner’s Dilemma outcomes. Nevertheless, none of these works
has studied the infinitely repeated game and the conditions needed for sustaining a cooperative
equilibrium in the long-run. On the other hand, scarce ambiguity applications have been made
to oligopoly models. [Fontini (2005) models the Cournot oligopoly under uncertainty using the
Choquet Expected Utility model and concludes that, when uncertainty is low, optimistic firms
make higher profits than pessimistic firms, and when uncertainty is high, only optimistic firms
participate making losses. [Eichberger, Kelsey, and Schipper (2009) model ambiguity in strategic
games using the neo-additive capacities framework (Chateauneuf, Eichberger, and Grant, [2007)
and find that in a static Cournot (Bertrand) duopoly model, given a high level of optimism,



ambiguity increases (decreases) equilibrium quantities and decreases (increases) market prices,
thus claiming that ambiguity may have different impact on the level of competition on a
given market depending on the attitude that players have towards it. This paper extends
Eichberger, Kelsey, and Schipper (2009) contribution, as using the same analytical framework
1) our best and worst outcomes are endogenously determined by the optimization problem
of the firms, and 2) we extend the anaylisis to the possibility of sustaining a tacit collu-
sion in the long-run between competing firms. Our economic interpreation differs, as we find
a positive relation between ambiguity and competition, regardless the attitude towards uncertainty.

The rest of the paper is structured as follows. After this introduction, Section [2] specifies the
strategy used to model ambiguity. Section [3] revisits the repeated Prisoner’s Dilemma under this
setting, while Section Ml makes the application to the Cournot’s duopoly model. Finally, Section
concludes.

2. Preliminaries: Ambiguity and Strategic Games

We follow IChateauneuf, Eichberger, and Grant (2007) framework based on neo-additive capacities
to model ambiguityﬁ A neo-additive capacity is a particular capacity which can be interpreted
as a convex combination between an additive probability distribution and a capacity that only
distinguishes if a state is possible, impossible or certain. Given a space of actions X, the Choquet
integral of the function f : X — R with respect to the neo-additive capacity v : 2X — R is defined
by

/fdv = daM+ (1 —a)ym)+ (1 —0)E,f, (1)

where § is the degree of ambiguity, « is the degree of optimism, F, is the expectation induced
by the probability distribution 7 (defined over X), M = max,cx f(z) and m = mingecx f(x).
Chateauneuf, Eichberger, and Granti (2007) axiomatized () as a choice criterion under ambiguity.
It can be noted that in a context of no ambiguity (i.e. § = 0), () is reduced to the standard
Expected Utility model (Savage, 1954). On the other hand, for a completely ambiguous and
pessimistic individual (i.e. 6 = 1 and o = 0), ([Il) mimics the maxmin expected utility model
(Gilboa and Schmeidler, [1989).

Eichberger, Kelsey, and Schipper (2009) follow this strategy to model ambiguity in strategic games.
The authors propose a game in the form G' = ((S;, u;)i=1,2), where S; and u; are the strategies space
and the utility function of player i, respectively. In this context, 7 (and, consequently, uncertainty)
is defined over S_;. Then, the expected utility under ambiguity of player ¢ when choosing strategy
8, is defined by

v(8450,a, ) := 0(aM;(s;) + (1 — a)ym;(s;)) + (1 — 0) Erus(8i, 5—5), (2)

where s; € S;, s_; € S_i, M;(s;) = maxs_,es_, ui(si,s—;) and m;(s;) = ming_,es_, u;i(si, 5—;).
In this context, ambiguity is understood as the uncertainty an individual faces regarding other

3For a technical discussion about capacities and neo-additive capacities, see
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player’s decisions.

This representation of ambiguity has three good properties. First, it has a clear intuition. The
individual faces a subjective additive probability measure, w, but does not trust it fully. The
ambiguity parameter, J, measures the degree of distrust on 7. Then, the unassigned probability
is mapped to the best and worst possible outcomes, depending on the degree of optimism of the
individual. Second, no assumptions are imposed about attitude towards ambiguity: the model can
flexibly represent both optimistic and pessimistic individuals. Third, the setting fits well on the
strategic games modelling. Concretely, it makes sense to assume the existence of m, because it can
be derived endogenously from the game’s equilibrium.

3. The Infinitely Repeated Prisoner’s Dilemma

This section analyzes the infinitely repeated Prisoner’s Dilemma in an ambiguity setting, using the
neo-additive capacities based framework to model ambiguity. Consider the normal form represen-
tation of the Prisoner’s Dilemma

C N
C | (c,0) | (e,d)
N | (d,e) | (n,n)

where C' and N stand for Cooperate and Non Cooperate, d > ¢ > n > e and % < ¢. Given
incentives for deviation, (N, N) is the only static Nash equilibrium, even though the coopera-
tive equilibrium, (C, C'), is Pareto-superior. In the repeated game, (C,C') can be implemented as a
long-run equilibrium if the discounted benefits of always cooperating are larger than the discounted
benefits of deviating from a cooperative equilibrium and then being punished for that. The anal-
ysis suggests that individuals have to be patient enough to achieve a cooperative equilibrium, i.e.
individuals’ subjective discount factors, 8, have to be large enough. The aim of this paper is to
analyze the effects ambiguity has on the possibility of implementing cooperative equilibria in these
kind of games.

In our setting, ambiguity induces uncertainty on the other player’s action through (4, a, ). This
affects the expected payoffs of playing C' and N. For the individuals, the best (worst) scenario
is the other individual to play C' (N), as ¢ > e and d > n. The probability distribution, , is
derived from the game’s outcome. Concretely, 7 states the probability an individual assigns to the
counterpart to play C, p, and N, 1 —p. Then, expected payoffs of playing C' and N are defined by

V(C;6,a,m) = d(ac+ (1 —a)e)+ (1 —108)(pc+ (1 —p)e), and (3)
V(N;d,a,m) = d(ad+ (1 —a)n)+ (1 —908)(pd+ (1 —p)n). (4)

In the one-shot game, p = 0 holds as playing N is dominant strategy. Then, expected payoffs
are reduced to V(C;d,a,m(p = 0)) = d(ac+ (1 —a)e) + (1 — d)e and V(N;d6,a,7(p = 0)) =
d(ad+ (1 —a)n)+ (1 —d)n. Since d > c and n > e, V(N;d,a,m(p = 0)) > V(C;d,a,m(p = 0))
holds for every (6, ) combination. Therefore, our ambiguity setting does not affect the static equi-
librium (consistent with [Marinacci, 2000)@ However, in the infinitely repeated game it could exist

“Moreover, it remains being the only Nash equilibrium. Note that V(N;d,a,7(p = 1)) > V(C;d,a, 7(p = 1))
and, therefore, incentives for deviating from a cooperative equilibrium remain existing in an ambiguity context.
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an equilibrium with p = 1, if the patience conditions are consistent with individuals’ subjective
discount factors. In that context, ambiguity affects the discounted expected payoffs of playing the
different strategies and, therefore, the possibility of implementing such equilibrium.

It is important to realize that the Prisoner’s Dilemma analysis rises the question about the possibil-
ity of implementing a cooperative equilibrium in the long-run given that the cooperative equilibrium
payoff, ¢, is larger than the non-cooperative equilibrium payoff, n. In our ambiguity setting, ¢ and
n are replaced by the following expected payoffs

V(C;é,a,m(p=1)) = lac+(1—-a)e)+ (1—-05)c, and (5)
V(N;6,a,m(p=0)) = d(ad+ (1—a)n)+(1-70n. (6)

Note that ambiguity affects the equilibria’s payoffs by decreasing the expected value of the co-
operative equilibrium (as relatively pessimistic individuals internalize that the counterpart may
deviate from the expected action to a non-cooperative behavior, thus losing ¢ — €) and increasing
the expected value of the non-cooperative equilibrium (as relatively optimistic individuals inter-
nalize that the counterpart may deviate from the expected action to a cooperative behavior, thus
obtaining d — n). In fact, as § — 0, V(C;0,a,w(p = 1)) > V(N;0,a,7(p = 0)), and as § — 1,
V(N;d,a,m(p=0)) > V(C;0,a,m(p = 1)). In the later case, seeking to implement the cooperative
equilibrium stops being desirable, as the static equilibrium is Pareto-superior. This intuition leads
to Proposition I.

Proposition I: Given d, ¢, n and e,
V(N;d,a,m(p=0)) >V(C;d,a,mr(p=1)) & dla(d—n)+(1—a)(c—e)]>c—n. (7)
Proof: direct from ([B) and (@)).

From Proposition I, it follows that for some (J,«) combinations characterized by high levels of
ambiguity, uncertainty may change the game’s structure to scenarios in which the expected payoff
associated with the cooperative equilibrium is lower than the non-cooperative equilibrium payoff
(minmax). This result suggests that, in those cases, asking for conditions for sustaining a coopera-
tive equilibrium stops being relevant, given static non-cooperative equilibrium Pareto-superiority.

Figure [ illustrates the first result. The three graphs represent Prisoner’s Dilemma games with
different exogenous payoffs. In each graph, the y-axis represents d and the z-axis represents a.
Therefore, each point represents an («, ) combination. Finally, blue and red zones represent para-
metric combinations in which V(N;6,a,m(p = 0)) < V(C;0,a,w(p = 1)) and V(N; 4, a,7(p =
0)) > V(C;d,a,m(p = 1)), respectively. The basic idea is the following. Let § = 0. Given «, start
increasing uncertainty. From a given point, ambiguity is large enough to make the cooperative
equilibrium expected payoff no longer desirable. In those cases, asking for conditions for imple-
menting cooperative agreements stops being a relevant issue. As ambiguity affects the relative
payoffs through da(d —n), §(1 — a)(c — e) and their relation with ¢ — n, the relation between the
exogenous payoffs intuitively shapes the blue and red zones.

Now, let us restrict the attention to cases in which V(C;6,a,7(p = 1)) > V(N;d,a,7(p = 0)).
In the repeated game, given a punishment scheme, cooperation is an equilibrium if the discounted
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Figure 1: First Result
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benefits of cooperating are larger than the discounted benefits of deviating from the cooperative
agreement and then being punished for that. We look on the effects ambiguity may have on this
long-run analysis.

We consider a grim trigger punishment scheme: an individual plays C until the other player devi-
ates, punishing her by playing N forever. Given that, strategies considered are the same as in the
standard case (i.e. non-ambiguity setting). The novelty in our analysis is that the discounted ben-
efits of the different strategies are affected by ambiguity, as individuals internalize the possibility
that the other player might choose an action different from the expected.

Concretely speaking, uncertainty about the other player’s behavior (i.e. ambiguity) affects the com-
putation of discounted benefits through three different channels. First, ambiguity induces changes
on the expected payoffs of the different strategies, as payoffs depend on the other player’s action
which is (by definition) partially unpredictable given uncertainty. Second, potential future devia-
tions from the cooperative equilibrium may induce potential future punishments. Third, whenever
an individual plays an action different from the expected, counterparts update their beliefs. We
follow [Eichberger, Grant, and Kelsey (2010) to deal with that issue. While technical details about
updating neo-additive capacities are discussed in[Appendix B| the intuition is the following. Given
the game’s structure, 7 is always degenerated. That is, it assigns probability 1 to the counterpart
to play C' or N. Then, whenever the counterpart plays the expected action, the individual does
not make any update, as “everything went as expected”. On the other hand, when the counterpart
deviates from the expected action, the individual updates d to 1, as the probability measure stops
being trustworthy. That reaction makes sense, as the other player’s action was expected to happen
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with probability 0. This affects the expected payoffs of the different strategies, given ambiguity
parameters. That being said, we can derive the patience conditions for cooperation, which are
summarized in Proposition II.

Proposition II: (C,C) is an equilibrium of the repeated game if and only if the subjective discount
factor, B, meets the following condition:

cont o . Boen®—nl)  Bul
T=Be " 1-8 = Y 1 ps, T1-p ®)

where

d = d(ad+(1—a)n)+(1-406)d

¢ = dlac+(1—a)e)+ (1—90)c,
n* = d(ad+ (1 —a)n)+ (1 —9)n,
n, = oad+(1-a)n,

¢ = 1-6(1—a), and

¢ = 1—da.

Proof: See Appendiz 0

Define 5*(6, ) as the critical subjective discount factor, i.e. the discount factor that meets (g])
with equality

= nz + "Z = J*+ /B*((sa a)¢c(n* — TY,Z) /8*(57 a)":l (9)

1 _ﬁ*(é’a)qbc 1 _5*(57 a) 1_5*(57 a)qbn 1_5*(57 Oé)‘

The (highly) non-linear nature of (@) prevents us for making an analytical characterization of
B*(9, ). Nevertheless, the critical discount factor can be numerically calculated for given parame-
ters. A numerical analysis leads us to conclude that in cases in which the game’s structure remains
unchanged, i.e. when finding conditions to implement a cooperative equilibrium in the infinitely
repeated game is profitable for players, ambiguity decreases its likelihood, as it demands more
patient individuals. In formal terms, this result suggests that the larger the ambiguity, the larger
the subjective discount factor needed to sustain a cooperative equilibrium.

Figure 2l illustrates the second result. The three graphs are the same games as in Figure[Il The red
zones still account for parametric combinations in which the cooperative equilibrium is irrelevant
for players. Nevertheless, the former blue zone is replaced by a characterization of the critical
subjective discount factor needed for sustaining a cooperative equilibrium. The bluer the color,
the smaller the critical discount factor needed. It can be seen that, for a given «, the higher the
ambiguity, the higher the critical discount factor. More striking, for some (6, «) combinations,
the critical discount factor needed may be higher than one (orange zones), thus being cooperation
potentially infeasible even when it is still profitable for the players.

Taken together both results, the analysis suggests that ambiguity is detrimental for cooperation. In
words, uncertainty reduces the relative expected gains from cooperating and increases the patience
requirements to achieve cooperative agreements. In the next section, the analysis is applied to
the Cournot duopoly, which have been usually interpreted as a particular case of the Prisoner’s
Dilemma.



Figure 2: Second Result

d=8, c=5, n=2, e=0 d=8, c=7, n=2, e=0

4. Application: Cournot Duopoly

The standard Cournot duopoly has been usually seen as a particular case of the Prisoner’s Dilemma.
That is, given incentives for deviation, firms competing in quantities cannot achieve a static col-
lusive agreement, although it is profitable to do it. We extend the previous analysis to this frame-
work to study the effects of ambiguity on the standard Cournot duopoly’s equilibrium. This case
is slightly more complex than the analysis developed in the previous section, due to the fact that
payoffs are no longer exogenous: they come from the firms’ optimization problem.

Assume the existence of two firms competing in quantities, producing an homogeneous product
with constant marginal cost k and facing an inverse demand function P(Q) = A—bQ, where A > k
and b > 0. Given the existence of ambiguity on the competitor’s action, firms internalize that the
other firm might produce a quantity different from the expected, i.e. different from the standard
Cournot equilibrium. Then, following (2]), the objective function of firm i is defined by

maxVy = 0 [a(A=b(g" +¢"))g" + (1= a)(A—b(g" +q;))q"]

+(1=6)(A = b(g" +¢;))q" — ke, (10)

where ¢V is the optimal competitive quantity and gj is the quantity optimally produced by the
other firm. Here, relatively optimistic firms consider that the counterpart may produce the collusive
quantity, ¢™. At the same time, the collusive quantity comes from maximizing the following



problem

max Vi = 8 [a(A —2bg")g™ + (1 — a)(A — b(g™ + ¢P))gM]

+(1 = 6)(A — 2b¢™) M — kgM, (11)

where relatively pessimistic firms consider the possibility of the other firm deviating from the
agreement and optimally choosing ¢, which in turn comes from the following problem

maxVp = 0 [a(4=b(g” +4"))g” + (1= a)(4 = blg” +4;))q"]

+(1 = 6)(A = b(g” +¢"))g” — k", (12)

where relatively pessimistic firms consider the possibility of the other firm taking the same decision
simultaneously. Then, by taking first order conditions an applying symmetry, we can derive the
reaction functions to then compute the equilibrium quantities. Proposition III summarizes those
results.

Proposition III: In the scenario considered above, the equilibrium quantities are given by

Vo) = AR [240-50-0)(6 06— a)
’ b(3—da) [24+43(1-61—-a)(2-01—a))]’
24~ K)(1 = 3(1 — )
b(2+3(1—-6(1—a))(2-61—a))’
Lloa) (A-KE-01-a)B-01-a)
’ b2—0(1—-a))(2+3(1-0(1—-a))(2—-0(1—a)))

M(6,a)

Proof: See Appendic D)

With the equilibrium quantities, we can compute the game’s payoffs

d(d,) = (A-bg"(8,0)+q"(8,0)) — k)q"(5,a),
c(d,a) = (A—2bg"(5,@) = k)g" (4, a),
n(d,0) = (A-20¢"(5,a) —k)g" (3, q),
e(d,a) = (A-b(g"(6,a)+¢"(8,0)) —k)g" (5, ).

The usual analysis regarding the possibility of sustaining a tacit collusion is analogous to the one
developed in the previous section: although profits earned with the collusive agreement are larger
than profits earned from competing, incentives for deviating from the collusive agreement make the
collusion infeasible in the short run. Therefore, collusion is only feasible in the infinitely repeated
game under some patience conditions. Nevertheless, in our ambiguity setting, game’s payoffs de-
pend (in a highly non-linear way) on the ambiguity parameters and, therefore, is not obvious that
payoffs are consistent with a Prisoner’s Dilemma structure. In other words, it is worth asking if the
Cournot duopoly remains being a particular case of the Prisoner’s Dilemma for every parametric
combination.
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A numerical analysis allows us to conclude that some (§,«) combinations, characterized by high
levels of ambiguity and relatively pessimistic firms, induce game structures different from the Pris-
oner’s Dilemma. In the new structures, the competitive equilibrium expected payoff is larger than
the collusive equilibrium expected payoff. Therefore, a third channel arises through which am-
biguity may affect negatively the possibility of achieving a collusive agreement, again by making
irrelevant the search for conditions for sustaining a cooperative equilibrium.

Figure Bl illustrates the third result. The dark blue zone represents (d, &) combinations where the
Prisoner’s Dilemma structure holds, i.e. parametric combinations in which d(J,«) > ¢(d,a) >
n(d,a) > e(d,a). In those cases, previous results apply, being ambiguity negatively related with
the possibility of achieving a cooperative equilibrium in the repeated game. Nevertheless, light
blue zones are associated with different games that differ from the Prisoner’s Dilemma structure.
From darker to lighter, payoffs’ relation of those games is characterized by c(0,a) > d(d, ) >
n(d,a) > e(d,a), c(d,a) > n(d,a) > d(d,a) > e(d, ) and n(d, ) > c(d, ) > d(d,x) > e(9, ),
respectively. While each game displays its own particular features (new structures appear to mimic
classic games), the three structures share one important characteristic: expected payoffs associated
with the competitive equilibrium always Pareto-dominate the expected payoffs associated with the
collusive agreement, for the given (0, a) parameters. In other words, new games always behave as
the red zone of Figure[Il Asin each game competing is still a short-run Nash equilibrium, seeking to
implement a cooperative equilibrium is again a non-relevant question. Thus, the unattractiveness
of the cooperative equilibrium is achieved by a third channel when analyzing the application to the
Cournot duopoly: the perturbation of the optimization problem of the firms and, consequently,
the equilibrium outcomes and payoffs.

Figure 3: Third Result
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As it was argued before, when the Prisoner’s Dilemma’s structure holds, previous results are valid
for the Cournot duopoly application. With that in mind, Figure @ summarizes all results. The main
message of the paper can be read from this figure: ambiguity is detrimental for cooperation due
to several reasons. Let 0 = 0. Given «, firms compete in quantities except when their subjective
discount factor is large enough to guarantee a tacit collusive agreement in the repeated game.
Therefore, patience demanded appears as a central restriction for the possibility of cooperating
in the long-run. As ambiguity increases, the subjective discount factor needed for sustaining the
tacit collusion also increases, thus being less probable to meet the condition for cooperating (the
lighter the color, the higher the minimum subjective discount factor needed). Depending on the
firms’ optimism, the subjective discount factor may be even larger than one (orange zone), making
collusion infeasible. Moreover, from a certain point, the collusive agreement stops being desirable
(in expected value) given uncertainty (light red zone). Finally, for relatively pessimistic firms, this
state can also be achieved by the alteration of the equilibrium outcomes (dark red zone).

Figure 4: Three Results in One Graph

Finally, let us consider the following analysis. If ambiguity decreases the likelihood of sustaining a
tacit collusion, then it increases the probability of firms engaging in competitive dynamics. Given
that, how is the competitive outcome compared to the non-ambiguity case? In other words, how
does (13) depend on the ambiguity parameter? Figure [§ shows the non-linear relation between
QN = 2¢" and ¢, for different values of . It can be seen that, except for completely pessimistic
firms, ambiguity increases produced quantitiesﬁ Moreover, the relation is increasing in «. This is
intuitive: as optimistic firms anticipate that the counterpart may produce the collusive quantity,

5From (0D, it can be seen that for completely pessimistic firms, ambiguity has no effect on the competitive
outcome, as players always think that the counterpart will compete.
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which is certainly smaller, they exploit that scenario by producing a higher quantity. The higher the
ambiguity and the optimism, the higher relative importance firms assign to that possibility. Then,
it is possible to conclude that ambiguity increases competition, as 1) it decreases the likelihood
of sustaining tacit collusions, and 2) it increases equilibrium competitive quantities. If we assume
that ¢ is determined by the firms’ relationship, which in turn depends on firms’ possibility to
communicate with each other, then results suggest that the inhibition of communication between
firms is desirable from an antitrust perspective. This is consistent with [Kandori and Matsushima
(1998), |Athey and Bagwell (2001) and [Fonseca and Normann (2012) findings.

Figure 5: Quantities of the Competitive Equilibrium: « fixed

T
—a=0.0
—a=0.2
3—a=04 7
—a=0.6
——a=0.8

a=1.0

5. Conclusions

This paper studies the effects of ambiguity on long-run cooperation. Concretely, the infinitely
repeated Prisoner’s Dilemma and its application to the Cournot duopoly, are revisited in an ambi-
guity setting. Ambiguity is modelled by using neo-additive capacities, which is a well-suited model
for the paper’s question.

In the model, uncertainty is defined over the other player’s actions. Intuitively, it is assumed
that individuals anticipate that the counterparts may not behave in the way they are expected to.
Formally, individuals partially distrust their own beliefs about other player’s behavior and place
themselves in the best and worst cases depending on their relative optimism and pessimism. As the
concepts of ambiguity and optimism are intuitively and flexibly parametrized, we can theoretically
explore the effects ambiguity has on the probability of sustaining a cooperative equilibrium in the
long-run.

Results suggest that ambiguity is detrimental for cooperation. When analyzing the infinitely re-
peated Prisoner’s Dilemma, ambiguity is found to lower the expected payoff of the cooperative
equilibrium and to increase the expected payoff of the non-cooperative equilibrium. If ambiguity
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is high enough, then cooperative agreements may not longer be Pareto-superior and, therefore,
they stop being desirable for individuals. In formal terms, minmax payoff starts dominating the
cooperative equilibrium payoff (in expected value), thus making the search for conditions to sustain
a cooperative equiibrium no longer a relevant question. Moreover, when it is still relevant to ask
for conditions to sustain cooperative agreements, ambiguity decreases the likelihood of achieving a
cooperative equilibrium, as higher levels of patience are required.

While making the application to the Cournot duopoly (viewed as a particular case of the Prisoner’s
Dilemma) imposes additional technical complexities (as payoffs are endogenous, i.e. come from the
optimization problem of the firms), similar conclusions hold. In words, ambiguity decreases the
probability of sustaining a tacit collusion in the long-run. Furthermore, as competitive equilibrium
quantities are increasing in the level of ambiguity, it can be concluded that ambiguity is positively
related with market competition. This result has important implications for antitrust policy design.

Appendix A. Capacities and Neo-Additive Capacities

Given a finite space X and its correspondent power set 2%, a capacity v : 2X — R, is a function
that satisfies

v(d) = 0,
v(A) < wv(B) if ACB,
v(X) = 1.

A capacity is said to be convex if v(A) + v(B) < v(A U B) + v(A N B) (concave if the relation
holds with >). Hence, capacities not necessarily comply the additivity law of probabilities. In
this setting, integrating a function f : X — R with respect to a capacity v (the analogous of an
expectation in the additive probability framework) is done by using Choquet integrals (Choquet,
1954). When the capacity is additive, the Choquet integral is equivalent to the Riemann integral.

Intuitively, capacities can capture ambiguous beliefs as, given their non-additivity, the sum of the
likelihood assigned to the realization of the different states does not necessarily sum one. For
example, weight assigned to the union of two excluding acts may be greater than the sum of the
weights assigned to each act individually. In that case, associated with a convex capacity, it is said
that the individual is ambiguity averse.

A neo-additive capacity, proposed by (Chateauneuf, Eichberger, and Grant (2007), is a particular
type of capacity defined by

v(A) = (1-08)m(A) +oul (A),

for all A C X, where ¢ € [0,1], 7 is an additive probability distribution defined over X and ,u{l\[ is

a Hurwicz capacity exactly congruent with A" C X with an « € [0, 1] degree of optimism, defined
by

0 ifAcN,
pN(A) ={ o fA¢ N and S\ A¢ N, (A1)
1 if S\AeWN,
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where S is the set of all possible states and N' C X is the set of null events, i.e. the set of
states whose realization is impossible. |Chateauneuf, Eichberger, and Grant (2007) show that the
Choquet integral of a neo-additive capacity is given by (Il) and axiomatize the functional form as
a utility function under ambiguity.

Appendix B. Updating Neo-Additive Capacities

Eichberger, Grant, and Kelsey (2010) analyze different rules for updating neo-additive capacities.
They recommend the use of the Generalized Bayesian Updating Rule for capacities as it i) preserves
the utility index, and ii) remains unchanged the ambiguity aversion parameter. The later property
is important, as the ambiguity aversion parameter, «, is usually seen as an individual’s intrinsic
parameter and, therefore, it is reasonable to assume that is fixed over timeﬁ

Fix a conditioning event £ C S and an unconditional neo-additive capacity v defined by (6, , 7).
The authors show that the Generalized Bayesian Updating rule for neo-additive capacities implies
that vg is also a neo-additive capacity defined by (dg,ap, 7g), where

op = i )
(L= 0)n(E) +
ap = Q,
_ m(ANE)

In our setting, E = {C, N} and 7 is always degenerated, as p takes value 0 or 1. Given that, the
updating rule implies that

e When the other individual plays the expected action (i.e. plays E such 7(F) = 1), then
0 = 0 and mg(A) = m(A). Therefore, all parameters remain unchanged.

e When the other individual deviates from the expected action (i.e. plays E such n(F) = 0),
then dp = 1 and the probability measure becomes irrelevant. This condition is stationary, as
with d =1, 0p = 1.

Appendix C. Proof of Proposition I1

Given the strategies described, (C,C) is an equilibrium of the repeated game if the present value
of always cooperating is larger than the present value of deviating from the cooperative agreement
and then being punished for that. Uncertainty on other player’s behavior will affect the computa-
tion of the expected profits of the different strategies.

We first look on the discounted benefits of the cooperative strategy. In the first period, ¢t = 0, the
expected payoff of the cooperative agreement is given by

¢ = dlac+ (1—a)e)+ (1—-90)e

5Other rules analyzed by the authors for updating neo-additive capacities implied shiftings of  to 1 (optimistic
updating rule) or 0 (Dempster-Shafer rule).
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In t = 1, the individual sees what the counterpart played on ¢ = 0. If the counterpart played C' in
the previous period, then the individual keeps playing C' and makes no update on the parameters.
Therefore, the expected payoff is again ¢*. However, if the counterpart deviated on the previous
period (i.e. played N), then the individual punishes the counterpart by playing N and updates
the ambiguity parameter, d, to 1. This situation gives an expected payoff of
n, = ad+(1—an.

The later scenario, which the individual predicts that is achieved with probability ¢, := (1 —§) +
da =1—6(1 — «) is stationary, as the individual will play N forever and will not make any further
update, regardless the other player’s future actions. Adding up, the expected payoff of the coop-
erative agreement in t = 1, seen from t = 0, is given by ¢.c* + (1 — ¢.)n.

A similar logic is applied recursively for future periods. If the counterpart played C in t = 0
and, therefore, the individual keeps on playing C' in ¢ = 1, in ¢ = 2 sees what the counterpart
played in ¢t = 1 and decides how to behave following the rule described in the previous paragraph.
Hence, the expected payoff of the cooperative agreement in ¢ = 2, seen from t = 0, is given by

2¢* 4+ de(1 — pe)ns + (1 — de)nl = d2c* + (1 — ¢2)n. Straightforward calculations allow to con-
clude that the expected payoff of the cooperative equilibrium in ¢ = T', seen from ¢t = 0, is given
by ¢7c* + (1 — o7 )n.

Thereby, given the subjective discount factor, 8, the present value of playing the cooperative
strategy is given by

PV(C) = ¢ +B[pec” + (1 — pe)ni] + B2 [¢2c" + (1 — ¢?)ni] + ...
= ¢ [T+ Boe+ (B0 + ] +mi [B0L - 60) + 821 = 67) + . ]

= (B0 +ns S B =l 3 (B6)"

s>0 s>0 s>0
¢ —n; n;,
= + . C.1
1- ﬁgbc 1- /8 ( )

Now, let us turn our attention to the deviating strategy. In ¢t = 0, the expected payoff of deviating
from the cooperative agreement is given by

d = d(ad+ (1—a)n)+(1-70)d.

After deviating, the individual knows that the counterpart will punish her by playing N forever,
so she will play N forever as well. Nevertheless, other player’s actions may induce updating on the
individual if they do not match the expected behavior. Other player’s expected behavior in ¢ = 0 is
to play C' (which the individual predicts it will happen with probability ¢.), and in ¢ > 1 is to play
N (which the individual predicts it will happen with probability ¢,, := (1—0)+ (1 —a) = 1 —da).

In ¢t = 1 the individual sees what the counterpart played on ¢t = 0. If the counterpart played C' in
the previous period, then the individual makes no update and perceives an expected payoff of

n* = d(ad+ (1 —a)n)+ (1 —-0)n.
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However, if the counterpart played N in the previous period, then the individual updates the
ambiguity parameter to 1 and perceives an expected payoff of n). Again, the later situation is
stationary. Adding up, the expected payoff of the deviating strategy in ¢ = 1, seen from ¢ = 0, is
given by ¢en* + (1 — ¢¢)n.

Again, a recursive argument is followed. If the counterpart played C in t = 0 and, therefore, the
individual made no update in ¢t = 1, in t = 2 sees what the counterpart played in t = 1 and decides
how to behave. If the counterpart played IV, then the individual makes no update and perceives
an expected payoff of n*. Conversely, if the counterpart deviated, then the expected payoft is n},.
Hence, the expected payoff of the cooperative agreement in ¢ = 2, seen from t = 0, is given by
G + dc(l — dp)nl + (1 — Ppe)nt = deppn™ + (1 — ¢eppn)n. Straightforward calculations allow

to conclude that the expected payoff of the cooperative equilibrium in ¢ = 7', seen from ¢t = 0, is

given by 6.0l n* + (1 - gupl ) s,

Thereby, given the subjective discount factor, 5, the present value of playing the deviating strategy
is given by

PV(D) = d*+B[pn* + (1= )ni] + B2 [petpnn® + (1 — dep)ni] + ...

= @4 Boen” [1+ B + (B00)° + .| + B0 [1+ B+ 82+ ] = Bgens, [L+ B + (Bon)? + .

= "+ Boen”™ > (Bon)* + B> B — Boens Y (Bdn)

s>0 s>0 s>0
«, Boce(n” —ny) | Bng
= d*+ LA u
1- ﬁgbn 1- 5

Putting together (CI]) and (C2)) yields to (8). W

Appendix D. Proof of Proposition III

Reordering terms in (I0)), (II)) and ([I2]), we yield to

maxVy = (A—bg" —b[(1-ad)g; +asg™] — k) q",
max Vi = (A- bg™ =0 [(1 = 6(1 —a))g™ +6(1 - a)g;] — k) ¢,
max Vp = (A—bg”? —b[(1-6(1—a)g™ + (1 —a)g;] — k) ¢°.

q
The corresponding first order conditions are:
A—bg™ —b((1 - ad)g; + adg™) —k —bg" =0,

A—bg™ —b((1 =601 —a))g™ + (1 —a)dg) —k —b(1+ (1 —6(1 —a))g™) =0,
A—bg? —b((1 601 —a))g™ + (1 — a)dgj) — k —bg” = 0.
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Applying symmetry, we can derive the reaction functions

A—k —béagM

" (d") = m&w®q’
A—k—b5(1 —a)g”

"' (@7) = (2 — (1 —a))

JP (qM) B A—k—b(l—é(l—a))qM'

b(2—0(1 — a))

Finally, solving the system yields the final expressions for ¢, ¢™ and ¢”. B
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