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Resumen
Tradicionalmente, la ingeniería de software se ha enseñado con clases expositivas. Sin embargo,
esta disciplina requiere mucho más que sólo teoría. Con el fin de tratar de entender el estado del
arte en este ámbito, se ha realizado una extensa revisión bibliográfica. Además, se llevó a cabo un
estudio de la enseñanza de ingeniería de software en las principales universidades de Chile. Los
resultados obtenidos indican que hace poco tiempo que estas instituciones han comenzado a enseñar
ingeniería de software de una manera teórico-práctica, involucrando a los estudiantes en experiencias
de desarrollo de software ya sea en cursos basados en proyectos, como en cursos prácticos de fin de
carrera (capstone). Ambos tipos de cursos tienen objetivos distintos; los primeros son generalmente
apoyados por procesos más rigurosos, mientras que los últimos son frecuentemente abordados con
estrategias de desarrollo ágiles.

Se han propuesto varias estrategias de instrucción y de uso de procesos de ingeniería de software
para cursos capstone, pero muy pocos están disponibles para cursos basados en proyectos. Además,
aún los procesos más rigurosamente reportados en la literatura no incluyen suficiente detalle para
que instructores y estudiantes involucrados puedan reproducirlos en cursos basados en proyectos.
Es con el objetivo de llenar este vacío que esta tesis concibe y propone EduProcess: un proceso de
desarrollo de software prescriptivo que puede ser utilizado en los cursos de ingeniería de software
basados en proyectos que toman parte de programas de computación de pregrado.

En relación al uso de este proceso, esta tesis hipotetiza que EduProcess: (H1) permite que las
experiencias prácticas puedan ser reproducidas sin demandar un esfuerzo adicional considerable, y
(H2) ayuda a producir resultados positivos en proyectos de software. Este método fue concebido
para apoyar a pequeños equipos de software que trabajan de manera distribuida la mayor parte
del tiempo y tienen instancias esporádicas de sincronización de sus trabajos. El proceso puede ser
utilizado en proyectos de al menos siete semanas de duración. EduProcess incluye dos subprocesos:
uno principalmente a cargo de los estudiantes (e involucra a los usuarios y clientes), y el otro a cargo
del equipo instruccional del curso y sirve de apoyo a la experiencia de enseñanza-aprendizaje.

La validación de las hipótesis se realizó con un estudio de caso en un curso de la Universidad
de Chile. Los resultados obtenidos indican que EduProcess ayuda a los estudiantes a aumentar su
coordinación, su sentido de pertenencia al equipo y su efectividad, pero no necesariamente aumenta
su productividad. Tambén permite a los equipos hacer un diagnóstico más preciso de su proyecto
y priorizar mejor las tareas de modo de maximizar su tasa de éxito. Estos resultados apoyan a la
hipótesis H2. EduProcess se aplicó sistemáticamente y con éxito durante cuatro semestres en un curso
de ingeniería de software basado en proyectos. Esto muestra que el proceso permite la repetición
de estas experiencias, sin demandar de los instructores y estudiantes un esfuerzo considerable. Este
resultado apoya la hipótesis H1. En este sentido, EduProcess hace una contribución al avance del
estado del arte en el dominio de la educación de ingeniería de software, y específicamente en el
proceso de enseñanza-aprendizaje de ingeniería de software en cursos basados en proyectos.
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Abstract
Software engineering has been taught over the years mainly using expositive classes, but learning this
discipline requires much more than just theory. In order to try to understand the state-of-the-practice
in this domain, we performed an extensive literature review and also an analysis about how software
engineering is being taught in Chile. The results indicate that universities have started to teach
software engineering in a theoretical-practical way, involving the students in software development
experiences conducted in project-based and capstone courses. Given that both types of courses
have different goals, the former are usually supported by disciplined processes, while the latter are
frequently addressed with agile development strategies.

Several instructional strategies and software processes have been proposed for the second scenario,
but very few are available for the first one. Moreover, the disciplined processes reported in the
literature do not include enough detail to be reproduced by instructors and students involved in
project-based courses. In order to help these instructors and students to address these practical
experiences, this thesis proposes EduProcess, a prescriptive software development process for use
in software engineering project-based courses that are part of undergraduate Computer Science
programs.

This thesis work hypothesizes that the use of EduProcess: (H1) makes these experiences repeatable
investing an affordable effort, and (H2) helps produce positive results in software projects. This
disciplined method was conceived to support small software teams, in which students work in a
loosely-coupled way; they work autonomously most of the time and have sporadic instances for
synchronizing and integrating their work. It can be used to support software projects of at least
seven weeks of duration. EduProcess involves two parallel tracks - one that is mainly in charge of
the students (and involves users and clients) and the other that is in charge of the instructional team
and supports the teaching-learning experience.

In order to validate our hypotheses, we conducted a case study in a project-based course delivered
at the University of Chile. The results obtained indicate that EduProcess helps students increase their
coordination, their sense of team belonging and effectiveness, but not necessarily their productivity.
It also allows the teams to make a more accurate diagnosis and prioritization in their projects, so
students projects have a higher success rate. These results support H2.

On the other hand, EduProcess was systematically and successfully applied during four semesters
in this project-based course, which indicates that the process specification allows for the repetition of
these experiences, resulting in an effort that is affordable for instructors and students. This result
supports H1. In this sense, EduProcess makes a contribution that advances the state-of-the-art in
the software engineering education domain, specifically in the teaching-learning process of software
engineering experiences of project-based courses.
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Publications

The work presented in this thesis has been published in several international conferences.
At Frontiers in Education - FIE 2014, I presented [102] the systematic mapping review of
software engineering education. A preliminary version of EduProcess was presented at ICER
Doctoral Consortium 2015 [96] where I received feedback about it and also received valuable
guidance of experts on how to validate it. ICER is an ACM Conference where experts on
International Computing Education Research (ICER) gather themselves.

We also presented a status report on how software engineering is taught at Chilean
universities. A preliminary version of this report was presented at Chilean Computer Science
Conference - JCC 2015. A final version of this work was presented on the Annual Conference
on Innovation and Technology in Computer Science Education - ITICSE 2016 [99].

A paper about reflexive monitoring sessions that are part of EduProcess was presented at
the Special Interest Group on Computer Science Education - SIGCSE 2016 [98] with a poster
in ACM Student Research Competition. At this event, this work won the First Place of the
ACM Graduate Student Competition. An extended version of this work was also submitted to
IEEE Transactions on Education. It was accepted with major revisions, and we are currently
waiting for the second round of evaluations.

We have published other works that are partly related to this thesis. At Grace Hopper
Celebration - GHC 2014 [95] a poster about the results of gender differences in software
engineering projects was presented. This poster was part of the ACM Student Research
Competition. At FIE 2015 [97] we presented a more fine-grained research about gender
differences in software engineering education in Chile. At ICSE 2007 [9] we will present a
paper on software engineering capstone courses.
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To my family...

“Whoever teaches learns in the act of teaching, and whoever learns teaches in the act of
learning." Paulo Freire, Pedagogy of Freedom.
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Chapter 1

Introduction

In 1994, Moore and Potts [107] stated that “software engineering cannot be taught exclusively
in the classroom. Because software engineering (SE) is a competence, and not just a body
of knowledge, any presentation of principles and experience that is not backed up by active
and regular participation by the students in real projects is sure to miss the essence of what
the student needs to learn”. Although this work was published more than twenty years ago,
this statement is still valid today. In order to address this issue, the ACM and IEEE-CS
Society formed the Software Engineering Education Project that ended in 2003 with the
publication of the Curriculum Guidelines for Undergraduate Degree Programs in Software
Engineering (SE2004) [120], and in 2014 it was updated to a newer version (SE2014) [119].
These guidelines reflect the need for practical experiences in teaching software engineering.
Another effort was made by a group of researchers that proposed the Graduate Software
Engineering Reference curriculum (GSwE2009) [130] which was also recommended by ACM
and IEEE-CS Society. This reference curriculum also shows the need for conducting practical
experiences in software engineering courses.

After considering several sources, there seems to be a consensus that contemporary software
engineering education should be addressed using a practice-based approach [26, 29, 139]. In a
recent study, Lutz et al. [87] compared the undergraduate software engineering program of the
Rochester Institute of Technology (RIT) with undergraduate programs based on the Computer
Science Curricula 2013 (CSC-2013) [121]. The results indicated that software engineers from
RIT were well prepared to start their work in the software market, since RIT’s program
curriculum emphasizes the use of “learning-by-doing” strategies and teamwork in all courses.
On the other hand, in programs based on the CSC-2013, the students usually participated in
only one software project during their undergraduate studies, in which they could apply their
theoretical and technical knowledge and also enhance their soft skills (e.g., decision-making,
communication and teamwork). Software companies that hired RIT graduates believed that
the use of this practice-based approach would allow these RIT graduates to match up favorably
with companies software engineers who already have five years of experience in industry [87].

We recently conducted a mapping study on any software engineering teaching approach
being used and reported. It indicates that 54% of the scientific reports (from a total of 173
selected papers) use learning-by-doing strategies in software engineering courses [102]. This is
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quite a low rate, considering the relevance that the use of practical approaches has according
to the scientific community of the area. This mapping study also indicates that one of the
reasons for using this teaching-learning approach is its flexibility, i.e., it can be adjusted to
the features and interests of instructors and students.

According to Hayes et al. [61], the software projects run by students during undergraduate
programs should be used to staple the knowledge acquired in previous courses. These
researchers also indicate that there is a gap between what students know, what books say
about software engineering, and what students do in practice, because students still do not
have practice executing software projects. Student experience with software engineering
practices, as well as team work is quite different from what the industry expects of them.

A good SE project course should ideally bring together not only basic engineering principles,
but also interpersonal communication capabilities and knowledge acquired in complimentary
areas, e.g., the design of user interfaces [27, 38]. This integral perspective to address software
engineering education gives students a space to put their technical knowledge into practice, and
also develop soft skills required for their work in industry. Unfortunately, very few computer
science and software engineering programs offer practical courses that allow the students to
live real software development experiences, and thus understand the relevance to count on
both technical knowledge and soft skills before getting into the software industry [11, 41].
The acquisition of software development capabilities would not only be possible, but also
motivating, if students experience professional work while they are enrolled in undergraduate
programs. It is important that these practical experiences guide students to successful software
projects in which they develop a software that is effectively used by client organizations.
These successful outcomes would allow them to realize how to properly carry a software
process in order to produce positive results in future projects [87].

The methods used to help generate these positive experiences could be captured through
software processes designed to be used in academic scenarios, and more specifically, processes
tailored for particular academic settings. These processes should consider the participation of
students, clients, users, instructors and teaching assistants. These process designs must not
only help produce successful experiences for the students, but also make these experiences
feasible and repeatable for educational institutions. Thus, software engineering education can
favorably influence the use of a practical approach in a systematic way.

1.1 Teaching Software Engineering with a Practical Ap-
proach

Project-based learning [92] is the most common instructional approach used in SE courses
that implement software development experiences that try to simulate the industry scenario.
These experiences should include two processes that run in parallel during the project duration
and are intertwined, i.e., a milestone in one of them typically matches one or more milestones
in the other process (see Figure 1.1).
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Figure 1.1: General Scenario of Software Development Experiences in SE Courses

The software process is executed mainly by students and stakeholders (e.g., clients and
users) in order to build a software product, and the instructional process is guided by the
teaching team and followed by the students to make these experiences more fruitful for them
as future software engineers. Typically, there is a software process guiding the projects
conditions, which states the instructional approach utilized in these experiences. The type of
software process usually ranges from disciplined to agile processes [134]. While the former are
structured and based on phases and roles, i.e., process-centric, the latter are unstructured,
focused on the product and based on team self-organization, i.e., product-centric. Both
strategies have shown positive results in SE project courses [43, 148, 155]. However, they
have different purposes and requirements, and their suitability depends on the type of course
where are used.

1.1.1 Types of SE Project Courses

The literature of the area distinguishes between two types of courses in which project-
based course experiences are usually conducted: project-based courses and capstone courses.
A capstone course is the culminating course of a program and usually integrates almost
everything a student learns in an educational program. In both types of courses the students
work in teams during one or two semesters, executing a project in order to obtain a software
product. However, the goals, requirements and dynamics of the practical experiences followed
in each type of course is different. The definition of practical experience used in this thesis is
knowledge or skills that students get from participating in a software project rather than just
reading about it or seeing it being done by other people.

On the one hand, project-based courses are used to help students internalize the theoretical
knowledge acquired in previous software engineering courses [153]. These project-based courses,
assume inexperienced developers performing loosely-coupled work, since this participation
strategy gives them the flexibility to contribute to the project while they are still taking other
courses. This working style allows students to perform asynchronous and distributed work,
conducting individual activities most of the time, followed by sporadic coordination tasks.
According to Robillard and Dulipovici [135], a disciplined process is usually appropriate for
supporting project-based courses given the particularities of the instructional scenario and the
goal assigned to this type of course. This type of process is structured and based on phases
and roles, i.e., process-centric.

On the other hand, capstone courses are usually the last software engineering course
and sometimes even the last course of the program, where students are no longer novice
developers; they already have at least one experience developing software in teams. Moreover,
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in capstone courses, students typically perform tightly-coupled work, since they have to work
together simulating a regular industrial scenario [47, 113, 140, 166, 171, 177]. Agile processes
seem to be more appropriate for supporting capstone courses [91], where students have to
gain a broader perspective of the software development practice and reinforce their technical
and nontechnical skills before becoming a part of the software industry. Moreover, it is
recommended that these students have prior experience in developing software, which fits
well with those enrolled in capstone courses [135].

1.1.2 Challenges for Implementing Practical Experiences in SE
Courses

Both project-based and capstone courses involve several challenges for instructors and
institutions [170] that jeopardize the feasibility of teaching these courses in a practical manner.
Next, we explain the most relevant challenges, mainly for instructors, reported in the literature.

Complexity of designing the practical experiences. The process of designing practical
experiences is complex, particularly when a disciplined software process is used to guide the
development [122]. Typically, instructors know the SE domain, but they do not master how to
address the instructional aspect required to implement these experiences, which is intertwined
with the software process being used. Although the complexity of designing these experiences is
high when agile processes are used, the situation is even worse when the process is disciplined,
as it usually involves several phases, roles, work products and activities that should be
considered and most of them evaluated in the instructional process (the teaching/learning
activity can be considered as a process, called the instructional process [42][123]).

Implementation effort. These experiences require an important effort by the involved
people (i.e., instructors, teaching assistants, clients, users and students), which is not always
recognized by the educational institutions [22]. Particularly, project-based courses are more
demanding than capstone courses, since the software process used in these experiences is more
structured, there is a wider variety of deliverables, and the developers are novices. Moreover,
these experiences are particularly time consuming, which contrasts with the low availability
that the involved people usually have to play their role properly.

Capability of supervision. SE instructors usually know the theory very well, but they
do not always have much industrial experience to pass on to students [16, 83]. This also
limits the feasibility of implementing real software development projects and guiding the
students properly during project execution. Broman [16] identifies some additional challenges
for the instructor and teaching assistants such as, getting enough resources for supervising
students, and having the ability to properly assess and grade their achievements in software
projects. A proper evaluation of projects and their products requires that evaluators know
not only technical aspects of software development, but also the business area that will be
supported by the product being developed [83]. The supervising capability is more important
in project-based courses because the developers have little experience.

Student and client commitment. Particularly, in project-based capstone courses, students
schedule short time periods to work in a distributed way on their projects (they perform
many context switches) [79]. This loosely-coupled work style reduces the sense of team
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belonging in students and consequently their commitment to the project. Several researchers
report procrastination and the “free-rider” syndrome in project-based courses, due to students
assuming an apprentice attitude (i.e. speculation with their work when they feel that the
project is under control [144]) when addressing their projects [39, 15, 101, 170]. Moreover,
people acting as clients and users frequently have low commitment with these projects (or
with the course) [170].

Although these challenges affect both types of courses, they are more severe in project-based
courses (particularly when disciplined processes are used) since the instructional scenario
is usually more complex than in capstone courses. Moreover, the literature reports several
mechanisms to address agile developments in capstone courses, but is almost inexistent when
using disciplined development approaches; i.e., used in project-based courses.

1.2 Problem Statement
As mentioned before, the instructional process followed by the students and the instructional

team in these experiences is intertwined with the software process that guides the students’
development projects. In capstone courses, most reported experiences use agile approaches
[17, 19, 33, 34, 156], and particularly simple adaptations of what is currently used in the
industry; e.g., Scrum or XP. The companion instructional processes for agile methods are
quite simple and involve the use of e-portfolios [21, 89] (Moodle like platforms) and coaching
[25, 138] since the software processes are also simple. This allows the instructors to follow
this recipe (agile methodologies) in a easy way which is probably the reason why it is so
popular in capstone courses. However, that recipe is not suitable for addressing project-based
courses due to the reasons indicated in Section 1.1.1; students taking these courses are usually
inexperienced developers and can work only in a loosely-coupled way given that they are still
taking other courses.

The literature reports some disciplined processes for supporting project-based courses [102],
however, none of them are described in enough detail to allow instructors to follow such
processes. Therefore, they cannot be considered as potential prescriptive processes able to
support these experiences. According to Pressman [128], these processes can be considered
prescriptive if they define the set of activities, roles, milestones and work products that are
required to engineer high-quality software.

Given the lack of prescriptive proposals for helping the instructor and students address
these practical experiences in project-based courses, particularly when they involve disciplined
software processes, we can consider using some of the disciplined processes used regularly
in the software industry. However, the work context and objectives followed in project-
based courses are different from those that are present in industrial settings [136, 124, 171].
Therefore, disciplined software processes defined for industry are not necessarily useful either
for supporting developments in project-based courses.

Table 1.1 shows a comparison between both development scenarios highlighting their
differences. The results of this comparison indicate that disciplined processes from the
industry cannot be directly applied to academic scenarios. Moreover, there is less at stake in
the development conducted in the academic environment. According to Rajapakse [132], “In
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school, only the course grade is at stake. If the teamwork is not going well, the student has
many venues to compensate for the grade, such as scoring more in individual components of
the grade, e.g., exams, complaining to the instructor with the hope of obtaining sympathy
marks, or doing extra work to make up for the shortcomings of a team member”.

The state-of-the art indicates that this is still an open problem that needs to be explored in
order to find alternatives to address it. Consequently, the instructors in charge of project-based
courses need a disciplined software process, and the corresponding instructional approach that
can be followed by the people involved in these courses, in order to make these experiences
more fruitful, particularly for the future software engineers.

1.3 Work Hypotheses

To support these practical experiences in project-based undergraduate courses where
students work in a loosely-coupled style, this thesis hypothesizes that a prescriptive software
process that uses a disciplined approach can:

• (H1) make these experiences repeatable investing an affordable effort.

• (H2) help produce positive results in software projects.

1.4 Objectives

The main objective of this thesis is to define a prescriptive software process, named EduPro-
cess, which helps people involved in project-based undergraduate courses (i.e., instructors,
teaching assistants, students, clients and users) to participate in a software project, in a sys-
tematic and affordable way. EduProcess must embed software engineering (SE) best practices
and help produce positive project results in terms of grades, project quality, requirements
done and software deployment. Specific objectives derived from the general goal are the
following:

• Identify software processes and instructional approaches that can be used together to
support software development experiences in SE project-based courses. Reaching this
goal allows us to determine the most promising combinations of software processes and
instructional approaches to be considered during the design of EduProcess.

• Identify a core set of SE best practices that should be taught to students in SE
undergraduate courses. This requires to consider the international recommendations
and also the current state of the SE education at the universities; in our case, we
considered the reality of the Chilean universities. Reaching this goal allows us to
determine a set of candidate SE practices to be embedded in EduProcess.

• Define the architecture of a disciplined software process that considers the results of the
previous goals, and allows to obtain positive results in a repeatable way involving an
affordable effort. Reaching this goal allows us to validate the stated hypotheses, and
depending on the obtained results, to reach the main objective of the thesis.
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Table 1.1: Comparison of the Industrial and Academic Development Scenarios

Industry Scenario Academic Scenario
High degree of team member commit-
ment to projects (one or more) [23, 118].

Lower degree of team member commit-
ment to the project (they have other
courses and other priorities) [23].

Formal job (or contract); people know
that they will be held responsible [23].

There is no formal way of pressing stu-
dents to do their jobs (bad grades or
even failing is usually not a concern for
students) [23].

Team members have experience using
a software process, developing software
and working in teams [109, 170].

Students have little or no experience
using software processes and working
in software development teams [23, 109,
170].

Team leaders are experienced project
managers [109, 170].

Team leaders are students (peers) with
no expertise with managing software
projects [109, 170].

Student attitudes are not usual (e.g.,
free rider, last minute dedication, etc.)
[170].

Student attitudes are highly fre-
quent [170].

There is no formal role for someone that
monitors the project from a neutral po-
sition (like the course instructor).

There should be formal roles for clients,
users, instructors and teaching assis-
tants.

The clients are normally committed to
the project, because they are paying for
a product [23].

The commitment of the clients to these
projects is usually low, because they do
not pay for the product. Moreover, they
do not usually expect too much from
student projects [23].

Developers use almost continuous work
periods for developing the software [60].

Developers use highly fragmented
work periods, with many context
switches [60].

The software processes are product-
oriented [129].

Academic software processes should be
more educational than just product-
oriented [129, 22].

The software processes are designed
to develop projects that are diverse in
terms of size and complexity.

Typically academic software processes
need to guide the development of small
and simple products [170].
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1.5 Research Methodology

The research methodology followed in this thesis considers three stages (see Figure 1.2):
information gathering and analysis, definition of the EduProcess, and evaluation of the
EduProcess. Next we briefly explain each of them.

Figure 1.2: Summary of the Research Methodology

1.5.1 Information Gathering

An extensive bibliographic review was performed to characterize how software development
is taught in academia [100]. The main goals were to find out software development experiences
in academic scenarios and lessons learned that could be used to inform the design of the
software process proposed in this thesis. A Systematic Mapping Review was then conducted,
following the model proposed by Kitchenham et al. [74], to try and determine the software
processes and teaching approaches used to support these experiences [102].

Using these previous studies, we identified (evaluating their relevance on research) the
context variables that can be used to characterize these experiences; for instance, the project
type and size, the level of participation of the actors, and the product quality and complexity.
Having a general characterization of the software development scenario allowed us to specify
the work context for which a disciplined software process is proposed. Based on this charac-
terization we defined our target context. Thus, instructors that want to reuse these processes
can determine which proposal fits the work context that they have in their own courses. The
specification of a software process work context also helps other researchers and instructors
to understand the rationale behind the proposal; therefore, they can then extend it or reuse
part of it.
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Another extensive literature review (systematic literature review) was conducted to evaluate
the best practices being taught to students, since the literature reports a large amount of
software engineering best practices and work capabilities (skills) that should be learned by
the students. Addressing all of them is neither feasible nor appropriate for a single software
course, so only some of them were chosen. Chapter 3 presents these two works.

Provided that in our general characterization of software development in academia we did
not find any work reporting the state of SE education in Chile, we performed an extensive
(83% of the accredited universities in computer related programs) exploratory study to identify
the status of the software engineering teaching in Chilean Universities [99]. This work allowed
us to identify and understand the strengths and weaknesses of the local scenario and compare
it with those reported by the literature in the international context.

Finally, a set of candidate disciplined processes designed for academic scenarios were
analyzed to identify reusable knowledge that can be used to design EduProcess. After this
analysis we decided to use the SSP (Simple Software Process) [115] as a basis for generating
our proposal because it has been quite successful in supporting software developments in
the academic scenario. The main weakness of SSP are: it is not a formalized process, is not
available to other instructor to follow, does not offer student or instructor support.

1.5.2 Definition of the EduProcess

Using SSP as a basis along with the knowledge collected in the previous studies, we defined
EduProcess, that has evolved based on the results of small empirical pilot studies. The
proposal includes a software and an instructional process that are both intertwined to help
students take advantage of these experiences.

EduProcess includes activities, roles, presentations and deliverables, and the process
addresses both the technical and instructional aspects of student experiences. Technical
aspects refer to development activities and the way they are evaluated. Instructional aspects
refer to the activities intended to assess student work, provide feedback, and make these
experiences repeatable for instructors.

The process was formalized using the Eclipse Process Framework Composer (EPF Com-
poser) [48], which is a free open software that allows the publication of a process in an easy
and manageable way. The prescriptive process (students and instructors) that we show in this
thesis is available online at (http://www.dcc.uchile.cl/∼mmarques/), is presented in detail in
Appendix A and the Instructor process is presented in Appendix B.

1.5.3 Evaluation of the EduProcess

EduProcess was evaluated in an undergraduate project-based course (CC5401: Software
Engineering II) taught by the Computer Science Department of the University of Chile. The
details of the context of the course are presented in Chapter 4.

The evaluation of EduProcess involved a case study with multiple sources of qualitative and
quantitative data related to student grades, project grades, student surveys, peer evaluations
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and the amount of software built by the students. The evaluation considers the results of
eight semesters where the SSP process was used in the same course, as well as the results of
the last four semesters of the course where EduProcess was used.

The results show that EduProcess can help produce positive results in software projects
and a software that solves clients problem. These results are directly related to course and
project grades. Moreover, the use of EduProcess has improved the teams communication,
initiative, engagement, commitment, sense of team belonging, coordination and responsibility.

In addition, the results show no difference in the amount of software built by the teams
that used EduProcess and the teams that did not use it. However, we saw that teams using
EduProcess addressed a higher number of critical software requirements, which are the most
important requirements for the client.

The results of EduProcess presented in our Case Study show that our two hypotheses are
aligned with our results.

1.6 Summary of the Thesis Document

This thesis work is divided into seven chapters. Chapter 2 presents and discusses the
state-of-the-art in the project-based software engineering education. Chapter 3 presents the
results of the systematic research on how software engineering is taught in Chile and in the
rest of the world.

Chapter 4 defines EduProcess along with all its related process elements: phases, roles,
deliverables, workflows, work products, and assessment activities. Chapter 5 presents our case
study, the scenario where the proposed process was used, and where it was used. We also
present the results of our case study, a discussion of our results and threats to validity. Finally,
we conclude in Chapter 6 with a summary of this thesis, our conclusion and an outline of
future research directions.

10



Chapter 2

Related Work

Learning is the process whereby knowledge is created through the transformation of experience.
Approaches providing this concrete experience can differ quite a bit, ranging from the
traditional “chalk-and-talk” paradigm, where a lecturer presents information to a group
of students, to the “learning-by-doing” technique, where students themselves seek out the
knowledge they need to do something. In undergraduate software engineering education,
learning-by-doing has always been important. Individual capstone projects during the final
year have been universally accepted, while group-based projects are recently more common in
many universities [56].

Software engineering (SE) is a knowledge area oriented towards the application of a
systematic, disciplined, quantifiable approach to the development, operation, and maintenance
of software [164]. As any engineering field of study, it is tightly linked to industry; therefore,
the software engineering curricula used in computer science programs needs to prepare students
for the world of industrial software development [24].

Fox and Patterson [49] pointed out that while new university graduates are good at coding
and debugging, employers complain about other missing skills that they think are equally
important (e.g., working with non-technical customers, teamwork, etc.). The usual faculty
reaction to such criticism is that they are trying to teach principles and fundamentals.

It is well-known that the SE industry needs people capable of working in teams to develop
and maintain software. However, training young professionals that are proficient in technical
and operative issues is a great challenge for educational institutions [41, 57, 63, 174]. Begel
and Simon [11] pointed out that universities are striving to prepare students for the industrial
scenario, and allowing them to become life-long learners able to keep up the pace with SE
advances. Typically, universities tend to adequately teach the technical aspects of SE, but
they do not fully address operative issues such as managing projects/risks, defining/adjusting
software processes, and performing teamwork.

In the next section we discuss how software engineering is being taught, as reported in
the literature. Section 2.2 presents the requirements that should be considered for defining a
software process that will be used in academic scenarios. It also describes a set of disciplined
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and agile processes, and analyses how well they fit the previously defined requirements.
Section 2.3 presents a systematic literature review that shows the instructional approaches
used, and also how they are combined with the existing software processes. Finally, Section 2.4
presents the instructional processes reported in the literature.

2.1 Teaching Software Engineering

Parnas [122] defined three steps required to design software engineering courses: (1) to
define the possible tasks that a software engineer is expected to perform, (2) to define a body
of knowledge required for software engineers, and (3) to transfer such knowledge through a
training program. This definition clearly identifies the need for transferring, in a practical
way, the key knowledge and skills required by students who will be future software engineers.

According to Lethbridge et al. [83], practical experiences linked to the industry reality can
help students put in practice the SE knowledge gathered during the courses. However, these
experiences require that the instructors have the necessary background to guide them, which
could represent a challenge.

Recognizing the relevance of the practical experiences, we also mention that SE theoretical
knowledge must be an integral component of students’ engineering education. Computer
science programs in general should therefore include these types of SE experiences. One
should present the foundations of the area and the key knowledge in a theoretical (or almost
theoretical) way. A second experience should mix theory and practice (usually known as
project-based course), where the students apply to a software project most of the knowledge
acquired in the first SE course. Finally, a third experience would be a capstone experience
that allows students to explore and take on several aspects of professional work, through the
execution of a real project in an industrial setting or in an environment that simulates such a
work context [135].

Concerning the knowledge included in these courses, the IEEE periodically develops
new versions of the Software Engineering Body of Knowledge (SWEBOK) [1], which helps
instructors and institutions identify key knowledge to transfer to students. However, this
recommendation does not provide guidelines on how to transfer this knowledge.

There are a several instructional approaches to address the problem of teaching SE. We
now discuss these initiatives, their usage and results. The major teaching categories found
in our mapping review [102] were the following: expositive (traditional) methods, inverted
classroom, problem-based learning methods, hands-on methods (learning-by-doing), hands-on
labs, hands-on simulated labs, hands-on remote labs, service learning and case studies.

2.1.1 Expositive Methods

The expositive (or traditional) approaches used in SE education involve a lecturer standing
in front of the students, with the course content divided into a number of topical lectures
[111, 133]. The instructor generally tries to encourage students to discuss the material
delivered in the lectures. Sometimes the lecturer assigns relevant readings, normally textbooks
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or research papers, in order to enrich these discussions and the material comprehension.

The evaluation is based on students’ understanding of the topic and/or their capability
to apply the concepts in a mock software project [133]. This passive teaching strategy (for
students) [77] seems to be very distant from the strategies required by future engineers to
develop software in industry.

2.1.2 Inverted Classroom

The traditional lecture is placed online for students to listen to during their own time.
Their classroom time is used for other activities, such as workshops, interactive work time
with the instructor, or demonstrations [103]. The inverted classroom approach has been in use
in SE courses for quite some time [51], and is reported as being effective. Mason et al. [103]
reported that the inverted classroom allowed the instructor to cover more material; students
performed as well or better than others in a comparable traditional course; and that students
initially struggled with the new format, but they quickly adapted and found the inverted
classroom format to be effective.

2.1.3 Problem-Based Learning Method

The Problem-Based Learning (PBL) method is characterized as a learning approach in
which students are given more control on their own learning than in traditional approaches.
In PBL the students are asked to work in small groups and acquire new knowledge on a need
to know basis [133]. The main idea is that these real situations are used to present chal-
lenging operational problems, generating learning outcomes that incorporate the professional
knowledge, skills and competencies required by graduates.

Richardson et al. [133] reported a two-year research project with graduate students, where
at the beginning of the lectures, a real-world problem was presented to the classroom. The
students had to perform roles as members of a development team and develop a solution to
the stated problem. These researchers also reported the use of PBL as a positive experience
for both instructors and students. It provided students with the experience of solving a
real-world problem and the opportunity to understand the relevance of the software quality
and its potential effects.

Santos et al. [142] reported a case study on using PBL in an SE course with emphasis on
usability; they concluded that the PBL approach can be quite useful in SE courses. García
and Pacheco [52] concluded that the PBL approach was able to increase the experience of the
students along the projects in a gradual form, focusing on communication, participation and
time management skills.

2.1.4 Hands-on Methods (Learn-by-Doing)

Ma and Nickerson [88] pointed out that “hands-on experience is at the heart of science
learning”. Hands-on activities (also known as “learning-by-doing”) involve a physically real
investigation process. They also advocate that hands-on labs provide the students with real
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data and unexpected clashes between the disparity of theory and practical experiments, which
are essential for student learning. It can be a challenging and realistic opportunity for students
to apply the concepts of software engineering practice and process that they learn as part
of their studies [147]. It is also possible to divide this hands-on experience among: labs,
simulated labs (imitations of real experiments where the infrastructure required is not real,
but simulated by computers) and remote labs (characterized by mediated reality).

Most experiences on hand-on methods focus on training the students in software develop-
ment. However, there are also some experiences focused on engineering software products –
particularly those using a pre-established software process [14, 59].

2.1.4.1 Hands-on Labs

Sebern [147] reports the Real Lab experience, which incorporates real clients when teaching
practical software engineering. This researcher recommends extensioning legacy systems as
the goal of these labs, rather than engineering new solutions from scratch. He explains that
the development of projects from scratch constrains the size of the software system being
developed and increases the risk of non-functional or incomplete final products. The Team
Software Process (TSP) is the basis of the software process used by students in these labs.
He reported that the students were capable of linking together theory and practice, and both
students and clients participating in the lab obtained useful benefits.

Andrews and Lutfiyya [4] used the idea of software maintenance to teach software engi-
neering. They defined software maintenance as modifications that are made to the software
after its initial release. They based their decision on the fact that many organizations are
reluctant to completely replace older software. These maintenance tasks were not classic code
modification tasks, they were instead concerned with the development of new code to fit into
existing software without changing what already works.

Tvedt et al. [165] created a kind of industrial software factory based on the idea of hands-on
experience. Here, the course involves a two-semester project (development from scratch as
well as maintenance projects) with real clients and where the students play roles as team
members. They reported that at the beginning, both students and instructors had difficulties
with the course, but after getting things started, the course ran smoothly and initial reports
from students seem to show that the course was working as planned.

Cagiltay [20] chose the development of games as an appropriate scenario to teach SE.
Games, or game-inspired exercises, have been used in programming courses for some time
because they have the potential to motivate learners. Typically, students are end-users of
games, therefore they usually know the core business of the product under construction. As
users, students are able to compare different user interfaces among games that they have played
over the years [46]. This situation improved student self-motivation during the experience,
and some students continued working on their project after finishing the course.

Jaccheri and Osterlie [67] used the participation of students in open source software projects
as a scenario for teaching software engineering. Students could freely choose in which open
source software project they wanted to work. In those experiences, the researchers found
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that the documentation of some projects was “not strong enough" to help young students
participate, and that the learning curve that students face can be a problem if the course is
too short. However, they also reported that students liked the experience and some of them
continued supporting open source projects after completing the course.

Similar to the previous experience, Allen et al. [3] also used open source software projects
as a teaching/learning scenario. However, in this case, the instructors chose the projects
and documented them before students starded their development. They reported that the
students productivity was still below their expectations and that the students’ learning curve
was steeper than intended.

Germain et al. [55] conducted a hands-on software course where all teams had to develop
the same project using the UPEDU process (Unified Process for EDUcation). This process
is a customized version of the Rational Unified Process (RUP) for education [136]. After
several experiences, these researchers concluded that some disciplines, such as development
and requirements, dominated the teams’ effort and that the learning curve of the process
meant that development began after the midway point of the course. Therefore, the students
obtained very good interim artifacts (e.g., requirement list and component design), but they
were not able to fully develop everything they had planned to develop.

Moore and Potts [107] created The Real World Lab, which was designed to emulate an
industrial organization as closely as possible. Industry sponsors propose projects who in turn
act as “customers”, providing consulting, reviewing, direction and resources to the students.
The authors reported that in the initial stages of this experience, they used the Mini-Task
model, which is based on a waterfall lifecycle, but after the first iteration, the students decided
to adopt an informal (ad-hoc) process where they were able to include all the processes and
formalisms that they thought would be an improvement to the product and the process.
In a later work, Moore and Brennan [108] used the CMM model to evaluate the ad-hoc
process created by the Real World Lab students and they found this process addressed the
key process areas required for a CMM level 3 evaluation. In both papers, the authors indicate
the importance of hands-on experiences and highlight how these experiences help students
become much more confident and motivated to finish their undergraduate studies.

2.1.4.2 Hands-on Simulated Labs

Vaughn [172] reported an experience in which he used a simulated process as the main
instrument to teach software engineering. The experience involved real clients for the student
projects, and the students had to act as a real company trying to develop real software.
However, the students did not have to implement the product, but only carry out all the
process activities considered in a real software company (e.g., requirements specification,
design, test plan, documentation and project/budget management). The author reported
that the main challenge was to find clients willing to participate in the experience, specially
knowing that they will not get any functional software at the project end. Students found
these activities time consuming and unpleasant, but still found value in the experience.

Drappa and Ludewig [44] also developed a simulation game named SESAM (Software
Engineering Simulation by Animated Models) to teach SE principles and practices. Each
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student must play the role of the project manager, and control the project simulation through
a textual interface. In order to manage the simulated project, the student can hire team
members, assign tasks to them and monitor the project progress. The players’ goal in this
simulation game is to successful complete the software project. When the project is complete,
the student can analyze his/her performance using an analysis tool. This enables students
to understand the overall project results, as a consequence of their actions and management
decisions. The main limitation of these simulation games is that they have two contrasting
goals: to be fun and also to provide an interesting educational value. It is also important
to find a balance between the level of challenge offered and the required level of skills. An
unbalanced contest with low challenge and high skill games requirement results in boredom;
and high challenge, with low game skill generates anxiety [117].

Navarro et al. [111] used a game-based simulation tool called SimSE, a computer based
environment that allows the creation and simulation of software development processes. It
is a single player game in which students play the role of a project manager in charge of
a development team. These researchers reported one semester of usage of this game and
indicate that sometimes, students do not understand why they were not able to finish the
game properly, but after the instructor’s explanation, they understood what went wrong.

Shaw and Dermoudy [152] developed a simulation game for two software development
life cycles. The game allows students to gain experience managing a simulated software
development project in an environment that is both, graphical and entertaining. These
researchers point out that using simulations allows those involved to experiment with the
project, which would not be possible in a real-world scenario. The likely cost of implementing
changes, potential consequences or even dangers that could result from experimenting with
a real system all make simulations an attractive alternative [151]. Shaw and Dermoudy
conclude that students benefit from the experience of playing simulation game. Students were
successfully able to identify the reasons why their simulated projects had failed or succeeded,
and in the case of failure, determine a strategy that would allow them to avoid this in the
future.

2.1.5 Hands-on Remote Labs

Bayliss and Strout [10] report an experience of a hands-on remote lab using mediated
reality (i.e., all project meetings were computer-mediated). The course was available online
and roles were assigned to students and the roles were played in pairs. The authors tracked
the students after the course and found that the students who performed well in the course,
were able to advance on placement tests (tests used to check the academic skill levels of
entering students, the goal is to place each student in classes at the right level) quickly in their
undergraduate courses. Monasor et al. [168, 106] propose the use of a mixture of hands-on
remote labs and games to improve student soft skills needed in global software development.

2.1.6 Service-Learning

The term service-learning was coined in 1967 to describe the educational practice and
philosophy of integrating classroom concepts with a related community service experience.
Students develop and use their academic skills to address real life problems within their own
environment [141].
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Liu [86] proposed that instructors choose an open-source project to help, and that every
offering of a course help the open-source community. The author proposed that the instructor
choose a project, make an effort to set a contribution to the project and to be able to make
a real connection with the community that works on the project. It takes time to be able
to make real contributions to an open-source project and sometimes one semester or more.
Considering the time students need to understand the project and start delivering working
code, the course time is not enough.

Ellis et al. [45] introduces students to the open-source development model to attract a
wider variety of students into computing with a service learning software engineering project.
They work on a open-source project called Sahana, which has a humanitarian goal. Ellis et
al. reported that the students were really engaged in the project, because they were able to
envision the real impact of what they were doing; but they also reported that there is a steep
learning curve when working with open-source development projects.

2.1.7 Case Studies Method

Bernstein and Klappholz [12] created the idea of live-thru case stories, which is a teaching
method developed specifically to enhance students’ visibility about the software development
process. The method involves discussing failed case stories and recognizing the oversights
and mistakes of others. The authors found that by discussing failed case stories and having
the students read similar case studies, students were able to recognize other oversights and
mistakes but it did not help them recognize their own mistakes. This method focuses on
training students to perform software development, and it seems to be a very powerful
experiential learning tool. The authors report that the analysis of real situation failures
allows students to internalize several issues, such as the need for a software process, the
team member attitudes towards customer interaction, the developer’s responsibility towards
customers. However, live-thru case stories have several limitations, for example they are time
consuming.

2.2 Definition of Software Processes for Academic
Scenarios

Paula [123] defined a set of “minimal” requirements that a software process has to address in
order to match the features of a software development academic scenario. These requirements
consider several aspects of such a process:

• Process architecture - the educational process should be clearly defined, with its inputs,
activities and their inputs and outputs, deliverables and milestones.

• Team orientation - the process should be designed for use by small software teams
(3-5 students); larger teams are harder to coordinate and unnecessarily increase the
development complexity.

• Project cycle time - an educational process should last at least four months, and allow
a longer life cycle if needed.
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• Standards and practices - an educational process should expose the student to recognized
standards and best practices.

• Student support - the process should include materials that support the standards and
best practices that students need to learn. Templates should also be provided to help
students understand what they have to accomplish.

• Instructor support - instructors also need supporting material, such as slides, templates,
exercises, assessments goals and as well as the process itself.

This set of “minimal” requirements that Paula [123] presented were taken into consideration
for the definition EduProcess.

As mentioned in Chapter 1, project-based software engineering courses tend to use disci-
plined processes and capstone courses use agile approaches. The first ones are structured and
based on phases and roles (process-centric), whereas agile ones focus on the product to be
built and based on team self-organization (product-centric) [135, 153].

There are also some industry-oriented software processes that could be adapted for use in
academic scenarios; however, in the case of disciplined processes, they tend to be extensive,
poorly specified, and they do not include the instructional support for the students and the
teaching team. The next two sections discuss the most relevant disciplined and agile processes
reported in the literature, considering the academic scenario.

There is research that report the use of more than one process approach simultaneously.
The report of these experiences does not indicate which activities of a particular process were
used, nor how they were connected with the activities of other processes [140, 172]. Therefore,
these mix of processes cannot be repeated or classified as a disciplined or agile process. There
are also some reports on the use of ad-hoc process, a process designed specifically to support
a software development in a certain work context. This type of process usually uses other
processes as source, and then extends or tunes it to address a specific work context. The
ad-hoc processes are generally created to fit specific course contexts, which do not fit typical
software engineering courses [171].

2.2.1 Disciplined Software Processes

Disciplined processes provide a recipe for inexperienced developers, which helps students
internalize the theoretical knowledge acquired in a first software engineering course [135].
When we look at industry, we see that they follow a disciplined software development processes,
but adapting these processes to a course schedule requires extensive trimming and tailoring.
Table 2.1 indicates the software processes used in educational contexts according to the
literature, as well as the weaknesses that were reported or identified in each case.
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Table 2.1: Disciplined Software Processes for the Academia

Disciplined
Process

Description Limitations

UPEDU – Uni-
fied Process
for EDUcation
[136]

This is a customization of
the RUP 2000 to be used
in academic scenarios.

Germain et al. [54] reported that students
need training to use UPEDU. In a previous
study these researchers indicated that this
process forces students to start implemen-
tation too late (at the middle of the course)
[55].

PSP – Per-
sonal Software
Process [65]

A structured process that
is intended to help devel-
opers understand and im-
prove their performance
by using a disciplined
and data-driven process.
The PSP intends to ap-
ply the underlying prin-
ciples of the CMM (Ca-
pability Maturity Model)
to the software develop-
ment practices of a single
developer.

This process is not team-oriented; there-
fore it does not match the work context
considered in this thesis.

TSP – Team
Software Pro-
cess [66]

Provides a defined opera-
tional process framework
that is designed to help
managers and engineers
organize projects and pro-
duce software products.
TSP users must first learn
to use PSP.

Umphress et al. [166] used the TSP in
an academic scenario and reported that
students found the process overwhelming.
Paula [123] also reports that it does not
fit the general contexts that can be found
in academic scenarios; he states that this
process can have better results when ap-
plied with advanced students, who already
know and have experience with software
engineering issues.

MBASE –
Model Based
Architecting
and Software
Engineering
[169]

The MBASE framework
is an approach for the de-
velopment of software sys-
tems that integrates the
system’s process, prod-
uct, property, and success
models. The essence of
the MBASE approach is
to develop the system def-
inition elements concur-
rently, through iterative
refinement, using a risk-
driven, Win-Win Spiral
approach.

MBASE uses activities in a spiral lifecy-
cle model that includes all MBASE pro-
cess disciplines in every phase and itera-
tion, so students are required to start the
course project with at least all the theoret-
ical knowledge of those disciplines in order
to be able to use the MBASE process [125].
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Disciplined
Process

Description Limitations

Praxis [124] Praxis is a structured it-
erative process with fixed
duration iterations, high
student commitment and
experience is expected
(used mainly in gradu-
ate software engineering
classes).

This process was designed for use in courses
where students (graduate students) already
have theoretical knowledge of SE. This pro-
cess considers projects lasting more than a
regular term (typically, around 25 weeks)
[124].

Waterfall [128] Waterfall process in-
cludes the typical
software lifecycle stages:
conception, analysis,
design, construction,
testing, and maintenance.
Development is carried
out using a structured
process, in which clients
and users have minimal
participation.

According to Offut [116], “In modern soft-
ware engineering projects, the traditional
waterfall model is almost never used, and
the ideas about process change constantly
often much faster than textbooks or instruc-
tors’ knowledge”. The main limitation of
this process is the lack of participation that
clients and users have in the development
process.

SSP – Simple
Software Pro-
cess [115]

Simple Software Process
is a process created to
support the development
of small information sys-
tems in immature scenar-
ios and involving inexpe-
rienced developers. Such
a process has been used
quite successfully by the
authors to support stu-
dents enrolled in project-
based SE courses.

The process and its architecture are not
available and the report of its use does not
provide enough information to allow other
instructors to use it. In other words, it is
not specified enough as to be used by other
people.

Table 2.2 compares the disciplined software development process mentioned in Table 2.1
according to the set of “minimal” requirements [123] for software processes for use in academic
scenarios.

20



Table 2.2: Comparison of Disciplined Software Development Processes with the Set of
“Minimal” Requirements for an Academic Software Process

Disciplined
Process

“Minimal” Require-
ment Item

Coverage

UPEDU – Uni-
fied Process
for EDUcation
[136]

• Process architecture
• Team orientation
• Project cycle time
• Standards and prac-

tices
• Student support
• Instructor support

• There is a webpage [161] where the ar-
chitecture is well defined with all the
inputs, activities, outputs, deliverables
and milestones.

• It is team-oriented with nine active roles
besides clients and users.

• It is based on Agile standards.
• It uses standards and practices.
• It does not offer any student support.
• It does not offer any instructor support.

PSP – Per-
sonal Software
Process [65]

• Process architecture
• Team orientation
• Project cycle time
• Standards and prac-

tices
• Student support
• Instructor support

• It has a well-defined architecture [149]
with all the inputs, activities, outputs,
deliverables and milestones.

• It is not team-oriented, it is a personal
software process.

• There is no specific cycle time.
• It uses some standards and practices.
• It does not offer any student support.
• It does not offer any instructor support.

TSP – Team
Software Pro-
cess [66]

• Process architecture
• Team orientation
• Project cycle time
• Standards and prac-

tices
• Student support
• Instructor support

• It has a well-defined architecture [150]
with all the inputs, activities, outputs,
deliverables and milestones.

• It is team-oriented.
• There is no specific cycle time.
• It uses some standards and practices.
• It does not offer any student support.
• It does not offer any instructor support.

MBASE –
Model Based
Architecting
and Software
Engineering
[169]

• Process architecture
• Team orientation
• Project cycle time
• Standards and prac-

tices
• Student support
• Instructor support

• It has a defined architecture but it re-
quires previous knowledge of the process
prior to its use.

• It is a team process but there are no
roles assigned or team size specified.

• It has a spiral life cycle that can be
changed and used as many times as
needed.

• It uses some standards and practices.
• It does not offer any student support.
• It does not offer any instructor support.
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Disciplined
Process

“Minimal” Require-
ment Item

Coverage

Praxis [124] • Process architecture
• Team orientation
• Project cycle time
• Standards and prac-

tices
• Student support
• Instructor support

• Process architecture is available online
where the architecture is well defined
with all the inputs, activities, outputs,
deliverables and milestones.

• It has a process orientation but the roles
required in the process should be more
“specialized” than what we can expect
from undergraduate software engineering
students (quality manager, configuration
control board, process engineer, quality
engineer, data administrator, technical
writer, test runner, configuration man-
ager).

• It was designed for use in projects with
a duration of around 25 weeks.

• It uses standards and practices.
• It does not offer any student support.
• There is a book for the instructor,
where they present a software engineer-
ing course using Praxis, but the book is
written in Portuguese [40] and is only
printed on demand.

Waterfall [128] • Process architecture
• Team orientation
• Project cycle time
• Standards and prac-

tices
• Student support
• Instructor support

• It has a defined process architecture.
• It is team-oriented, but there are no as-

signed roles or team size specification.
• It normally has one cycle time.
• It is the traditional process and it is

considered a standard.
• It does not offer any student support.
• It does not offer any instructor support.

SSP – Simple
Software Pro-
cess [115]

• Process architecture
• Team orientation
• Project cycle time
• Standards and prac-

tices
• Student support
• Instructor support

• It has a defined architecture but there is
not enough information available related
to it.

• It is team-oriented.
• The project cycle time is sixteen weeks.
• It uses standards and practices.
• It does not offer any student support.
• It does not offer any instructor support.

Paula [123] presented in his set of “minimal” requirements important points to take into
consideration when evaluating and/or creating a software development process to be used in
academia. However, it is also important to evaluate if the process considers clients, if it has
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enough material so as to be followed by someone step-by-step with examples (work product),
if it considers software and student evaluation, if it can be used by novice students (without
practical experience) and if it can be used in a loosely-coupled work environment.

Taking these points into consideration, the presence of a client is considered in only three
processes: Praxis, UPEDU and SSP. UPEDU and Praxis also have enough material to be
followed step-by-step, but they do not have examples of the work products to be generated.
None of the SE processes proposes or considers evaluations, neither for the software nor the
students. The processes that can be used by novice students are TSP, PSP, Waterfall and
SSP.

2.2.2 Agile Software Development Processes

As mentioned before, agile processes are more suited to be used in capstone courses [89],
where students have to gain a broader perspective of the software development practice and
reinforce their technical and non-technical skills before being part of the software industry.
The agile practices require students to have ample time to work together, since their activities
are more tightly-coupled, e.g., pair programming or war room. Table 2.3 shows agile processes
and also the weaknesses that were reported when applying them in academic scenarios.

Table 2.3: Agile Software Processes for the Academia

Disciplined
Process

Description Limitations

OpenUP [59] OpenUP is a software process
framework that is use-case driven,
architecture centric, uses an it-
erative and incremental process.
OpenUP only defines core work-
flows, which allow incorporating
additional methods for project
management, quality management,
and change management very eas-
ily.

According to Paula [123], it is a software
process oriented towards large teams and
does not offer support for students or in-
structors. OpenUP does not have the role
of project manager, everyone is responsible
for planning and coordinating all the other
roles.

Extreme Pro-
gramming
(XP) [128]

XP is a software development
methodology which is intended to
improve software quality and re-
sponsiveness to changing customer
requirements. It advocates fre-
quent “releases” in short develop-
ment cycles, which is intended to
improve productivity.

Some capstone software engineering courses
use XP as a software process [73, 166, 62],
where students reinforce their technical and
non-technical skills before finishing college.
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Disciplined
Process

Description Limitations

Scrum [160] Scrum is an iterative and incremen-
tal agile software process. Accord-
ing to Takeuchi defines “a flexible,
holistic product development strat-
egy, where a development team
works as a unit to reach a common
goal”.

One of the basic goals of Scrum is to en-
able teams to self-organize by encouraging
physical co-location or close online collabo-
ration of all team members, as well as daily
face-to-face communication among all team
members. Many capstone software engi-
neering courses use Scrum [158, 90, 137]
to gain a broader perspective of software
engineering development.

Other Agile
Approaches
[28]

There are other agile processes
(e.g.; Crystal, TDD- Test Driven
Development) and they are all con-
temporary software engineering ap-
proaches based on teamwork, cus-
tomer collaboration, iterative de-
velopment, people, process and
technology adaptable to change.

Processes that call themselves “agile” tend
to focus on just a few of the relevant soft-
ware engineering aspects privileging imple-
mentation, and leaving out key practices,
such as requirements elicitation, analysis
and management [124]. There are some
reports of their use in capstone courses
[76, 173].

Table 2.4: Comparison of Agile Software Development Processes with the Set of “Minimal”
Requirements for an Academic Software Process

Disciplined
Process

“Minimal” Require-
ment Item

Coverage

OpenUP [59] • Process architecture
• Team orientation
• Project cycle time
• Standards and prac-

tices
• Student support
• Instructor support

• There is a webpage [31] where the ar-
chitecture is defined with all the inputs,
activities, outputs, deliverables and mile-
stones.

• It is a team-orientated process with eight
active roles besides the stakeholders.

• It is based on agile best practices.
• It uses agile standards and practices.
• It does not offer any student support.
• It offers support for the course developer
(creates training materials) and for the
trainer (delivers training to end-users)
but does not offer any instructor sup-
port.
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Disciplined
Process

“Minimal” Require-
ment Item

Coverage

Extreme Pro-
gramming
(XP) [128]

• Process architecture
• Team orientation
• Project cycle time
• Standards and prac-

tices
• Student support
• Instructor support

• It has no formal architecture, it uses
the agile principle related to minimal
architecture.

• It is team-oriented, but tightly coupled.
The team must work together to be able
to work according to XP principles (pair
programming and constant feedback).

• The project cycle times are short - nor-
mally one or two weeks.

• It was the first process of the agile move-
ment and is considered a standard.

• It does not offer any student support.
• It does not offer any instructor support.

Scrum [160] • Process architecture
• Team orientation
• Project cycle time
• Standards and prac-

tices
• Student support
• Instructor support

• It has a very loose architecture based on
team understanding and communication.

• It is team-oriented, but tightly coupled.
• The project cycle times are short - nor-

mally one week.
• It is an agile standard.
• It does not offer any student support.
• It does not offer any instructor support.

Other Agile
Approaches
[28]

• Process architecture
• Team orientation
• Project cycle time
• Standards and prac-

tices
• Student support
• Instructor support

• They have a loose architecture with in-
puts, activities, outputs, deliverables
and milestones.

• They are team-oriented, but tightly cou-
pled; the team must work together.

• The project cycle times are short nor-
mally in weeks.

• They use agile standard and practices.
• They do not offer any student support.
• They do not offer any instructor support.

We now analyze these processes using the same criteria we used to discuss the disciplined
process. The client is considered in all the agile processes. The first three have enough
material to be followed step-by-step and some processes have work product examples. None
of these processes considers evaluations, for the software or the students. The processes can
be used by novices, but it is encouraged that students have prior experience in developing
software before using agile processes [153]. Moreover, none of them were created for use in a
loosely-coupled work environment.
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Figure 2.1: Systematic Mapping Process by Petersen et al. [126]

2.3 Matching Instructional Approaches And Software
Processes

In order to understand the use of the different instructional approaches and software
processes according to the literature, we conducted a systematic mapping study [102]. In this
mapping study we followed the procedure proposed by Petersen et al. [126]. The search string
used was: “software engineering education” OR “software development course” OR “software
development capstone” OR “software development education” OR “software engineering
capstone” OR “software engineering course” OR “teaching software engineering” OR “software
engineering instruction” OR “teaching software development” OR “software practice education”
OR “software engineering projects”. The search was performed in the following scientific
databases: IEEEXplore, ACM Digital Library, Web of Knowledge (former ISI Web of Science),
Science Direct (Elsevier), SpringerLink and Wiley International. A total of 7,517 documents
were found.

Provided that many papers are indexed by more than one digital library, we removed
duplicate articles and thus obtained a corpus of 3,725 documents related to the research topic;
the papers that were indexed by more than one digital library were considered in the library of
origin (publisher). As a result of the procedure proposed by Petersen et al. [126] presented in
Figure 2.1, we ended up with 173 papers selected as primary studies. The next two subsections
discuss the instructional approaches and software processes used in the experiences reported
in these papers, and subsection 2.3.3 presents the mapping.

2.3.1 Instructional Approaches Considered in the Systematic Study

In Section 2.1 we presented nine different instructional approaches, and some of these
were not found in the systematic mapping review. In the specific case of Hands-on Methods
(Section 2.1.4) here we present them divided in four approaches: learning-by-doing, game-
based learning, maintenance projects and open source projects; because these are the main
approaches reported, and the other approaches reported can be seen as subcategories from
these four.

Today the development of new solutions, typically through learning-by-doing mechanisms,
is much more frequent than the extension of the existing ones. Other approaches such as
games, open source and PBL/OBL have started to be reported over the last ten years and
continue being used as an attempt to find new ways of addressing the stated challenge of how
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to teach software engineering (see Figure 2.2).

Figure 2.2 shows that learning-by-doing is the most used instructional approach, with 93
studies (54%), followed by the PBL/OBL approach with 21 studies (12%), case studies with
15 studies (9%), games with 12 studies (7%), and then simulation (5%), traditional (4%),
open source (3%), service learning (2%) and inverted classroom with only one study.

Learning-by-doing and also PBL/OBL are flexible strategies that can be adjusted to take
advantage of the capabilities and interests of the instructors and students. These approaches
do not impose important constraints or require special capabilities of the instructors. This
could be a reason why these alternatives seem to be frequently used to support these practical
experiences.

2.3.2 Software Processes Considered in the Systematic Study

In Section 2.2 we presented disciplined software development processes (UPEDU, PSP/TSP,
MBASE, Praxis, Waterfall and SSP), and also the agile development processes (OpenUP, XP,
Scrum and other agile approaches). However, in the systematic mapping review, few reports
indicated the flavor of agile process used in practice. Therefore, we decided to group the use
of agile processes under the same category with such a name.

The waterfall process is called traditional, since it is considered the most known and used.
Some researchers reported the use of more than one process approach simultaneously. For
instance, using a structured model for developing a particular software, so we classified them
as various (due to various software processes being used). We also have a category called
ad-hoc, when the paper reports the use of a specific process that does not match any of the
other categories. Moreover, we also have a category called “not specified” when the authors
did not state the process approach used to address the work.

2.3.3 Mapping Instructional Approaches and Software Processes

By considering the previously presented instructional approaches and software processes
we identified the matching between them according to the 173 papers selected as primary
studies. Figure 2.3 shows a bubble plot of instructional approaches and software processes.
The most used instructional approaches are learning-by-doing and PBL/OBL. Most of the
papers do not report the use of a software development process or they do not specify what
they are using. However, most reports indicating the process that was used mention the use
of agile or ad-hoc processes. Particularly, learning-by-doing and agile seems to be the most
identifiable combination.

Finding this combination is not surprising since, according to what was presented in
Section 1.1.2 (Challenges for Implementing Practical Experiences in SE Courses), it represents
a less demanding approach for instructors. Although such a combination seems to be suitable
for addressing capstone courses, it is not used to guide software developments in project-based
courses, given that a disciplined software process is required in such type of course, as indicated
in Section 1.1.1 (Types of SE Project Courses).
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2.4 Instructional Practices for Software Engineering
Courses

The literature also reports several instructional mechanisms (or practices) that can be
used jointly with software processes to improve the students experience during project-based
software engineering courses. The course characteristics establish the type of software process
that is more appropriate (i.e., disciplined or agile), and consequently, the instructional
strategies and tools that can be used to support students in the acquisition of technical and
non-technical skills during project-based courses.

In global software development there are proposals that use virtual agents to facilitate
communication and coordination channels to minimize the need of face-to-face coordination,
thus reducing the instructors’ workload and scheduling problems [104, 105]. Virtual agents
can provide learners with opportunities for self-reflection and self-correction by explaining the
consequences and rationale of their actions with regard to team ethics and cultural differences.

One of the strategies used to make the learning experiences more fruitful is coaching,
where an experienced developer or instructor assists student teams while they work on their
project. This approach is suitable for being used in disciplined and also in agile developments.
Recognizing that there are several coaching approaches, the most typical ones focus on
helping students address internal issues (e.g., communication and coordination) by mentoring
students to use their own knowledge and reviewing their deliverables [7, 25]. Rodríguez et
al. [138] propose using an agile coach with pedagogical expertise, who monitors the students’
accomplishments and suggests corrective actions and improvements. The evaluation results
indicate that students who were coached following agile principles perceived a greater gain
in non-technical skills than non-coached students. Despite the good results reported by
Rodríguez et al., this approach is more appropriate for capstone courses, since inexperienced
students tend to fall back upon the coach, not accepting the responsibility and risks of
their projects. If the coach becomes a project manager, then students miss out on a good
opportunity to learn more from these experiences.

Monitoring can also be used to make project experiences more valuable for students and
instructors. Several researchers indicate that team monitoring reduces motivational losses
and increases the likelihood of detecting free riding and social loafing [39, 91]. This helps the
team focus their effort on reaching the team goals over individual interests [71]. Monitoring
can operate as an implicit coordination mechanism [134] by making team members more
aware of the other team members’ actions, timing, and performance. Thus, people increase
their ability to synchronize their contributions in ways that maximize the attainment of team
goals [94].

Typically, in disciplined processes, students conduct loosely-coupled work to address the
project tasks. Due to the effort and complexity of monitoring their activities, software tools
are used by instructors and teaching assistants. For instance, Collofello [30] proposed a tool
where students report the project status on a weekly basis. However, this system only relies
on information provided by the students, and therefore the diagnosis could be inaccurate
or wrong. A similar tool was proposed by Bakar et al. [6], which also depends on the input
provided by students. This characteristic potentially undermines the usefulness of these
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Figure 2.3: Instructional Approaches Reported

systems for several reasons. For instance, students tend to report their activities at the last
possible minute, so they report what they remember and not what they have really done. In
other cases, they report what is required to avoid conflicts with other team members and the
course instructors.

More objective monitoring mechanisms have been proposed based on mining the log files
recorded by the tools used by students for supporting their activities, e.g., version control
systems [70, 127], issue trackers [43, 72], wikis [72], and mailing lists [43, 72]. Although these
mechanisms are useful, they only capture the activities mediated by such tools, which could
be appropriate for monitoring global software development scenarios, but are not completely
transferrable to project-based and capstone courses, where students and monitors frequently
conduct face-to-face interactions.

In the case of using Scrum as software development strategy, Scrum Masters can perform
team monitoring. Mahnic [90] proposes that the instructor should assume this role in capstone
courses by ensuring that everyone follows Scrum rules and practices. Rodríguez et al. [137], as
well as Scharf and Koch [143] agree that the Scrum Master should lead teams applying Scrum
practices, but they propose that students with advanced knowledge of the agile philosophy
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assume this role. Unfortunately, most agile practices require students with previous experience
and that they spend time working together, which is not feasible in a first project-based
course.

When using a disciplined software process, the team can have a project manager that
assigns tasks and oversees their fulfillment. However, in the context of a software engineering
course, if the project manager is the instructor, the demand on the instructor to fulfill these
two roles (project manager and instructor) is high. If the manager is a teammate, there is no
leverage between students, despite ones’ goodwill, to make them do what a peer is asking
[132]. In industry there is always something at stake.

In order to enhance project-based learning experiences in this context, some researchers
propose the use of e-portfolios where students store their own work products and keep a
logbook of their activities and reflections on a particular project [21, 89]. These systems are
accessible by the instructor, who can provide feedback and also assess the performance of
his/her students. These tools can be used jointly with disciplined and agile development
processes. Despite the positive results reported in the literature [89], the use of e-portfolios
also produces tension between the privacy of the students’ thoughts and the knowledge to
be shared with the instructor [21], which may lead to discomfort among students. Moreover,
when the e-portfolio information is used as part of the student assessment, there is not much
collaboration among students for reasons of plagiarism [21], which further reduces the chances
to reinforce learning during these practical experiences.

Following the same goal, project-base learning, Mahnic and Casar [91] propose the use of a
tool similar to an e-portfolio that allows the visualization of students’ activities in Scrum-based
software engineering capstone courses. The visual exposition of task accomplishment not only
allows instructor to monitor students, but also prevents procrastination and the “free-rider”
syndrome. This tool seems appropriate for monitoring students; however, it was conceived
particularly to support teams that use an agile software development process. Therefore, it is
probably unsuitable for disciplined developments given that both strategies involve different
requirements and are used with different purposes in the academic scenario.

Reflection is important in all forms of software engineering education, be it formal learning
in an educational institution or informal learning as part of professional work life. This is
what Schon [146, 155] referred to as “reflection-in-action”, or reflection during the problem-
solving process. In agile software processes, the client provides constant feedback and the
tightly-coupled work that team have to face make the reflection-in-action part of the process.
However, in disciplined software process the reflection is done at the end of the process in a
lessons learned session or document; and it is not normally something people really reflect
about [18]. There is a need of reflection in all software engineering projects and the sooner
the reflection is done, the sooner problems can be mitigated [18].

Another option for supporting students during these learning experiences is by implementing
instances of peer-assessment [25, 154], where they anonymously evaluate the performance
of their teammates and provide feedback in order to help their peers overcome conflicts
and limitations. This approach has shown good results and is suitable for being used in
disciplined developments. However, the comments given to students are mostly based on
personal experiences of team members that may not represent the overall team consensus.
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Moreover, the feedback given to students through these instruments is not always focused on
the key aspects of the team dynamics, due to the lack of student expertise in identifying such
aspects [25]. Similar limitations can be found in self-assessment [61, 56].

Summarizing, the literature reports various software processes that could potentially be used
to support project-based courses, and also some instructional practices that can be combined
with those software processes to make the implementation of practical experiences affordable
mainly for instructors, but also for students and stakeholders. Regardless of the limitations that
these software processes and instructional practices can have to support project-based courses,
it is not clear how to combine them and what to expect of certain combinations. Therefore,
process proposals that embed both aspects (i.e., software development and instructional
process) are required to help instructors properly address the development experiences in
project-based and capstone courses. In this sense, this thesis work makes a step forward in
trying to understand and support software engineering practical experiences in project-based
courses.
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Chapter 3

Identifying the SE Best Practices to Be
Taught in Undergraduate Programs

This chapter presents a study that tries to determine which SE best practices should be
taught to the students as part of their software engineering education. Moreover, it presents
a set of instructional practices that can be used by instructors to help address the practical
experiences.

The next section reviews the ACM-IEEE Software Engineering Curriculum Guidelines that
establishes the corpus of knowledge and their corresponding best practices, which should be
taught and used in practice by students in their undergraduate studies. Given that such corpus
of knowledge is too large and impossible to address through an undergraduate Computer
Science curricula, we conducted a systematic literature review (see Section 3.2) to determine
which knowledge units are reported as used in software engineering education. Moreover, we
conducted an interview study involving software engineering instructors belonging to relevant
Chilean universities in order to elicit the practices that are taught in undergraduate programs
and also the way in which they are taught (theoretical, practical or a mix). The results (see
Section 3.3) present the results of the status report of the SE education in Chile, including
the teaching of the best practices recommended in the 2014 ACM-IEEE Software Engineering
Curriculum Guidelines [119].

3.1 ACM-IEEE SE Curriculum Guidelines
In 1999, Parnas [122] discussed the need and the difference between software engineering

and computer science curricula. In order to address this issue, ACM and IEEE-CS formed
the Software Engineering Education Project, which ended in 2003 with the publication of
the Software Engineering Curriculum Guidelines (SE2004) [81], where the need of practical
experience was reflected in both guidelines and on the curriculum itself. The SE2004 is
a recommendation for an undergraduate curriculum for software engineering that should
be taught in four years. In the first year, students get familiar with the basics of software
engineering, and in the second and third years they study the core knowledge of software
engineering through specific courses. This core knowledge should be used in practice through
methods and technics known as “best practices”. These best practices come from experience
and research, and they have proven to reliably lead to a desired result in software development.
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Table 3.1: Specific Areas Considered in the 2004 - ACM-IEEE SE Curriculum Guidelines

Knowledge Area Units of Knowledge
Software Modeling and Analy-
sis.

Modeling foundations, Types of models, Analysis
fundamentals, Requirements fundamentals, Elic-
iting requirements, Requirements specification
and documentation, Requirements validation.

Software Design. Design concepts, Design strategies, Architectural
design, Human computer interface design, De-
tailed design, Design support tools and evalua-
tion.

Software Verification and Vali-
dation.

Verification and Validation terminology and foun-
dations, Review, Testing, Human computer UI
testing and evaluation, Problem analysis and re-
porting.

Software Evolution. Evolution process, Evolution activities.
Software Process. Process concepts, Process implementation.
Software Quality. Software quality concepts and culture, Software

quality standards, Software quality process, Pro-
cess assurance, Product assurance.

Software Management. Management concepts, Project planning, project
personnel and organization, Project control, Soft-
ware configuration management.

Finally, everything is put together in a final capstone project course that usually takes
place during the fourth year, where the students use best practices related to the SE core
knowledge. SE2004 is divided in ten knowledge areas and each knowledge is divided in units
of knowledge that have specific topics to be taught. Table 3.1 shows the knowledge areas and
units of knowledge directly related to SE.

In 2010, a task force was appointed by the ACM and IEEE CS to determine whether SE2004
needed updating, and, if so, how much effort would be required to complete these updates.
The task force reached out to academia, industry, and government through workshops at
technical conferences and online surveys. Members of the task force identified sections of the
original guidelines that needed updating and started making revisions. During this process,
they continued to reach out to stakeholders through presentations and workshops at technical
conferences. At the end of 2015, a new version was published: the 2014 ACM/IEEE Software
Engineering Curriculum Guidelines (SE2014) [119]. The last version of this recommendation
considers ten knowledge areas: the same three basic ones (Computing Essentials, Mathematical
& Engineering Fundamentals and Professional Practice) and seven specific areas about software
engineering (shown in Table 3.2). They created two specific new knowledge areas: Requirements
Analysis and Specification (in the 2004 version it was part of the Software Modeling and
Analysis Knowledge Area) and Security (in the 2004 version it was not considered in full, it
was only a topic of Quality). They also divided the Software Management knowledge area
and put the units of knowledge in other knowledge areas. They also put Software Evolution
inside Software Process. Each knowledge area is still divided into units of knowledge and each
unit describes the topics that should be taught. Table 3.2 presents the specific knowledge
areas and their corresponding units of knowledge that are directly related to SE.
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Table 3.2: Specific Areas Considered in the 2014 - ACM-IEEE SE Curriculum Guidelines

Knowledge Area Units of Knowledge
Software Modeling and
Analysis.

Modeling foundations, Types of models, Analysis
fundamentals.

Requirements Analysis
and Specification.

Requirements fundamentals, Eliciting require-
ments, Requirements specification and documen-
tation, Requirements validation.

Software Design. Design concepts, Design strategies, Architectural
design, Human computer interaction design, De-
tailed design, Design evaluation.

Software Verification
and Validation.

Verification and Validation terminology and foun-
dations, Review and static analysis, Testing,
Problem analysis and reporting.

Software Process. Process concepts, Process implementation,
Project planning and tracking, Software configu-
ration management, Evolution process and activ-
ities.

Software Quality. Software quality concepts and culture, Process
assurance, Product assurance.

Security. Security fundamentals, Computer network secu-
rity, Developing secure software.

Many universities that have software engineering programs have the SE2004 implemented
and the ones that do not have it fully implemented try to implement as much of it as possible.
The SE2014 curriculum guidelines was published published in the end of 2015, when we did
this study there were no reports of its implementation. So, the SE Curriculum Guidelines can
be considered a set of software engineering education best practices.

The SE curriculum guidelines (SE2004 and SE2014) present all the knowledge areas (units
of knowledge and topics) that should be taught in a software engineer program. However, in
some contexts, the undergraduate programs are in Computer Science (CS) or Informatics,
where software engineering is one of the several areas that must be taught. Therefore, it
is not possible to deliver all units of knowledge included in these guidelines to students.
Considering this situation, a doubt emerges: how should a program choose the appropriate
units of knowledge (areas of knowledge) to teach? In order to clarify this point, we carried
out a systematic literature review to find out what the literature reports as SE best practices
that must be taught to students enrolled in CS and informatics programs.

3.2 SE Best Practices

Software engineering education is concerned with finding a good way for teaching students
how to analyze problems, evaluate alternatives and apply the technical skills they have learned
(related to computer science and its application domain) in order to be able to develop high
quality software solutions for their clients.

To do that, a lot has been said about the use and teaching of software engineering “best
practices”. But, what are software engineering “best practices”? Where can we find them?
Typically, a best practice is a well-defined method that contributes to a successful step in
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software development. According to Surendran [159], the Software Engineering Body of
Knowledge (SWEBOK) [1] is probably the best-known reference of best practices.

The ACM-IEEE Software Engineering Curriculum Guidelines [119] can also be considered
a source of best practices that includes the SWEBOK. However, this recommendation includes
so many units of knowledge (and their corresponding practices) that it is impossible to teach
all of them in a Computer Science or Informatics undergraduate program. Therefore, the units
to be taught should be selected, but determining which of them to teach is not clear at all.
Moreover, Bailey et al. [5] mention that “as the software industry matures, new development
methodologies are invented and some of these methodologies transition into best practices.
Our role as university educators is to teach these best practices”. This increases the complexity
of the problem.

Thompson and Fox [162] found a lack of guidelines in their research of leading edge practices
in Software Engineering. They also found that there was no clear indication of the best
practices being used in industry. Therefore, the concern about what are the best practices
that should be taught remains as an open question. Trying to address this question, we
conducted a systematic literature review on software engineering “best practices”.

3.2.1 SE Best Practices Being Taught

In a context where it is not possible to teach the whole curriculum guideline proposed by
ACM/IEEE, the decision of which practices to teach or not, is not an easy task. Therefore we
decided to review the literature to identify which practices were reported as being used in the
context of software engineering education. Particularly, we performed a systematic literature
review of the reported best practices being used in software engineering education. Moreover,
we also compared these practices to the SE2014 curriculum guidelines to determine which of
the practices that were part of the curriculum guidelines, were reported as taught and which
ones are not being taught. One thing to have in mind is that not everything that is taught is
always reported.

3.2.2 Methodology

Nowadays, systematic literature reviews are used as a means to consolidate scientific
knowledge. One of the major strengths of this technique is that it follows a defined protocol
that allows verifiability and rigor. To guarantee that, there are guidelines to follow. In our
case we followed the guidelines of Kitchenham et al. [75]. So we did a systematic literature
review, whose goal is to answer three research questions:

• RQ1 - Which software engineering best practices are reported as being taught in
academia?

• RQ2 - Are they taught in a practical way? RQ2.1 - How?

• RQ3 - Was the use of software engineering “best practices” being taught validated
somehow? RQ3.1 - What was the research approach used to report? The categories
used are based on those proposed by Petersen et al. [126] and Nacimento et al. [110].
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Table 3.3: Search Strings

Term Keywords Synonyms
A software engineering educa-

tion
“software engineering education”

B best practices “best practices”, “recommended prac-
tices”, “edge practices”

Table 3.4: Specific Search Strings for Each Digital Library

Digital Search
Library String
ACM (“software engineering education”) and (“best practices” or

“edge practices” or “recommended practices”)
IEEE Xplore ((“software engineering education”) AND (“best practices” OR

“recommended practices” OR “edge practices”))
ScienceDirect ((“software engineering education”) AND (“best practices” OR

“recommended practices” OR “edge practices”))
Scopus TITLE-ABS-KEY (“software engineering education”) AND

TITLE-ABS-KEY (“best practices” OR “recommended prac-
tices” OR “edge practices”)

Springer Link (“software engineering education”) AND (“best practices” OR
“recommended practices” OR “edge practices”)

Wiley “software engineering education” in All Fields AND “best prac-
tices” OR “edge practices” OR “recommended practices” in All
Fields

Search Strategy

Based on these questions, we identified the keywords to be used to search for the primary
studies. Table 3.3 shows the words we are looking for and related synonyms that we considered
in our search.

The search for primary studies was carried out on the following digital libraries: ACM
Digital Library, IEEE Xplore Digital Library, ScienceDirect, Scopus, Springer Link and Wiley.
These libraries were chosen because they are among the most relevant sources of scientific
articles in SE education [85]. We did not consider limitations in terms of publication year
and we performed our search at the beginning of April 2015, so only papers published before
March 30, 2015 were considered.

Table 3.4 shows the specific search strings used in each database considering the restrictions
that we have mentioned earlier, and Table 3.5 presents the results obtained performing the
searches in the databases. A total of 712 primary studies were selected.

After performing the search on the selected databases, we evaluated the relevant primary
studies found according to the following inclusion and exclusion criteria:

• Inclusion criteria:
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Table 3.5: Number of the Papers Retrieved from Each Digital Library

Digital Library Search Results
ACM 119

IEEE Xplore 321
ScienceDirect 69

Scopus 35
Springer Link 139

Wiley 29
Total 712

1. The paper is in English.

2. The paper is a peer-reviewed article and it was obtained from a journal, conference
or workshop.

3. Documents reporting teaching/learning software engineering experiences.

4. Documents presented as full papers; short papers and work in progress.

5. The reported approach and its validation are reasonably present.

• Exclusion criteria:

1. The paper is not available online.

2. Documents whose full text is not available.

3. Documents that are only available as an abstract.

4. Documents describing a panel.

5. Documents that are a letter from the editor.

6. Documents in which the context is not related to software engineering education.

7. Documents that report the use of software engineering as a means of teaching a
specific programming language or framework.

8. Documents that report opinion papers and philosophical theories.

After applying the inclusion and exclusion criteria on titles and abstracts, 61 papers were
selected for the next phase. We them applied the inclusion and exclusion criteria after reading
the full papers. We ended up with a final corpus of 15 papers as our final set. These numbers
are summarized in Table 3.6.

3.2.3 Results

The study results indicate that 40% of the primary studies selected were published in the
last four years; the others were published in a time span of 15 years. Table 3.7 shows the
primary studies selected in our systematic literature review.
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Table 3.6: Results After the Use of the Guidelines

Phase Amount of papers
All papers 712

After paper screening 61
After full reading 15

Table 3.7: Primary Studies Selected

Year Venue Authors
1996 Conference Tomayko [163]
1999 Conference Upchurch et al. [167]
2001 Conference Groth et al. [58]
2003 Conference Bailey et al. [5]
2005 Journal Schneider et al. [145]
2007 Conference van der Duim et al. [170]
2009 Conference Koolmanojwong et al. [5]
2010 Journal Cheng et al. [25]
2011 Journal Chen et al. [23]
2012 Conference Neto et al. [112]
2012 Conference Bareis et al. [8]
2013 Conference Gary et al. [53]
2014 Journal Rajapakse [132]
2014 Conference Radermacher et al. [131]
2015 Journal Lehtinen et al. [82]

It was surprising that from an initial set of 712 studies we ended up with only 15 (2.11%).
We did a small sample search over some of the papers selected in the first phase to see what
happened, and found that many of these papers only mention the words “best practices”, but
did not clearly state what they meant by best practices, what they are or anything else. Some
examples: citation [50] states that “Students work with the faculty team members to make
sure that best practices are being used and that academic requirements are met.”; in [69] the
author said that “... students can experience and appreciate the benefit of design principles
and best practices only in a frame of larger projects than assignments”; and in [125] we can
find that “Such processes should expose the students to well-known notations, techniques, and
best practices, offering them practical grounds to decide about their adoption in actual work
situations.” The classification schema of the answers found for our first research question are
on Table 3.8 and Table 3.9, which also include the selected Primary Studies (named as PS).
These tables also present the publication year and the best practices reported.

Analyzing the 15 primary studies selected we expected to see the best software engineering
practices taught to students (practices that students can use/incorporate in their develop-
ments), but we also found some instructional best practices used to teach software engineering.
We therefore split the best practices into instructional best practices (teaching methodology)
and software engineering best practices. Table 3.8 shows software engineering best practices
(best practices to be applyed by students) and Table 3.9 it is possible to see the instructional
best practices that were reported. Some authors reported these two types of best practices in
the same paper [53][112][170].
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Table 3.8: Reported Best Practices (to be applied by students)

PS Year Reported Best Practices
[163] 1996 reflexive practices, inspections, formal methods, integrating

process, mentors, client satisfaction, boot camp, requirements,
PSP

[167] 1999 project postmortems
[58] 2001 prototyping, quality assurance
[5] 2003 code inspection
[145] 2005 XP practices (planning game, small releases, metaphor, simple de-

sign, testing, refactoring, pair programming, collective ownership,
continuous integration, forty-hour week, on-site customer and
coding standards)

[170] 2007 contacts, reciprocity, feedback, time tasks, respect
[78] 2009 requirement management, object-oriented analysis and design,

risk management, quality management, peer reviews, configura-
tion management, and value based software engineering

[25] 2010 coaching, design reviews, prototyping
[112] 2012 on-line daily meetings, group leader, iterative and incremental de-

velopment, activity redistribution, version control, self manageable
groups, on-line pair programming

[8] 2012 coaching, peer review
[53] 2013 preparation, reflection
[132] 2014 monitoring, peer review
[131] 2014 design, testing, requirements, software life cycle, monitoring
[82] 2015 root cause analysis

Table 3.9: Reported Best Practices (instructional)

PS Year Reported Best Practices (instructional)
[170] 2007 active learning, high expectations, respect
[23] 2011 industrial involvement
[112] 2012 internal and external groups training
[53] 2013 practice (labs) and project centered learning

The primary studies reported a total of 54 best practices; from these, 9 are mentioned
more than once and 45 best practices are reported as being taught in software engineering
education. Practices reported being taught in more than one primary study (they are in bold
text in Table 3.8 and in detail in Table 3.10). The other best practices are: active learning,
activity redistribution, boot camp, client satisfaction, coding standards, collective ownership,
configuration management, contacts, feedback, formal methods, forty-hour week, group leader,
high expectations, industrial involvement, internal and external groups training, iterative and
incremental development, mentors, metaphor, object-oriented analysis and design, on-line
daily meetings, on-site customer, peer reviews, planning game, postmortems preparation,
prototyping, PSP refactoring, risk management, root cause analysis, self-manageable groups,
simple design, small releases, time tasks, value based software engineering and version control.

Various of the found practices are described with different levels of granularity in the
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Table 3.10: Best Practices Reported in More than One PS

Reported Best Practices (to be applied by students) PS1 PS2
Reflective practices [163] [53]
Inspections [163] [5]
Integration [163] [145]
Requirements [163] [78]
Quality [58] [78]
Pair programming [145] [112]
Coaching [8] [25]
Prototyping [58] [25]
Monitoring [132] [131]

Table 3.11: How was Validated the Use of the Best Practices (TiP - Taught in Practice)

PS TiP? How?
[163] Yes Studio (one year project course where students assume distinct

roles over time and have industrial clients)
[167] Yes Reflexive writings at the end of the project based course
[58] Yes Project based course, reporting and monitoring formalized in four

different paths
[5] Yes Individual project using inspections
[145] Yes The paper only states that they are taught
[170] Yes The paper only states that they are taught
[78] Yes The paper only states that they are taught
[25] Yes Project-based course in collaboration with industry
[23] Yes Project based course in collaboration with industry
[112] Yes The paper only states that they are taught
[8] Yes Project-based course, involving fictitious client
[53] Yes The paper only states that they are taught
[132] Yes Project-based course in collaboration with industry
[131] Yes Project-based course in collaboration with industry
[82] Yes Project based course and use of cause effect diagrams

primary studies. For example, it is clear what “code inspections” means, but it is not clear
when “requirements” is mentioned, as requirements is a knowledge area that can have several
subareas and can even have an entire course dedicated to the topic [81].

In Table 3.11, we show the Primary Studies selected, if they are taught in practice, practical
focus (column TiP) and how they are being taught. We found that all the primary studies
selected reported that the best practices were being taught in practice, but 45% of the studies
did not report how these best practices were being taught. Forty-five percent of the studies
reported that best practices were taught in project-based courses and only one study reported
that the best practices were being taught using individual projects (individual homework
style).

We also performed a comparison with the “best practices” that we found as being taught
with the units of knowledge proposed in ACM-IEEE curriculum guidelines. The comparison
was not straightforward because the granularity of the “best practices” found and the units
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Table 3.12: ACM-IEEE SE2014 Curriculum x Reported “Best Practices”

Knowledge Area Related Best Practices
Professional Practice Reflexive practices, mentors, project post-

mortems, metaphor, pair programming, collec-
tive ownership, forty-hour-week, contacts, reci-
procity, feedback, respect, peer reviews, group
leader, activity redistribution, self-manageable
groups, coaching, and monitoring.

Requirements Analysis
and Specification

Requirements engineering.

Software Design Simple design, refactoring, object-oriented anal-
ysis and design.

Verification and Valida-
tion

Inspections, prototyping, peer reviews and test-
ing.

Software Process PSP, formal methods, continuous integration,
configuration management, iterative and incre-
mental development, version control, root cause
analysis.

Software Quality Client satisfaction, quality assurance, coding
standards, quality management

of knowledge of the curriculum are quite different. For example, Table 3.8 presents the
requirements engineering as one of the “best practices” being reported, but there is no detail
on what exact is being done to teach requirements and in the curriculum guidelines there is a
whole knowledge area about requirements (Table 3.1), which includes four units of knowledge.
We therefore first performed a general comparison of knowledge areas and “best practices”.
This comparison was conducted according to our interpretation of the meaning of each “best
practice” reported. Table 3.12 shows this comparison. It shows that all the six knowledge
areas that are related to software projects have at least one related “best practice” that is
being taught.

In a second analysis, we compared the units of knowledge that each knowledge area has
with the list of “best practices”. The comparison is in Table 3.12 where it is possible to see that
from the 27 units of knowledge associated with software projects, 14 of them have a related
“best practice”. This means that almost 52% of the units of knowledge of the ACM-IEEE
Curriculum Guidelines are covered with some “best practice”. Half of the units of knowledge
do not have a high amount of coverage, which can be considered surprising.

Why did this happen? We envision three possibilities: the “best practices” that are
mentioned/suggested in the guidelines are not taught; the “best practices” that are on the
guidelines are taught but not reported as such, or that the “best practices” that are on the
guidelines are not considered relevant by instructors.

We established that there are some practices that were reported as being used in more than
one primary study, which can be considered a good indicator that they are really software
engineering “best practices”, since they were more considered than the others within the
context of software engineering education.
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The low amount of papers reporting “best practices” of software engineering being taught
and the low amount of coverage that these “best practices” have, when compared with
the ACM-IEEE Curriculum Guidelines, let us hypothesize that most practices used in SE
education are not necessarily reported in the literature or they are not characterized as a best
practice. For example: Cheng et al. [171] uses coaching and it is a software engineering best
practice, but in his work it is not described as such, so it was not considered in our procedure
for this systematic review. This suggests that performing a systematic research related to best
practices in software engineering education even using a standard procedure is not flawless,
because there are reported work that uses best practices but are not reported as expected.

3.3 Software Engineering Education in Chile
We only had informal data concerning software engineering education in Chile. Therefore,

in order to understand the reality in SE education, at least in this country, we conducted a
status report of local SE education. In this status report, we elicited universities teaching
computing programs, their curriculum, their courses and the specific courses related to SE.
Our main goal was to understand what was being taught, and how it was being taught. Since
the context of a general career (that has to be taught in one program a little bit of all the
5 curriculum guidelines) are the same. To be able to evaluate and see the real picture of
software engineering education in Chile we needed a study to assess the actual situation,
based on real data, and not just informal communication. To be able to do that we conducted
a study comparing SE education in Chile with the SE2014 Curriculum.

In this study we considered Chilean universities that have a computer related undergraduate
program. We began looking for accredited universities. There were 43 universities accredited
by the Chilean government, where 25 of them belong to CRUCH1 [36], an organization
that groups traditional universities. Two of them do not have computer-related programs
and another four were not available to answer our questions. Therefore, we considered 19
universities and also included the information about Universidad Andrés Bello that, even
though it is not part of CRUCH, it is also a highly-recognized university (see Table 3.13).
This means that from the 24 universities that formed our universe, we managed to contact 20
universities, which represents 83% of the universe.

As a first step in this study, we wanted to know which type of computer-related programs
each university offers: CS Engineering or CS Technology. Table 3.13 shows that all universities
offer CS Engineering and only eight of them deliver CS Technology. The CS Engineering
career has a duration of 11 to 12 semesters, and the students are prepared with a strong
analytical background on computer science fundamentals. In CS Technology, the programs
last between 9 and 10 semesters and prepares students with a focus on implementation.

The data collection was conducted between October and November, 2015. This procedure
has five steps:

1. Identification of CS programs and curriculum gathering from Web pages or by contacting
the programs.

2. Curriculum analysis to identify mandatory software engineering courses.

1Board of Presidents of Chilean Universities (in Spanish)
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Table 3.13: Number of Computer-Related Programs Offered by Chilean Universities in 2015

University
CS Engi-
neering

CS Tech-
nology

Universidad Austral de Chile 1 -
Universidad del Bío-Bío 1 1
Pontificia Universidad Católica de Valparaíso 1 1
Pontificia Universidad Católica de Chile 1 -
Universidad de Tarapacá 1 -
Universidad Andrés Bello 1 1
Universidad Católica Santísima Concepción 1 -
Universidad Católica de Temuco 1 -
Universidad Católica del Maule 1 -
Universidad Católica del Norte 1 1
Universidad de Atacama 1 -
Universidad de Chile 1 -
Universidad de Concepción 1 -
Universidad de La Frontera 1 1
Universidad de Playa Ancha 1 -
Universidad de Santiago de Chile 1 1
Universidad de Talca 1 -
Universidad de Valparaíso 1 2
Universidad Técnica Federico Santa María 1 -
Universidad Tecnológica Metropolitana 1 1

3. Identification of the course instructor by searching the Web or by contacting the program.

4. Obtaining course information from Web sites or by contacting instructors.

5. Clarification of doubts by interacting with the course instructor (when needed).

This information allowed us to characterize the SE courses included in these programs.

3.3.1 SE Course Characterization

After identifying at least one software engineering instructor per university, we contacted
them by email to participate in a phone interview to talk about the SE courses at their
respective universities. In these interviews, we asked some basic questions about programs
and courses, e.g.:

• Are these courses (identified by the authors) the only ones related to SE in this program?

• Can you briefly describe the units included in each of these courses?

• How are the students taking these courses evaluated?

• Do these courses have student projects? In the case of a positive answer, what is the
project size? What relevance does the project score have in the final grade?

• What is the students’ perception about the software engineering courses they have to
take?
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When the course contents were not available online, we asked them to provide us the
material. Considering the existence or not of a project as part the course, as well as the project
size and impact of the project score in the final grades, we defined four course categories:

• Theoretical - Courses that mainly deliver theoretical knowledge through lectures, and
students are usually evaluated using exams, readings and homework.

• Theoretical-Practical - Courses with an important theoretical component that also
include small projects or case studies whose grade has some impact on the course final
grade (less than 50%).

• Practical-Theoretical - Courses focused on projects that also include theoretical
lectures that support project work. Typically, the project grade represents more than
50% of the final grade.

• Practical - Courses that focus almost exclusively on student projects.

3.3.2 Computer Science Courses

Analyzing program curricula we found that CS Engineering has an average of 3.4 SE
related courses and CS Technology has 2.8 (Table 3.14) SE related courses being taught.
Provided that CS Engineering programs include (in average) 46 courses, SE courses represent
only 7.4% of the total. In the case of CS Technology programs, the average number of courses
is 30, therefore the SE courses represent for 9.3% of the total.

We then classified the courses of each program according to the characterization presented
in Section 3.3.1. Figure 3.1a shows the course characterization in CS Engineering programs,
where we can see that Theoretical-Practical courses account for more than half of the courses
(51%), and Practical-Theoretical courses account for 25%. Only 15% of the courses are
Practical and 9% are Theoretical. Figure 3.1b shows the same characterization for CS
Technology programs. Here Theoretical-Practical courses have an even larger relevance (61%)
and there are no Theoretical courses. These numbers show the high relevance that practice
has in the instructional approaches used to teach software engineering in Chile. Although
these approaches are fine, they are usually focused more on operational aspects; e.g. database
creation, requirements; of software development than on concepts; e.g. teamwork coordination,
client negotiation, prioritization, risk analysis; behind the software engineering in Chile.
The first one is short-term knowledge and the second one represents mid-term or long term
knowledge.

3.3.3 SE Knowledge Areas Coverage
After reviewing the knowledge areas of the ACM/IEEE SE 2014 Curriculum and their

associated units (Table 3.2) that are being taught as part of CS programs in Chile, we built a
list of units indicating the number of times each one was taught as part of a mandatory SE
course.

We calculated the frequency with a unit that was taught by taking the average number
of courses that cover that unit in each program. Tables 3.15 and 3.16 show the SE units
most and least frequently taught respectively in the CS Engineering programs. Similarly,
Tables 3.17 and 3.18 present the results for CS Technology programs.

45



Table 3.14: Number of Software Engineering Courses in Each Program in 2015

University
CS Engi-
neering

CS Tech-
nology

Universidad Austral de Chile 4 -
Universidad del Bío-Bío 2 3
Pontificia Universidad Católica de Valparaíso 4 2
Pontificia Universidad Católica de Chile 2 -
Universidad de Tarapacá 3 -
Universidad Andrés Bello 2 3
Universidad Católica Santísima Concepción 3 -
Universidad Católica de Temuco 3 -
Universidad Católica del Maule 6 -
Universidad Católica del Norte 5 3
Universidad de Atacama 3 -
Universidad de Chile 3 -
Universidad de Concepción 2 -
Universidad de La Frontera 4 2
Universidad de Playa Ancha 3 -
Universidad de Santiago de Chile 5 4
Universidad de Talca 3 -
Universidad de Valparaíso 3 3
Universidad Técnica Federico Santa María 4 -
Universidad Tecnológica Metropolitana 3 2

Average 3.4 2.8
Median 3 3

(a) (b)

Figure 3.1: Course Characterization in (a) CS Engineering Programs and (b) CS Technology
Programs
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Table 3.15: Most Frequent Knowledge Units in CS Engineering Programs

Units Courses
Design Concepts 2.45
Design Strategies 2.40
Analysis Fundamentals 2.20
Types of Models 2.15
Requirements Fundamentals 1.95
Architectural Design 1.75
V&V Terminology and Foundations 1.75
Eliciting Requirements 1.70
Project Planning and Tracking 1.55
Requirements Specification & Documentation 1.50
Human Computer Interaction Design 1.50
Process Concepts 1.50

Table 3.16: Least Frequent Knowledge Units in CS Engineering Programs

Units Courses
Communication Skills 0.90
Computer and Network Security 0.60
Problem Analysis and Reporting 0.60
Developing Secure Software 0.50
Evolution Process and Activities 0.50
Software Configuration Management 0.40
Product Assurance 0.30
Process Assurance 0.25
Modeling Foundations 0.05
Professionalism 0.05

We then aggregated the number of units considering their corresponding knowledge areas,
taking into account the courses characterization. Figures 3.2 and 3.3 show that Software
Design and Requirements Analysis and Specification are the most emphasized areas. The
other knowledge areas, except Security and Software Quality, also have a relevant presence in
the software engineering education.

3.3.4 Courses Evaluations

Another point of interest of this study was to determine how students are evaluated in
SE courses. The review of course content allowed us to identify six types of evaluations:
exams, readings, homework, case-studies, projects and peer-assessments. We found certain
relationships between course characterization and evaluations. For instance, there were no
exams in practical courses, and there were peer-assessment only in practical and practical-
theoretical courses, as expected. Figure 3.4 shows the course evaluations for the CS Engineering
and in Figure 3.5 for the CS Technology programs.

In both cases, projects and exams are the most frequent instruments of evaluation; however,
homework have its significancy for CS Engineering and not for CS Technology. CS Engineering
theoretical courses are evaluated mainly with exams and homework, and also with readings
and case-studies to a lesser extent.
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Table 3.17: Most Frequent Knowledge Units in CS Technology Programs

Units Courses
Types of Models 2.25
Analysis Fundamentals 2.20
Design Concepts 2.25
Design Strategies 2.13
Requirements Fundamentals 2.00
Requirements Specification & Documentation 1.75
Eliciting Requirements 1.63
Architectural Design 1.50
Human Computer Interaction Design 1.50
V&V Terminology and Foundations 1.50

Table 3.18: Least Frequent Knowledge Units in CS Technology Programs

Units Courses
Reviews and Static Analysis 0.87
Testing 0.87
Software Quality Concepts and Culture 0.62
Software Quality Process 0.62
Developing Secure Software 0.50
Software Configuration Management 0.50
Problem Analysis and Reporting 0.37
Process Evolution and Activities 0.37
Product Assurance 0.25
Process Assurance 0.12
Professionalism -
Modeling Foundations -
Evolution Activities -

Figure 3.2: Knowledge Areas Characterization of CS Engineering Programs

48



Figure 3.3: Knowledge Areas Characterization of CS Technology Programs

Figure 3.4: Courses Evaluation of CS Engineering Programs

Figure 3.5: Courses Evaluation of CS Technology Programs

The courses that are purely practical are the capstones courses, and these are normally
the last course of the program, where the main goal is to put students to work together in a
team solving a real problem for a real client or for someone emulating a client. The idea is
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Figure 3.6: Course Temporality in CS Engineering Programs

to show students the reality of the software engineering industry in a guided way. Capstone
courses usually follow agile processes, since their students are more committed with their
work (scheduled time workload), and they already have some experience working in teams
and developing software from prior SE courses. The courses that have a practical-theoretical
approach are normally project-based SE courses, where students have to build software to
solve a problem for an internal client from within the university or a problem defined by
the instructor. However, it is one of the first project-based courses where students have to
face working in teams, and they normally do not have experience with that, so they use a
disciplined approach in these courses.

3.3.5 SE Course Temporality
In order to determine when the students are introduced to the different knowledge areas,

we counted the number of times that units of each knowledge area were mentioned as being
addressed in a semester for the considered programs. In Figure 3.6 we show when the
knowledge of each area is introduced for CS Engineering programs, while Figure 3.7 presents
the data for CS Technology programs. These results indicate that the latter introduces
software engineering knowledge earlier than the former; this may be due to the more technical
orientation of CS Technology and also because the complete program is shorter.

3.3.6 Analysis of SE Teaching in Chile

We identified the number of SE courses in both types of programs and which knowledge
areas and units are covered by them. Both types of programs include around three SE courses
that cover most of the knowledge areas included in the ACM/IEEE Software Engineering
2014 Curriculum Guidelines.

The study results also show that most courses follow a practical or practical-theoretical
approach in both kinds of programs; however, CS Technology programs do not include any
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Figure 3.7: Course Temporality in CS Technology Programs

purely theoretical courses at all, which could indicate that the knowledge students obtain
is the minimum required to run software projects and not to be life-long learners. Exams
and projects are the most frequent types of evaluations for software engineering courses, but
homework also plays a relevant role in CS Engineering.

We also found that both kinds of program teach only a few software engineering courses
during the first half of the program. Most courses are concentrated in the middle. As CS
Technology is a shorter program, software engineering courses start in the fifth semester while
in CS Engineering in the seventh. Even though we believe that students should learn software
engineering earlier in their programs, they need to count on knowledge provided by other
courses such as programming or databases before software engineering can be useful and
meaningful for them.

The instructional practices used in SE courses in Chile normally go hand-in-hand with
the software process. The capstone courses (purely practical) uses agile processes, so they
usually have a coach helping them and they have to perform self-assessments during project
development. The practical-theoretical courses, more specifically the project-based courses
uses a disciplined software process, so they normally have to use some tools like e-portfolios
to manage their project, peer-assessment, and reviews. Finally, the courses that have a
theoretical-practical or theoretical approach follow other instructional approaches such as
case-studies, simulated scenarios and the traditional approach.

The results suggest that the number of software engineering courses is quite low. However,
we will need to evaluate if this is enough for students to perform satisfactorily in industry
once graduated. Analyzing professional performance is part of our current work; we will use
this information as a feedback for curriculum design taking into account the starting point
reported in this work.
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Table 3.19: Mandatory Practices
Knowledge Area Best Practices
Software Modeling and
Analysis

Basic problem analysis (problem analysis, use cases, data flow
diagrams, business process).

Requirements Analysis and
Specification

Requirements definition, requirements elicitation, requirements
specification, requirements categorization (functional, quality, etc.)
and requirements documentation.

Software Design Design definition, definition of design and requirements interaction,
definition of design principles, design strategies (function-oriented,
object-oriented, data-structured, aspect-oriented).

Software Verification and
Validation

Code peer reviews, unit testing, and test-driven development.

Software Process Project planning and tracking.
Software Quality -
Security -

3.4 Practices for SE Education
After analyzing the SE2014 (ACM/IEEE SE Curriculum Guidelines), the SE best practices

reported as being used in a systematic review, revising the SE2014 adherence on Chilean
universities and in light of what we discussed in the Related Work (Chapter 2), we classified
the best practices reported in the 2014 ACM/IEEE SE Curriculum Guidelines and then
defined them as mandatory (they must be taught), recommended (it is advised to be taught)
and optional (to be taught if there is time). Our categorization of best practices is based on
their reported use found in published research papers, and reported as being used in Chilean
universities.

Table 3.19 shows the best practices that we consider as mandatory. Table 3.20 presents the
recommended best practices, and in Table 3.21 are the best practices that are optional. All
the tables presenting the best practices here are summarized by knowledge areas, according to
the SE2014 Curriculum Guidelines. It is worth mentioning that this categorization does not
reflect our opinion about which practices are more important than others, we just categorize
the practices according to the data collected.

Regarding the instructional practices, as reported by the literature and as they were
found out in our status report in Chile, there is a difference in the software process used in
project-based courses and capstone courses. Although both types of courses use a hands-on
approach, capstone courses usually follow an agile software process and project-base courses
follow a disciplined software process. Consequently, the instructional approaches utilized by
instructors and teaching assistants are directly related to the chosen software process.

In agile software processes the instructional process usually involves coaching and tightly-
coupled work. In the case of disciplined software processes loosely-coupled work is assumed,
but there are few to no instructional approaches reported in the literature, particularly for
this type of process. However, there are some transversal techniques, e.g., peer-assessment
and the use of e-portfolios, which could be used in both scenarios.
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Table 3.20: Recommended Practices
Knowledge Area Best Practices
Software Modeling and
Analysis

Modeling elicitation (entity-relationship, state diagrams, business
process, workflows, etc.).

Requirements Analysis and
Specification

Prototype validation, inspection, and requirements revision.

Software Design Elicitation of architectural design, elicitation of hardware archi-
tecture, prototype navigation, visual design definition, design
notation definition, database design definition computer interac-
tion design, detailed design, and elicitation of metrics to design
evaluation.

Software Verification and
Validation

Verification and validation planning, code inspections, validation
through requirements verification, and integration tests.

Software Process Software process definition, software process usage, software con-
figuration management, refactoring, and software maintenance
documentation.

Software Quality Quality requirements attributes, and software quality standard
definition.

Security -

Table 3.21: Optional Practices

Knowledge Area Best Practices
Software Modeling and
Analysis

Modeling principles definition (decomposition, generalization,
etc.).

Requirements Analysis and
Specification

-

Software Design -
Software Verification and
Validation

Debugging techniques usage, problem resolution and protocol.

Software Process -
Software Quality Process assurance, product assurance.
Security Security definitions, network security threats definition, and cryp-

tographic protocols selection.
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Summarizing, ACM and IEEE developed with the help of many SE instructors and experts
from industry a SE curriculum guideline to help universities to teach what really matters in
SE. The guidelines were first published in 2004 and in 2014 it were updated. The ACM/IEEE
curriculum guidelines are considered best practices to be taught to SE students. But sometimes
is not possible to create a SE program. And SE have to be taught in a more general program,
in that case what SE best practices should be taught? To answer this question we performed
a systematic literature review of the best practices being taught to SE students. The results
show a set of practices that are reported as being taught but the amount of primary studies
selected was a lot less then expected. In this systematic literature review we did not find
any work from Chile, so we performed a study to evaluate the SE education in Chile. In this
study we reported that there are an average 3 courses dedicated to SE, and that SE is being
taught in a practical fashion (with projects). And we ended proposing a list of mandatory,
recommended and optional SE best practices to be taught to students in a more general
computer related program.
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Chapter 4

EduProcess

This chapter presents an overview of the proposed prescriptive software process: the EduPro-
cess. The individual phases, activities, artifacts and milestones are presented in detail in the
Appendices. Appendix A presents the student track of EduProcess, Appendix B presents the
instructor track and Appendix C presents the monitoring process.

4.1 General Approach

EduProcess is a disciplined software development process intended to help guide the
systematic development of information systems in project-based courses, considering the
critical needs of the project stakeholders. This process involves four phases (see Figure 4.1):
Conception, Iteration 1, Iteration 2 and Deployment. It is important to remark that the phases
are sequential, except for iterations 1 and 2, where there is an overlapping (approximately
50%).

Figure 4.1: General Architecture of EduProcess

During the first phase, the problem to be addressed and the project context are elicited
and understood by student software teams, and a first idea of the solution is represented
through a simple prototype, which is validated with the stakeholders. The idea is to agree on
a common goal among all involved people, in order to establish the initial direction of the
project. During the next two phases, the solution is developed in an incremental way, with
clients and users participating in weekly meetings. Finally, in the last phase (deployment)
the solution is tuned and put into production.

This process can be used to support software projects of at least seven weeks of duration,
considering student teams that work in a loosely-coupled way. However, given the process
structure, it is recommended that projects lasts at least 10 weeks.
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The process shown in Figure 4.1 involves two parallel tracks: one used to guide student
work (and also includes other stakeholders) and the other that is used to guide the teaching
team (see Figure 4.2). In the first track, students assume roles as part of the development
team, and the activities of that track are focused on obtaining a software product that helps
clients and users deal with the problem being addressed. The second track is used to help
students put into practice the SE theoretical knowledge and carry out the different aspects
involved in a software project. As mentioned in Chapter 1, both tracks are intertwined
although they pursue different purposes.

Figure 4.2: EduProcess Tracks

In order to help the reader understand the rationale behind the design of the EduProcess,
the next subsections briefly explain the type of products to be developed using this process,
and also the roles played by participants.

4.1.1 Target Software Product

EduProcess is focused on supporting students during the development of information
systems. We have chosen this type of product since they are easy to conceive and represent
most of the development projects that are currently being done by the software industry
at a global level. These products are initially structured through a three-tier architecture
(see Figure 4.3), where the upper layer corresponds to the user interface, the lower layer
corresponds to the data, and the middle layer is the glue (typically related to the business
logic). This structure helps students understand separation of concerns, and organize the
conception and development of the final product.

4.1.2 Supported Roles

EduProcess was conceived to support small software teams (five to seven students), in
where the students work in a loosely-coupled way; i.e., they work autonomously most of the
time and have sporadic instances (at least once a week) for synchronizing their activities and
integrating their work. These teams need to use a defined prescriptive process, since there is

Figure 4.3: Architecture Assumed for an Information System
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no time directly assigned to students for face-to-face interaction, and their other courses and
personal lives make almost impossible to perform tightly-coupled work.

Team members can play one of the following roles: project manager, requirement analyst,
designer-developer or quality assurance engineer. Each team defines its own structure and
assigns the human resources depending on the work to be addressed; however, there should
be at least one person playing each one of the previously mentioned roles. Details of the roles
activities and characteristics are presented in Appendix A.

There are also clients and users that represent the other stakeholders. One person can
play both roles, but it is better if they are played by different people. Typically, clients help
the team establish development priorities of the project. The agreement establishing the
project scope and development priorities is signed by the client and the development team
and delivered to the instructor. This agreement represents the project contract, which can be
modified with a settlement between both parts.

Concerning the instructional team, we can identify three roles: instructor, teaching assistant,
and monitor. The first two roles are mainly focused on evaluating the development process
conducted by the students and also their results; more details about these roles can be found
in Appendix B. The last role (monitor) is neither an evaluator nor a coach, but an agent that
promotes and facilitates self-reflection among team members, and uses this as a mechanism
to help them find solutions by their own, for their individual and team problems (like a
psychologist). More details about these roles are available in Appendix C.

4.2 Structure of EduProcess

Figure 4.4 describes the four phases of EduProcess (i.e., Conception, Iterations 1 and 2, and
Deployment). Based on that, the figure summarizes the major software development activities
that should be addressed by students, deliverables (work products), reviewing activities that
allow clients to validate work products, and milestones related to the development of the
software product. The activities highlighted in orange are part of the software process, those
in light blue belong to the instructional process, and those in green are part of both processes.

EduProcess also indicates the instructional activities performed by the instructor, teaching
assistants and monitors, where most of them are intertwined with the software process
activities. Particularly, the product reviews, the monitoring of the development process, and
the work sessions performed jointly between the software team and its clients and users. The
teaching team is in charge of product reviews (checkpoints) and sometimes these activities
also involve the clients and users; in particularly, these people participate in the last review of
each phase. The next subsections explain in more detail each phase of the EduProcess; i.e.,
the software development process and the instructional process.
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4.2.1 A Brief Description of the Software Process

As shown in Figure 4.4, each phase of the process ends with an assessment (or reviewing
activity) that is usually conducted through a Formal Technical Review (FTR) or a Live
Software Review (LSR). Complimentarily, Figure 4.5 indicates that EduProcess implements a
sequence among Conception, Iterations and Deployment, but there is some overlap between
the two iterations. This strategy helps people playing the stated roles keep engaged with the
project and the team, since they have some work to do at all times.

Figure 4.5: Structure of the Software Process

4.2.1.1 Conception

The main objective of the conception phase is to understand the client’s problem, its scope
and the context in which the problem appears. In order to address it, each team has to
identify the main user requirements of their own client, project risks and make sure that the
client’s problem is well understood. Based on that, each development team imagines the
software product they think would help clients and users to deal with their problem.

The first deliverable of the development team during this phase is an informal presentation
where they explain to the rest of the students, the instructional team and the stakeholders,
the problem that they have to address, the organizational and business context around the
problem, and the actors that should be involved in the solution (mainly, the types of users
to be supported). This preliminary evaluation instance pushes the students to address the
project in an early stage, and it also makes the students’ knowledge about the problem visible.

At the end of this phase, the team should deliver two products: (1) a refined and extended
version of the previous presentation (Presentation of the Software Conception - SCo), and
(2) a software prototype (SoP) that does not need to be functional, but that must include
the main user interfaces, a draft of the workflow that the software will support and the data
model to be used (see Figure 4.6).

The evaluation of these products helps the instructional team to determine if the develop-
ment teams and clients’ goals and expectations are aligned. Moreover, it intends to determine
if the clients’ problem can be mitigated with the software product envisioned by the team.
The product prototype also helps the team to better understand the clients’ problem and
manage the expectation of all stakeholders. In the Conception phase, the students are not
assigned to roles, all the students work together on understanding the clients’ problem and
conceiving a possible solution.
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Figure 4.6: Structure of the Software Prototype

Figure 4.7: Relationship Among the Work Products of Iterations 1 and 2.

4.2.1.2 Iterations 1 and 2

Iterations 1 and 2 are very similar, so we will present them together in this section. We
will discuss the points where they have some differences in the section. The purpose of this
phase is to use the prototype created during the Conception phase as an instrument that
helps determine the user and software requirements, the product design and also to begin the
implementation of the services provided to the end-users. At the beginning of this phase, all
students should assume a specific role (i.e., project manager, analyst, designer-developer or
quality assurance engineer). The role configuration is proposed by each team to the instructor,
who can accept, request modifications or reject their proposal. Once the team structure is
agreed, each member must perform particular activities according to the role that he/she is
playing. The team can change its role configuration only at the end of a phase.

The work to be done in this phase consists on performing the following major activities:
analysis, design, implementation (that includes testing), and the corresponding review of the
work products obtained in these activities. The relationships among the work products are
shown in Figure 4.7.

The process starts identifying the user requirements (UR), using the software prototype
obtained in the conception phase, as well as interviews with the stakeholders as input
information. These requirements are then translated into software requirements (SR). This
translation is validated by the team using a UR/SR traceability matrix, and with the
stakeholders using an improved version of the software prototype (SoP).
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The Requirements Specification Document (RSD) is obtained as a result of the first two
activities. This document has to be presented at Formal Technical Review (FTR) to the rest
of the students and the instructional team. In this instance (indicated as AN/R in Figure 4.4),
the main user and software requirements are validated by the instructional team and the rest
of the review attendees, including the quality assurance engineer who has to report not only
his/her analysis of the Requirements Specification Document, but also the comments and
observations raised in the FTR.

Using as input the RSD, the result of the FTR and also the software prototype, the product
design is created and specified in the Design Document (DeD). This document must present
the process that the software will support, the environment where the software will be inserted
into the design of its components, the navigability, the data design (database) and the software
interfaces (evolved prototype). The responsibility of the DeD falls on the designer/developer
role, who is responsible for presenting it during the design Formal Technical Review (FTR)
session.

The quality assurance engineer has to analyze the DeD to guarantee that the design meets
the user and software requirements. He/she has also the responsibility of creating test cases
for all software requirements.

The last activity of this phase is the implementation of the software product, which
must take into consideration all the previous work products: RSD, DeD, SoP and all the
observations received during FTR sessions. The designer/developer team has to code the
software, perform unit, system and integration tests of the code done (code inspections).
After the code is written, the quality assurance engineer has to validate all the test cases, and
after the software pass the tests, the software faces the client/user validation. Each Iteration
finishes with a Software Product (SPr) that has to be presented at a Live Software Review
(LSR).

4.2.1.3 Deployment

This is the last phase of the EduProcess, and it could also be called the handover phase.
During this phase, the students must install the software in the previously defined operational
environment and demonstrate to the client/users all its capabilities. The software has to be
completely validated by the user, installed at the client’s facilities, configured, and eventually
the data of legacy systems should be migrated to the new application. In summary, the team
has to deliver a complete running software solution.

The most important activities that must be performed during this stage include the final
adjustments to the implemented system, the deployment of the software solution, and conduct
the final acceptance tests with users and clients. Almost all the roles contribute to this phase.
The quality assurance engineer has to completely validate the product and perform the tests
with the client and users. The developers/designers have to deploy the software (ASPr) into
its running environment and put it into production. The project manager must deliver the
Source Code of the application and the Project Historical Document (PHD) to the client.
The level of approval of the ASPr by the client determines the level of success of the project;
it is a binary evaluation.
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4.2.1.4 Work Dynamics
It is important to remark that each development team has assigned one hour per week

to interact face-to-face with their stakeholders (clients and users). The interactions are
conducted during a pre-established time slot that should be agreed between the team and
the stakeholders (e.g., every Monday from 10:00 to 11:00). The use of this time slot is not
mandatory, but any time not used is considered lost. .

It is also expected that each team has a short weekly session for checking the project
status and coordinating team activities. At the beginning of the project, these coordination
sessions can last 20-30 minutes and by the end they require 5-10 minutes. Typically, they are
conducted immediately before or after course lectures. Although coordination using digital
communication media is very welcome and used, frequent face-to-face interactions to discuss
project issues helps increase the sense of team belonging and the commitment of its members.

Students who take a project-based course normally have other courses with similar time
consuming demands. Therefore, the coordination effort within the team is not negligible. The
role of the project manager is transversal to all phases and it is critical to the success of the
project, since he/she needs to coordinate the work of team members and keep in contact
with clients and users. The project manager assigns tasks to the team members, who have
to address these assignments on their own time. Therefore, the teams usually work in a
loosely-coupled fashion.

Once a week each team has to meet with its monitor, who gathers information about the
project and team status. To this end, the monitor asks the team members simple questions,
which require direct answers; for instance: “Has everybody accomplished their assigned
tasks?”. The monitor’s questions are used to make an initial diagnosis of the project progress,
team members’ commitment, and perceive the quality of the teamwork. The answers to the
monitor’s questions must be agreed among team members. Finding a consensus pushes the
students to analyze various opinions and points of view, and it helps them create a common
view about the team and project current status. More detail about monitoring can be found
in Appendix C.

4.2.2 The Instructional Process

The instructional process is the track of the EduProcess that supports the teaching-learning
experience. The instructional process is divided into the same four phases as the software
process. As shown in Figure 4.8, this process is sequential, and it includes a first phase
(Preparedness), which must be conducted before Conception, and it is focused on preparing
the practical experience. Then, the process considers the conception, two iterations and the
project closure. Appendix B describes the instructional process in detail.

At the end of each phase, there are at least two assessment activities: (1) a Formal Technical
Review (FTR) or a Software Live Review (SLR) depending on the product being evaluated,
and (2) a Peer Assessment (PeA). The result of both activities has an impact on the students
final grade. The first one is led by the instructional team and it is focused on evaluating
the work products obtained by the team. The second one is a peer-assessment, where the
students anonymously evaluate the performance of their teammates and provide feedback
for helping them overcome conflicts and limitations. In this second type of assessment, we
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Figure 4.8: Structure of the Instructional Process

recommend using the instrument proposed by Silvestre et al. [32], which was designed to
support peer assessment during project-based and capstone courses.

4.2.2.1 Preparedness

According to Silvestre et al. [32], commitment is a key variable that influences the results
of the software projects. In order to generate engagement, the instructor should try to count
on a pool of projects that potentially interest the students, and involve clients and users that
are really attentive in the final product. Finding these projects requires time, and there is
no particular time frame to execute such an activity; therefore, it is recommended that the
instructor conduct a search for suitable projects at any time that he/she considers convenient.
Thus, it is possible to count on a pool of suitable project/problems that need a software
solution, and that can be addressed in a project-based course.

Typically, universities (including their departments) have several needs in terms of admin-
istrative services or systems, which can be addressed as projects in these courses. Developing
solutions for this scenario has several advantages: (1) the clients and users are usually close
to the development team, (2) the students have a better chance to know the business problem
to be addressed, (3) the clients and users understand that the development is in an academic
scenario, and (4) the instructor can provide a direct benefit to his/her institution.

The project should fulfill the following requirements in order to be eligible for a project-
based course supported by the EduProcess:

• Type of project. The product to be developed should be an information system for
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several reasons. Usually this type of system is not too complex and it is the most
frequently developed type of system in industry. These systems can be addressed in the
time available in these courses, even if the developers do not have a deep knowledge
about the business domain that the problem belongs. Most students already have some
experience implementing software, as part of an academic activity or for the industry;
therefore, they are in some way conscious of the activities to perform and challenges to
address. There is at least a common knowledge domain that can be expected of this
kind of project, since they are all information systems related somehow to the university,
besides the fact that, typically they have similar complexity among them. Moreover,
the students feel that learning to develop this kind of systems is valuable for them.

• Project complexity and size. All team projects should be of a similar size and complexity,
and it should be possible to develop the product in the available time. Normally, web
information systems are not considered very complex projects, and their front-end and
back-end are equally important to the success of the project. Moreover, addressing
projects of similar size and complexity demands evaluations more fair and balanced for
all the students. The instructor can also learn from past experiences and improve the
course in the future.

• Clients and users. Each project should have a client and a user, both available at least
one hour per week to interact with the students. Since students using the EduProcess
are considered novice, they do not have enough expertise in developing software in
teams, nor in the business domain of the user/client. Therefore, these stakeholders
should be available to meet weekly with the team during the whole project, since the
students will have different requirements for the client/user according to the phase of the
process in which they are working on. A committed client/user can make a difference
in projects when the team is not versed in the business domain.

• Business domain. Web information systems can be applied in several business domains,
some of which can be known or understandable by the students. Considering the fixed
duration of the projects, it is reasonable that the projects do not involve business
domains that are difficult to understand. If so, students would spend a lot of time in
getting knowledge of the business domain instead of learning to develop software in
teams.

Considering the pool of projects, their eventual priority, and the number of students enrolled
in the course each semester, the instructional team must decide how many and which projects
to develop. Then, the students should be assigned to teams of 5 to 7 students. Silvestre et
al. [32] proposed a software tool that considers the socio-technical profile of the students, in
order to recommend a set of balanced and socio-technically compatible software development
teams. This tool was used to perform the teams conformation.

Finally, a particular project (with the corresponding client and users) must be assigned to
each team. In order to avoid conflicts among teams, we recommend using random assignments.

4.2.2.2 Conception

Provided that the students have to understand client’s problem, its scope and context,
during this phase the instructional team has to support them. Therefore, classes during this
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phase should focus on topics like client interviews, problem evaluation, context understanding
and software prototyping. Moreover, the instructional team should check the advance of the
software projects and eventually support the student teams (in some way) during this first
stage, since it is the most challenging of the whole process because the students must take
the ownership of the project.

The instructional team evaluates the software teams twice during this phase. The first one
is informal and focused on providing feedback on the project goal and scope, and the second
one is formal and focused on evaluating the proposal (Presentation of the Software Conception
(SCo) and the Software Prototype (SoP). The instructional team has to be concerned with
giving guidelines to the students about how to perform the team work, team communication
and coordination, and also highlighting the points that need improvement or attention.

As mentioned before, every week the development team must meet with the stakeholders,
and also with their monitor who helps the students reflect on the activities done by the team,
understand their consequences, and try to learn for future situations. These activities are
transversal, i.e., they are conducted during the whole project, and they are explained in more
detail in Appendix C.

4.2.2.3 Iteration 1 and 2

These two phases, Iteration 1 and 2 are very similar, so we will present them here as one
and we will point it out when significant differences appear. The main role of the instructional
team during this phase is to support the design and validation of the software being built.
Particularly, performing exercises during classes that show the students how to perform certain
activity in a practical way (e.g., how to interview a client), making an important difference
in how effective students are when conducting these activities. These practical exercises
act as live examples that allow students to gain confidence and know to carry out their
assigned activities in a suitable way. Complimentarily, making available examples of the work
products to students should produce and also helps them accomplish the activities results.
In summary, the instructional team should help students put into practice the theoretical
knowledge acquired in the previous software engineering courses.

In order to do that, during these phases, the instructional team has to support the students
by reviewing their Requirements Specification Documents (RSD), Software Prototypes (SoP)
and Test Cases (TeC), which were developed based on the software requirements. These
supporting activities include identifying ambiguities in the software requirements specification,
validating the project goals and scope, and evaluating if the team is able to do the amount of
work agreed to with the client. Similar to the Conception phase, the weekly meetings of the
development team with the stakeholders and the monitor continue until project deployment.
Figure 4.9 shows the general workflow of the Instructional Process for this phase (the same
for both iterations).

During the Software Design and Evaluation activities, the instructional team focuses on
providing live experiences that help students to perform the development activities considered
in the process. In this track, the deliverables are formally evaluated and detailed feedback
is given to the students. Just like in the Requirement Analysis activity, examples of the
deliverables are made available online to students (e.g., the Design Document (DeD) or the
Software Product (SPr)), as this helps them address product development in a more effective
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Figure 4.9: General Workflow of Iterations 1 and 2 for the Instructional Process

way.

At the end of each iteration a Software Product is obtained, which is evaluated through a
Live Software Review (LSR). In the evaluation activity, all those involved participate (i.e., the
development team, the instructional team and the stakeholders) and the functionality related
to the main software requirements is shown in a live demo. The instructional team and the
stakeholders can ask the developers to present a demo of any part of the product, in order to
validate/verify the behavior of the software components. Moreover, the development team
must make the software product available to the instructional team and stakeholders, who
should evaluate more in depth the product after the LSR. All comments and errors detected
during the LSR and the following review are recorded by the software quality engineer in a
review log file. Those items must be addressed by the developers, and they will be re-checked
during the next product review.

4.2.2.4 Deployment

During this last phase, the instructional team supports the students with the process of
deploying the solution, training users and addressing software incidents. However, the most
important part of this phase is oriented to make students reflect on the activity they just
experienced, identifying lessons learned, realizing the relevance of team work and co-work
with clients and users, and determining the value of the results obtained. Getting valuable
knowledge for reusing in future experiences is the most important goal pursued in this phase
of the instructional process.

4.2.2.5 Reflexive Weekly Monitoring

The Reflexive Weekly Monitoring activities is part of the instructional process. In these
sessions, that have a duration of 30-40 minutes, the monitor helps students reflect on the
past experiences and their consequences, understand the challenges and the conflicts that
are usually present in software projects, and overcome (on their own) difficulties within the
team, with their clients/users and also with the product being developed. In these sessions,
the monitor acts as a facilitator, a counselor, who makes the people reflect and identify the
solutions to their problem/challenges.
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Figure 4.10: General Structure of the RWM Sessions

The monitoring sessions involve the three stages indicated in Figure 4.10: monitor diagnosis,
team reflection and closure. The first one is focused on diagnosing the status of the team and
the project, and also to know if the team is aware of the current situation. The second stage
makes the students reflect on the issues identified in the diagnosis, and also find solutions to
overcome them. Finally, during closure, the team establishes a plan to deal with these issues,
and tries to envision if the current situation will allow them to meet the project goals on time.

The monitor keeps a Monitoring Record (MoR) of the sessions, which are given to the
instructor only at the end of the course; this document is used as formative feedback to the
instructor to change future offerings of the course. The idea is not to use these records to
evaluate the students or keeping the instructor aware of the project or team situation, but
to help students improve knowing that they can be honest and sincere during these sessions
because recognizing their mistakes only can bring good results in the future. Appendix C
explains the RWM process in detail.

4.2.2.6 Weekly Work Meetings with Clients and Users

The general goal of the weekly work meetings is to create and keep a common and updated
understanding between the software team and the stakeholders (clients and users) in terms of
the project goals, scope, deadlines and deliverables. Therefore, these meetings have specific
purposes depending on the stage of the process on which the team is working on. Figure 4.11
shows a general workflow that characterizes the purposes of these meetings.

The first couple of meetings focuses on trying to understand the problem to be addressed
and the organizational/business context in which the problem appears. Based on that
understanding, the software team can define user requirements that determine the project
goal and scope. Such a definition is validated with the stakeholders using a prototype (not
necessarily functional) of the software product envisioned by the development team. If
the result of the validation is positive, the team continues with the software requirements
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Figure 4.11: Process of Co-work between the Software Team and the Stakeholders

definition, based on the user requirements. Such a definition follows the same validation
process and (in case of a positive result) allows the developers to formally start the definition
of the product design. Once again, the meetings with the stakeholders are used to validate
this design, which is embedded in a prototype of the product. Finally, the programmers can
build the product once the design is approved, envisioning that the final system will meet
with the users and clients expectations.

4.3 SE Best Practices Included in EduProcess
Table 4.1 presents the Software Engineering Best Practices that have been included.

These best practices include all the mandatory and recommended practices mentioned in
Section 3.4. Some of them are addressed more in depth than others, more detail can be found
on Appendix A .

4.4 Process Restrictions
Different software development process usually target the development of certain types

of projects or the development of particular products. For instance, RUP (Rational Unified
Process) is probably the most suitable process to support large projects that involve the
development of large (and eventually complex) systems. In this sense, EduProcess was
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Table 4.1: SE Best Practices Included in the EduProcess

Knowledge Area Best Practices
Software Modeling and
Analysis.

Problem analysis, use cases, data flow diagrams, informa-
tion modeling, behavioral modeling, architectural modeling,
analyzing correctness.

Requirements Analysis
and Specification.

Definition of requirements, requirements process, require-
ments characteristics, analyzing quality, requirements evolu-
tion, traceability, prioritization, requirements management,
eliciting requirements, requirements documentation, reviews
and inspections, prototyping, validating product quality at-
tributes, inspections.

Software Design. Design and requirements interaction, architectural design, de-
tailed design, design evaluation, prototype navigation, visual
design definition, database design definition.

Software Verification
and Validation.

Unit testing, integration testing, developing test cases, code
inspections, validation through requirements verification.

Software Process. Process concepts, project planning and tracking, software
configuration management, team self management, software
process usage, software configuration management.

Software Quality. Quality requirements attributes.
Security. -

conceived to support the development of small-sized Web information systems, to be used
by novice developers in academic scenarios; particularly in project-based courses. Next we
explain these restrictions more in detail.

4.4.1 Type of Projects to be Addressed

There are three types of projects that can be addressed with EduProcess: new developments,
system extensions and reengineering. The first type corresponds to green field projects; i.e.,
new projects that are conceived and developed from scratch, even if they replace a legacy
solution. Extension and reengineering projects represent brown field initiatives. Extensions
typically involve adjusting the functionality of an already implemented software and adding
new functionalities. Reengineering projects focus on rethinking or re-conceiving an already
implemented system, eventually reusing some legacy components.

These project types represent a challenge for student teams due to different reasons. New
developments push the students to help the client clarify the problem to address and identify
the project context, because the project goal and scope are usually not clear at the beginning.
Moreover, these projects require that the developers know enough (or learn enough) about
the application domain in order to propose a suitable solution that really solves or mitigates
the proposed problem.

Extension projects assume that the product is already designed (at least its architecture
and main components), and also the technology used to implement the product (programming
language, database, and sometimes, development frameworks). In this situation, the developers
must develop an understanding of the design and code authored by other people, which is
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always a challenge. Usually, in this type of project the problem to address is clear and the
knowledge of the business niche is more available than in new developments.

Reengineering projects are normally a re-thinking and re-implementation of an existing
system, which typically involves changes to the business logic, process to be supported,
functionality to be offered to the end-user, and eventually, changes of the technologies used
for implementing the solution. Frequently these systems provide services or information to
other systems; therefore, reengineering projects impose several functional and technological
challenges to the developers, particularly if they need to reuse components of the legacy
system.

Typically the project type is a variable that is part of the project context, and demands
that the software process be adjusted for addressing each particular project type. Meaning
that the software process must address each project type. However, EduProcess was designed
to deal with these three types of projects, which allows the instructor to keep only one
course calendar and one set of assessment activities. This considerably eases the load of
the instructional, monitoring and assessment activities, although the focus of the product
evaluation changes depending on the project type.

4.4.2 Product Type, Size and Complexity

As mentioned before, EduProcess was conceived to help guide students building mainly
Web information systems, since these can be built during a semester and they are the most
frequently developed product by the software industry. These products can be developed in a
project-based course, even if the students (developers) do not have a deep knowledge of the
business domain to which the problem belongs to. If the projects to be addressed are almost
exclusively Web information systems related somehow to the university, they tend to have
similar complexity and involve a business domain that is not completely unknown for the
students, which is highly convenient for these experiences. Moreover, the students perceive
that learning to develop this kind of system is valuable for them.

Provided that semesters have a fixed duration, the project to be built in project-based
courses should be selected and defined to ensure that a reasonable product can be obtained
in such a period. Therefore, the size and complexity of the product to be developed should
be bounded, also to avoid the creation of false expectations by the client. We recommended
that the course instructor and client agree on a first scope for the project; and then the
development team must negotiate the final scope with the client, sticking to the agreements
reached with the instructor. Thus, the students learn to negotiate, but keep the project to
a size and complexity that they can manage and correctly develop within the course time
frame.

4.4.3 Dealing with the Requirements for Academic Software
Processes

In Section 2.2, we presented a set of “minimal” requirements for a software process to
be used in an academic scenario, developed by Paula [123]. EduProcess address all the
requirements listed by Paula.
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• Process architecture - The complete educational process is clearly defined with its inputs,
activities, outputs, deliverables and milestones. EduProcess is specified in detail and is
available online (http://www.dcc.uchile.cl/∼mmarques/).

• Team orientation - EduProcess was designed to be used by small software teams, from
five to seven students, with adequate roles for a prescriptive software process and related
activities fairly distributed.

• Project cycle time - The cycle time of EduProcess is measured in weeks. EduProcess
can be used in courses from seven to fifteen weeks of duration.

• Standards and practices - EduProcess uses SE standards and best practices; e.g.;
requirements, design, testing and others. The standards and practices used in EduProcess
are not arbitrary they were selected based on our already analysis of SE best practices
already presented.

• Student support - The process includes guidelines and templates to help students to
understand what they have to accomplish. And EduProcess also includes the reflexive
weekly monitoring process, which helps students during the whole project.

• Instructor support - EduProcess has a specific track that specifies the instructors support
activities.
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Chapter 5

EduProcess Evaluation

The main goal of this thesis work is to define a prescriptive software process that helps
all the involved stakeholders to run software projects in academic scenarios, considering
loosely-coupled teams. The process should be usable in a systematic and affordable way, by
students, instructors, clients and users. To this end, we created and formalized the EduProcess.
However, we have to determine wether the EduProcess makes the practical experiences of
project-based software engineering courses, repeatable, while producing positive results. In
order to do this, we used EduProcess during four semesters in a project-based course at the
Universidad de Chile, and evaluated this activity using a case study.

A case study investigates a contemporary phenomenon (the case) in its real-world context,
especially when the boundaries between the phenomenon and its context are not clear.
According to Yin [176], case study evidence may come from six sources: documents, archival
records, interviews, direct observation, physical artifacts and participant observation. In our
case, we use the first five sources of evidence.

The use of multiple sources of evidence in case study research allows a researcher to address
a broad range of historical and behavioral issues. However, the most important advantage is
the development of potentially converging lines of inquiry; particularly, triangulation gives
strength to the findings since they can be corroborated with data from multiple sources. Thus,
any case study finding or conclusion is likely to be more convincing and accurate if it is based
on several sources of information.

This case study intends to determine the validity of the stated hypotheses, that a prescriptive
software process for guiding SE development projects using a disciplined approach (EduProcess)
can:

(H1) make these experiences repeatable while investing an affordable effort.

(H2) help produce positive results in software projects.

By repeatable we mean that the process can be used more than once, having the same
pattern of results; and by affordable we mean that the time and skills required from all
stakeholders to follow the process, should be aligned with what we can expect in an academic
scenario. We consider “positive results”: a suitable level of teamwork, and projects that
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Figure 5.1: Timeline of the Evaluation Process

successfully deploy the resulting software product. In order to evaluate these two hypothe-
ses, qualitative and quantitative data was collected, analyzed and compared with previous
experiences.

As mentioned, EduProcess was used in a project-based course during four semesters,
involving 14 software teams that obtained positive results in their projects. Given that the
same pattern of results was evidenced in the four semesters, it is possible to say that the
process and the results are repeatable. These results partially support the stated hypotheses.
However, in order to complete the validation process, we compared the performance of the
teams that used EduProcess with those that used SSP [115] (the predecessor of EduProcess).
The same exercise was done by considering the effort required for using processes.

The case study considered the results of the last eight semesters in the Software Engineering
II course (CC5401) in which SSP was used to support the course (involving 23 teams, and
131 students), as well as the last four semesters (14 teams, 94 students) in which EduProcess
was used in the same scenario (see Figure 5.1). As it will be shown, both experimentation
scenarios are comparable.

The results of this comparison indicate that both processes are repeatable; however,
EduProcess can be repeated by third party teams using the process definition (i.e., its
formalization), which opens the possibility that other instructors and students can take
advantage of this proposal. The comparison also shows that the use of both processes
demands a similar effort from instructors, students, clients and users, and such an effort is
affordable by these people, which supports H1.

On the other hand, both processes were able to get positive results, but the quality of the
software products and the consistency of this attribute was higher when using EduProcess.
The average (mean) quality of the products obtained with SSP was rated as 5.71 (S.D.: 1.03)
on a scale from 1 to 7. In the case of EduProcess, the average quality was rated as 6.31 (S.D.:
0.37), which is higher than SSP and also more consistent, considering the standard deviation.
These results supports H2.

In the next sections we present the details of the case study, the statistical analysis of the
results, and the hypotheses validation. The chapter finishes with the threats to validity of
the case study, and a discussion of the results. All the data shown here is presented in a
comparative way, using a two independent samples test. Particularly, we show the results of
using SSP and also those resulting from using EduProcess.

5.1 Case Study Scenario

We conducted this case study in the Computer Science Engineering program of the
Universidad de Chile. This program lasts 11 semesters and addresses most knowledge areas
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considered in the ACM-IEEE [119] Curriculum Guidelines. This program has three mandatory
SE courses: the first one is mainly theoretical, and the other two have a more practical focus.
These last two courses use different development approaches to support student projects,
since one is a project-based course and the other is a capstone course. The former (CC5401
- Software Engineering II) uses a disciplined process and the development is conducted by
students in their own time; therefore, most project activities are decentralized. The latter
course (CC5402 - Software Project) uses agile practices, the development is conducted by
students at the client facilities, and the students work more or less together (i.e., they conduct
a tightly-coupled development).

EduProcess was designed to support the course CC5401 (i.e., the project-based course), to
help reduce the coordination, effectiveness and productivity problems evidenced by the student
teams enrolled in this course, when using SSP. The two scenarios considered in this case
study (i.e., with SSP or with EduProcess) are structurally comparable due to several reasons:
the instructor and the teaching team was the same, the course materials hardly change, the
projects type/duration/complexity were similar, and the students were comparable. The only
major difference between these scenarios was the software process supporting the practical
experiences: SSP vs. EduProcess.

CC5401 is a mandatory course for students of ninth semester of the program, where
students must work in teams for 12 weeks to develop a Web information system for a real
client. This client normally is a department of the University; so they are aware that the
major goal of the course is to teach students how to run software projects and not just to
obtain a software product. The development teams are 5 to 7 students that self-organize,
but each student must play one of the following specific role in the team: project manager,
requirement analyst, designer-developer or quality assurance engineer.

5.2 Data Gathering and Analysis

Over the last six years, we worked twice per year with the CC5401 course, observing the
process in order to improve it, gathering qualitative and quantitative data during twelve
observed semesters. As mentioned, 23 teams (131 students) used SSP during 8 semesters,
and after that, 14 teams (94 students) used EduProcess during 4 semesters, with the same
purpose.

5.2.1 Quantitative Data

The quantitative data sources that we used in this case study are the following: course
grades, project grades, student surveys, peer-assessments, amount of software built (in terms
of function points) and suitability of the project implementation (a Boolean variable that
indicates if the product was deployed or not).

5.2.1.1 Course Grades

The course grades are assigned on scale from 1 - 7. In order to pass the course, a student
needs to obtain a grade of 4 or higher. The software product and the process used during
the semester accounts for 60% of the final grade, and the other 30% comes from two written
midterms. Students with a midterm average of less than 5 must take a final exam.
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5.2.1.2 Project Grades

Projects are graded on the same scale as courses, i.e., from 1 to 7. However, the project
grades involve different checkpoints according to the role played by each team member. At
each milestone defined by the EduProcess, there is a role that has a major relevance, and
the weight of the grades changes according to the role of the students. For instance, the
requirements evaluation activity (a formal technical review) is mostly responsibility of the
analyst, but the work of the quality assurance engineer and the project manager is also
evaluated (others roles are not). Moreover, the client also grades the final product and this
value accounts for 5% of the final project grade.

5.2.1.3 Student Survey

At the end of each semester, the university deploys a survey, allowing students to grade
the courses they were enrolled in during the current semester. The results of this survey are
completely anonymous; only the average results and anonymous comments about the course
are disclosed. This survey was established by the engineering school, and students rate several
items using a Likert scale. The survey system then assigns a score (from 1 to 5) to each item
using the students’ answers.

5.2.1.4 Peer-Assessment

At the end of first three phases of the process (i.e., three times during each course offering),
the students evaluate their teammates through peer-assessment. This activity is mediated
by a Web system that shows each student the average of what his/her teammates think
about his/her work. The average of the peer-assessment accounts for 5% of the course final
grade. The main idea of this activity is to measure, according to student’s perspective, the
coordination capability, motivation, sense of team belonging and effort invested by each team
member in the project. In Appendix B we present the items involved in this peer-assessment.

5.2.1.5 Amount of Software Built

In order to analyze the amount of software implemented by the student teams, we have used
the historical record of the software requirements involved in each project. Every team in the
course has to use a requirements management tool (MainReq) which was specifically developed
to support the students and the instructor in project tracking activities. This tool keeps a
record of the project requirements and their evolution. For each requirement, the system keeps
a detailed record of its definition, e.g., its description, type, degree of completion, priority and
criticality. Using this information, we determined the amount of software developed by each
team, and the relevance of the addressed requirements. The effort to deal with each functional
requirement was estimated by the author of this thesis using the RESC (Raw Estimation
based on Standard Components) method [114]. This estimation method is an adaptation
of PROBE (Proxy-Based Estimating) [64] that specifies the development effort in terms of
function points (FP). The use of RESC allowed us to represent in a single metric (FP) the
effort spent by the students on their projects, and thus to compare these efforts. To minimize
a possible bias in the estimation of the effort required to address each requirement (due to
subjectivity), two experienced software engineers were asked to make the same estimation
using RESC. Values estimated by these engineers were then compared to those estimated by
the author. This comparison showed a difference of 14% in average between the estimations of
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both groups (the largest difference was of 18%, the lowest one was of 5% and the median was
of almost 10%). Given that the estimations of the experts were similar to those guaranteed
by the thesis author, we used the latter values in our analysis.

5.2.1.6 Suitability of the Project Implementation

Our last quantitative attribute is represented by a Boolean variable that indicates the
suitability of the project implementation. It indicates if the project was successfully deployed
and used by the client organization or not. Here we only have two options: successful projects
(i.e., those that deployed a software product) and unsuccessful projects (i.e., those that for
any reason did not end up being deployed).

5.2.2 Qualitative Data

Qualitative information was gathered through two mechanisms: peer-assessments (that
capture the strengths and weaknesses of each teammate) and monitors feedback (records of
the weekly reflexive monitoring sessions). All the qualitative data was analyzed in three steps,
following the guidelines of grounded theory: coding comments, keyword categorization and
comment categorization. We now describe these steps:

• Step 1 : Coding comments. During this step, we semantically analyze the students’
comments, with the goal of finding the most important keywords according to their
content.

• Step 2 : Keyword categorization. After coding the comments, several keywords are
associated to similar concepts, so we grouped them into more general concepts.

• Step 3 : Comment categorization. During this stage we established which comment of
the peer-assessments belonged to each concept, according to the keywords used in step
2.

All the students quotes mentioned in this chapter are excerpts of the qualitative data
analysis performed of the relevant comments made by students and monitors.

5.2.2.1 Peer-Assessments

The peer-assessment involved eight quantitative items that the students must rate using
a Likert scale (1-completely disagree to 5-completely agree), as well as two open questions,
where students can comment on the strengths and weaknesses of their teammates. These last
two open questions are optional. However, the students that provide comments about their
teammates strengths and weaknesses usually contribute with relevant observations.

5.2.2.2 Monitoring Feedback

During the monitoring sessions, the monitor uses a “suggested” script to guide these sessions.
Prompted by this script the monitor report what she/he finds by the reflexion meetings. The
records of these sessions are processed and only handed in to the instructor when the course
has finished, in order to avoid interference during the current course. Therefore, we have
qualitative weekly data about how the teams were working, their problems, and how and
when they were solved.
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5.3 Results

Table 5.1 presents general data about year and semester the teams were enrolled in the
course, the number of students in each team and the software process used. In the University
of Chile there is no specific amount of students that can be enrolled in a course; therefore, we
have a high variation in the number of teams participating in the course every semester.

In order to determine the impact of using EduProcess in this course, we stated the
following null hypothesis: “there is no difference between the teams that used EduProcess
and those using SSP”. We considered this null hypotheses for all our variables: course grades,
project grades, student surveys, coordination level, sense of team belonging, engagement,
initiative, communication and commitment. We also performed an analysis of the quantitative
information with respect to this null hypothesis. Next, we describe each variable and the
results we obtained from these different perspectives.

5.3.1 Course and Project Grades

Table 5.1 also shows the average of course and project grades for all the teams analyzed.
The course grade mean for the teams that used the SSP was 5.51, and it was 6.09 for those
using EduProcess: a difference of 10.7%. The project grade mean for the teams that used
the SSP was 5.71, and for those using EduProcess it was 6.31, a difference of 10.5%. The
distribution of course and project grades was tested for normality using D’Agostino and
Pearson omnibus test K2 [37]. This statistical test is able to detect deviations from normality
due to skewness or to kurtosis. For project grades K2=20.76 (SSP) and K2=4.26(EduProcess),
p-value = 0.01 < .05 and for course grades K2=25.8 (SSP) and K2=8.62(EduProcess), p-value
= 0.01 < .05; so course grades and project grades data are normally distributed. A two tailed
independent samples t-test was used to evaluate how far the improvement of the grades was
from the null hypotheses; the results are presented in Table 5.2. The t-test shows that the null
hypotheses for the improvement of course and project grades were rejected with a statistically
significant difference (α<0.05). All statistical analysis was done using IBM SPSS version 23.
The effect size expresses group differences in terms of standard deviation units, and it has a
more meaningful interpretation than a difference in percentages. For the course and project
grades, the average effect size was d=0.76 for course grades and d=0.68 for project grades,
which is noticeably larger than zero.

Figure 5.2 presents two pie charts comparing course grades in ranges. A direct comparison
between course grades is not possible due to the unequal number of teams that used the SSP
and EduProcess. Figure 5.2(a) presents the SSP data and Figure 5.2(b) presents EduProcess
data. It is possible to see that grades are higher in the teams that used EduProcess than those
using SSP. Moreover, there are no course grades within the ranges of 4.00-4.49, 4.50-4.99,
5.00-5.49 in the teams that used EduProcess; however, 37% of the teams that used the SSP
fall in this overall range.

A similar comparison can be done using project grades. Figure 5.3(a) presents the scores
obtained with SSP, and Figure 5.3(b) illustrates this information for EduProcess. This figure
shows an increase in the percentage of the teams with project grades between 6.00-6.49; they
represent 50% of the teams when using SSP, and 79% when using EduProcess. Moreover, there
are no teams with score within the ranges of 4.00-4.49, 4.50-4.99, 5.00-5.49 when EduProcess
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Table 5.1: Semesters and Students Enrolled in the CC5401 Course

Year Semester Number of
Students

Team ID Course
Grade

Project
Grade

SS
P

2010 Spring 6 Team 1 5.78 6.46
2011 Autumn 6 Team 2 5.55 6.12
2011 Autumn 6 Team 3 4.48 5.44
2011 Autumn 6 Team 4 5.55 6.03
2011 Autumn 6 Team 5 4.96 4.74
2011 Autumn 6 Team 6 5.08 4.88
2011 Spring 5 Team 7 5.94 5.95
2011 Spring 5 Team 8 5.81 5.97
2012 Autumn 7 Team 9 5.95 6.14
2012 Autumn 7 Team 10 5.35 5.93
2012 Autumn 6 Team 11 5.85 6.34
2012 Spring 6 Team 12 5.57 4.55
2012 Spring 5 Team 13 4.15 4.00
2013 Autumn 6 Team 14 5.85 6.07
2013 Autumn 6 Team 15 6.05 6.17
2013 Autumn 6 Team 16 5.97 6.28
2013 Autumn 6 Team 17 4.83 5.12
2013 Spring 5 Team 18 5.92 6.32
2013 Spring 5 Team 19 4.92 5.08
2013 Spring 5 Team 20 6.10 6.40
2014 Autumn 5 Team 21 6.12 6.32
2014 Autumn 5 Team 22 5.96 6.20
2014 Autumn 5 Team 23 4.72 4.88
Total: 8 semesters 131 students Average 5.51 5.71

E
du

P
ro
ce
ss

2014 Spring 7 Team 24 6.13 5.77
2014 Spring 7 Team 25 6.09 6.29
2014 Spring 7 Team 26 5.90 6.07
2015 Autumn 7 Team 27 6.39 6.64
2015 Autumn 7 Team 28 6.21 6.47
2015 Autumn 7 Team 29 6.24 6.44
2015 Autumn 6 Team 30 5.92 6.08
2015 Autumn 6 Team 31 6.12 6.27
2015 Spring 7 Team 32 5.63 5.96
2016 Autumn 7 Team 33 6.19 6.40
2016 Autumn 7 Team 34 5.90 6.09
2016 Autumn 7 Team 35 6.06 6.19
2016 Autumn 6 Team 36 6.17 6.35
2016 Autumn 6 Team 37 6.37 6.45
Total: 4 semesters 94 students Average 6.09 6.31

Table 5.2: Statistical Analysis of Course and Project Grades

Grades SSP EduProcess t-test(t-value) Sig(2-tailed) Cohen dMean Std. Deviation Mean Std. Deviation
Course 5.51 1.01 6.09 0.38 5.41 <0.01 0.76
Project 5.71 1.03 6.31 0.37 4.74 <0.01 0.68
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(a) (b)

Figure 5.2: Course Grades using (a) SSP and (b) EduProcess

(a) (b)

Figure 5.3: Project Grades using (a) SSP and (b) EduProcess
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Table 5.3: Items of the Student Survey

Domain Items Description
Domain Knowledge The instructor demonstrates mastering of the course material and

knowledge domain.
Pedagogical Skills The instructor uses teaching strategies that encourage student partici-

pation. He/she creates opportunities for reflection proposing appro-
priate and challenging problems.

Course Organization The instructor uses relevant literature related to the course. There is
a close relationship between the course syllabus and the development
of curricular activities. The instructor evaluates in a timely manner.
The complementary activities successfully contributed to the learning
process.

Course Design and
Workload

The course syllabus is covered in the stipulated amount of time.

Interpersonal Relations The instructor promotes attitudes of tolerance, social commitment and
respect for differences (social, cultural, economic and others). He/she
considers the opinion of all students during the course.

Assessments There is a consistency between what is being taught and what is
evaluated in assessments. The instructor informed students of the
course evaluation criteria in a timely manner.

was used; however, they represent 38% when using SSP.

5.3.2 End of Semester Student Surveys

At the end of the semester the university conducts a formal survey asking students about
specific aspects of the courses in which they were enrolled. The items specifies about course
instructors are presented in Table 5.3. The students use a Likert scale to give their opinion
for each item (from 1-strongly disagree, to 5-strongly agree).

The results presented in Table 5.4 indicate that there is no statistical difference in the items
of the survey related to the instructor (domain knowledge, pedagogical skills and interpersonal
relations), since the course instructor did not change in these semesters. However, there
is a difference in the items where EduProcess has an impact (course organization, course
design and assessments). Next, we present some quotes from the positive comments made by
students in this survey:

“I really liked to work on a real project and being part of a real team”.

“Good to have a practical experience”.

“Very good course, you can learn a lot about how work will really be on the "street" as
it says the instructor. Even if something is done wrong, or if the goals are not met, the
instructor and the monitor are there to support and ensure that we learn a few lessons”.

“This is a very good course, although many says otherwise (even students union), it comes
quite well what is the reality of working with a client. In addition, the instructor and the
monitor know a lot, you notice that they have a good grasp of the course topics”.
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Table 5.4: Student Survey Results

Course Timing Domain
Knowledge

Pedago-
gical
Skills

Course
Organi-
zation

Course
Design

Interper-
sonal
Rela-
tions

Assess-
ments

SS
P

Spring 2010 6.57 6.46 5.46 5.25 6.69 5.86
Autumn 2011 6.85 6.50 6.36 5.67 6.29 5.82
Spring 2011 6.87 5.83 4.43 5.25 6.25 5.29
Autumn 2012 6.64 6.45 5.78 5.18 6.50 6.14
Spring 2012 7.00 6.33 5.50 5.83 6.60 5.00
Autumn 2013 6.50 6.23 6.14 5.41 6.47 6.04
Spring 2013 6.40 6.25 6.22 5.93 6.45 5.80
Autumn 2014 6.45 5.93 6.00 5.42 6.64 5.73

Average 6.66 6.25 5.74 5.49 6.49 5.71

E
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ss Spring 2014 6.75 6.67 6.68 6.03 6.60 6.79

Autumn 2015 7.00 6.71 6.71 6.76 6.79 7.00
Spring 2015 7.00 6.54 6.48 6.22 6.70 6.52
Autumn 2016 6.54 5.77 6.17 6.10 6.78 6.08

Average 6.82 6.42 6.51 6.28 6.72 6.60
Difference 2.44% 2.80% 13.49% 14.29% 3.57% 15.54%

“It is very interesting to have a course that deals and shows what the work will be like,
especially to be able to work for our community, with some internal organization of the
university or a non-profit organization (so you do not feel that there are people who are taking
advantage of our work)”.

“The instructor showed a great commitment to student learning. In retrospect, his critical
attitude towards the group presentations was understood”.

“I find it very interesting to work with clients and to interact with them”.

“It was something amazing to have examples of documents, requirements, design specifica-
tions. With only the lectures, things could be very abstract”.

“Excellent course, very interesting dynamic that exists with the project allows a first
approach to the relationship with a client who does not necessarily know how to develop
software. There was always support and constant concern of the instructor and the monitor,
it was really appreciated and needed."

On the other hand, we also received some negative comments:

“I realized later that MainReq (our tool that managed requirements) was really useful despite
its shortcomings”.

“It would be interesting to have projects that were not software information systems. This
would force us as students to learn other types of architecture, which are not only repeatedly
MVC models”.

“The course should not have written evaluations”.
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Table 5.5: Statistical Analysis of the Peer-Assessments

Peer-Assessment Item SSP EduProcess t-test(t-value) Sig(2-tailed) Cohen dMean Std. Deviation Mean Std. Deviation
Coordination 4.17 0.95 4.68 0.72 14.31 <0.01 0.59
Belonging 4.18 0.99 4.63 0.71 12.38 <0.01 0.51

Engagement 4.28 0.96 4.62 0.73 9.40 <0.01 0.39
Commitment 4.00 1.08 4.44 0.78 12.11 <0.01 0.50

Communication 4.20 1.01 4.50 0.86 7.74 <0.01 0.32
Initiative 4.00 1.11 4.34 0.96 7.98 <0.01 0.34

“Students should be allowed to choose the project they will work on”.

“A weakness of the peer-assessments is that some students prefer not to say the weakness
of their colleagues, not to hurt their grades. I was personally guilty of it and paid for it”.

“Since we are not good at designing, we could have a designer, to help the teams. It was
one of the biggest weaknesses we have. It wold also allow us to deliver better software to the
clients”.

5.3.3 Peer-Assessments

The anonymous peer-assessment performed by the students at the end of each iteration
have 8 questions, and was used to determine the coordination level of teams that used
EduProcess, as well as the teams that used SSP. Using this instrument, students evaluate
six aspects about their teammates [154]: engagement, sense of team belonging, initiative,
communication, coordination and commitment. Each aspect was represented through one or
more sentences (items) describing an expected attitude of the teammates. Students evaluate
these statements using one of the following options: 1-never, 2-almost never, 3-sometimes,
4-regularly, and 5-always. In the following subsections, we analyze the results of each aspect
of peer-assessment.

5.3.3.1 Coordination Level

The aspect of team coordination was evaluated using the following statement: “He/she
fulfills his/her assignments properly, working transparently and in coordination with the rest of
the team”. Using this information, we calculated the average coordination level of each team.
Table 5.6 shows these values for teams that used the SSP and also for those using EduProcess.
The distribution of coordination level was tested for normality using D’Agostino and Pearson
omnibus test (K2) [37] K2=38.44 (SSP) and K2=25.10(EduProcess), p-value = 0.01 < .05; so
coordination level data are normally distributed. These results show a significant difference
in the coordination level of teams that used EduProcess (M=4.68, SD=0.72) and teams that
used SSP (M=4.17, SD=0.95) under the following conditions t(2,317)=14.31 and α>0.05.
With an α= 0.05 of confidence interval, the mean difference was 0.37 to 0.51. Therefore, these
statistical results support the second hypothesis (H2 - EduProcess helps produce positive
results in software projects). For coordination, the average effect size was found to be d=0.59,
which is considered of medium impact. Table 5.5 shows the details of each team using both
SSP and EduProcess.

The comments in the peer-assessment indicate some coordination limitations for both types
of teams after the first iteration, quoting “Learning to coordinate ourselves was a big deal”.
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Table 5.6: Team Aspects - Coordination, Sense of Team Belonging, Engagement

Team Coordi-
nation

Sense of Team
Belonging

Engage-
ment

Cronbach’s
Alpha

SS
P

Team 1 4.53 4.29 4.60 0.82
Team 2 3.92 4.01 3.90 0.93
Team 3 4.50 3.72 4.23 0.89
Team 4 4.47 4.43 4.65 0.99
Team 5 3.74 3.65 4.00 0.88
Team 6 3.83 4.08 4.55 0.89
Team 7 4.36 4.40 4.45 0.91
Team 8 4.54 4.72 4.61 0.92
Team 9 4.67 4.23 4.65 0.84
Team 10 4.17 4.33 3.77 1.00
Team 11 3.50 4.00 3.55 0.93
Team 12 3.60 4.40 3.90 0.84
Team 13 3.77 4.38 3.77 0.86
Team 14 3.83 3.90 3.97 0.82
Team 15 4.17 4.09 4.43 0.89
Team 16 4.66 4.24 4.62 0.80
Team 17 3.72 4.00 4.32 0.93
Team 18 4.04 4.24 4.28 0.90
Team 19 3.08 3.88 3.69 0.83
Team 20 4.57 4.54 4.21 0.89
Team 21 4.10 4.22 4.14 0.82
Team 22 4.51 4.70 4.45 0.99
Team 23 4.17 4.04 4.50 0.82

Average 4.17 4.18 4.28 0.88
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Team 24 4.45 4.46 4.12 0.93
Team 25 4.80 4.56 4.67 0.88
Team 26 4.67 4.59 4.72 0.79
Team 27 4.75 4.78 4.80 0.83
Team 28 4.57 4.65 4.63 0.89
Team 29 4.57 4.66 4.72 0.92
Team 30 4.61 4.63 4.58 0.80
Team 31 4.45 4.54 4.54 0.81
Team 32 4.36 4.18 4.17 0.83
Team 33 4.91 4.71 4.70 0.79
Team 34 4.76 4.70 4.63 0.88
Team 35 4.69 4.65 4.72 0.77
Team 36 4.80 4.73 4.64 0.82
Team 37 4.82 4.91 4.73 0.81

Average 4.68 4.63 4.62 0.84
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“Working with people we do not know is hard”. However, after the second iteration this kind of
limitation only appears in teams that used SSP. This matches the observations of the monitors
that participated in EduProcess, who reported that “There seems to be an improvement in
the team members coordination after the first iteration”, and also with the final comments of
some participants of teams that used EduProcess, who stated that “The monitoring sessions
showed us the need of coordinating our activities. Unfortunately, we understood this only
during the last stage of the project”, and also that “We started working uncoordinatedly, but
this changed after each [monitoring] session. I feel that we finished working as a team”.

5.3.3.2 Sense of Team Belonging

The first two statements of our peer-assessment were used to determine the sense of team
belonging of each student. These sentences state: “He/she assumes the project as a team
effort, providing support in project tasks” and “He/she is able to seek help when there are
problems”.

The distribution of sense of team belonging was tested for normality using D’Agostino and
Pearson omnibus test, K2=34.96 (SSP) and K2=28.42(EduProcess), p-value = 0.01 < .05; so
sense of team belonging data is normally distributed. Table 5.6 shows that, according to the
peer-assessment, there is a significant difference in the sense of team belonging between teams
that used EduProcess (M=4.63, SD=0.71) and those that used SSP (M=4.18, SD=0.99)
under the following conditions t(2,317)=12.38 and α=0.05. Similar to the previous case, by
using a 0.05 of confidence interval, the mean difference was between 0.43 to 0.57, which also
supports the second hypothesis (H2 - EduProcess helps produce positive results in software
projects). The average effect size for this aspect was d=0.51, which is considered of medium
impact. The details per team are shown in Table 5.6.

The monitors participating in EduProcess reported that the students made important
efforts to become a team during the first iteration: “Most students worked hard during the
first iteration to become part of their teams, and most of them seem to succeed because their
relationships become more relaxed and friendly during the second part of the project... The free
riders become visible to everybody”. Moreover, some students on teams that used EduProcess
mentioned: “The sessions [monitoring] help us realize that people can contribute in several
ways, and this understanding made us a great team”. “The weekly discussions of the team
limitations allowed us to overcome them... This project brought us closer”.

Teams using SSP did not have weekly team meetings, and their comments allude to a
lack of coordination because of this. “We finished acting as a group of developers, because we
were not monitored... Two peer-assessments are not enough to help us improve our internal
work”. “We worked in a distributed way, as we usually do, but it was not a good idea. We had
communication and coordination problems”.

5.3.3.3 Team Members Engagement

Engagement is related to the commitment that team members have with the project
activities. This aspect was evaluated considering the following statement: “He/she assumes
the project is a team effort, providing support in project tasks”. The distribution of engagement
was tested for normality using D’Agostino and Pearson omnibus test, K2=51.89 (SSP) and
K2=28,24(EduProcess), p-value = 0.01 < .05; so engagement data is normally distributed.
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Table 5.6 shows an average score of 4.62 for teams that used EduProcess and 4.28 for teams that
did not use it, which is 7.83% higher. In Table 5.5 illustrates the difference of the engagement
when the teams used EduProcess (M=4.62, SD=0.73) and SSP (M=4.30, SD=0.96) under
the following conditions t(2,317)=9.40 and α=0.05. With a 0.05 of confidence interval, the
mean difference was 0.26 to 0.41. These statistical results also support the second hypothesis
(H2 - EduProcess helps produce positive results in software projects). In this case the average
effect size was d=0.39 that is considered of low to medium impact. The following student
comment from a team that used EduProcess support this result: “The monitoring sessions
made me know in a hidden way what was happening on the project and to do my part and not
let the others down”.

5.3.3.4 Initiative

Student initiative was measured using the opinions gathered for the following statement:
“He/she demonstrates initiative to achieve project success”. The distribution of initiative
was tested for normality using D’Agostino and Pearson omnibus test, K2=17.12 (SSP) and
K2=34.93 (EduProcess), p-value = 0.01 < .05; so initiative data is normally distributed.
Table 5.7 shows an average score of 4.34 for initiative in teams that used EduProcess and
4.00 for teams that used SSP (8.78% higher the former). Table 5.5 presents the results of the
statistical analysis. There we can see a difference in the initiative results of teams that used
EduProcess (M=4.34, SD=0.96) and teams that used the SSP (M=4.00, SD=1.11) considering
t(2,317)=7.98 and α>0.05. With a 0.05 of confidence interval, the mean difference was 0.26
to 0.44. Once again, these statistical results support the second hypothesis. The average
effect size for initiative t was found to be d=0.34 (considered as low impact). A student that
used EduProcess mentioned: “This needs to be done! If he is not able to do it, I will help him
to code”, corroborating this result.

5.3.3.5 Communication

The communication aspect was measured using the following two statements: “He/she
shows a communicative attitude facilitating the teamwork” and “He/she has maintained good
communication with the client, generating value to project execution”. The distribution of
communication was tested for normality using D’Agostino and Pearson omnibus test, K2=34.18
(SSP) and K2=39.12 (EduProcess), p-value = 0.01 < .05; so communication data is normally
distributed. Table 5.7 shows the average score for communication, which was 7.28% higher
when EduProcess was used. Table 5.5 presents the communication results of teams that
used EduProcess (M=4.50, SD=0.86) and also those that used SSP (M=4.20, SD=1.01) with
t(2,317)=7.74 and α>0.05. The mean difference was 0.22 to 0.38 for a confidence interval of
0.05. This also supports the second hypothesis. For this aspect the average effect size was
d=0.32 (considered of low impact). To support this finding, we can mention the following
comment of a student that used EduProcess: “At this point of the project we (developers)
need to be in constant contact with each other; the course schedule pushed us to have meetings
at least once a week”.

5.3.3.6 Commitment

The commitment was measured using the following two statements: “He/she demonstrates
commitment to the project and the team” and “He/she adequately fulfills the assigned tasks”.
In order to clarify the difference between engagement and commitment, we use the definition
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Table 5.7: Team Aspects - Initiative, Communication, Commitment

Team Initiative Communication Commitment Cronbach’s
Alpha

SS
P

Team 1 4.18 4.47 4.05 0.77
Team 2 3.92 3.88 3.53 0.81
Team 3 3.94 3.83 3.68 0.93
Team 4 4.43 4.53 4.33 0.88
Team 5 3.63 4.00 4.13 0.83
Team 6 3.83 4.05 4.08 0.80
Team 7 4.47 4.52 4.36 0.88
Team 8 4.58 4.42 4.66 0.92
Team 9 4.50 3.85 4.21 0.79
Team 10 4.17 4.47 4.07 0.80
Team 11 3.50 4.50 4.00 0.91
Team 12 3.63 4.40 3.30 0.88
Team 13 3.46 3.77 3.54 0.86
Team 14 3.60 4.47 3.80 0.80
Team 15 3.23 3.96 4.09 0.85
Team 16 3.90 4.62 4.41 0.78
Team 17 3.52 4.16 3.32 0.86
Team 18 3.32 4.32 3.80 0.78
Team 19 3.20 4.12 3.52 0.89
Team 20 3.75 4.32 3.43 0.85
Team 21 3.55 3.95 3.55 0.86
Team 22 4.20 4.50 4.35 0.88
Team 23 4.57 4.83 4.25 0.86

Average 4.00 4.20 4.00 0.89
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Team 24 3.68 4.24 3.97 0.87
Team 25 4.38 4.58 4.61 0.76
Team 26 4.13 4.70 4.36 0.88
Team 27 4.69 4.68 4.71 0.85
Team 28 4.30 4.43 4.44 0.91
Team 29 4.20 4.53 4.39 0.80
Team 30 4.54 4.18 4.51 0.88
Team 31 4.43 4.22 4.34 0.90
Team 32 4.02 4.08 4.06 0.82
Team 33 4.52 4.61 4.48 0.85
Team 34 4.31 4.50 4.36 0.85
Team 35 4.67 4.65 4.55 0.87
Team 36 4.55 4.66 4.63 0.80
Team 37 4.49 4.88 4.77 0.79

Average 4.34 4.50 4.44 0.85
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by Albrech [2], who indicates that commitment refers to student’s satisfaction as well as
identification with the team; however, engagement goes a step further and involves the student
making discretionary efforts towards the attainment of project goals. The distribution of
commitment was tested for normality using D’Agostino and Pearson omnibus test, K2=30.79
(SSP) and K2=48.14 (EduProcess), p-value = 0.01 < .05; so commitment data is normally
distributed. Table 5.7 shows the average scores for commitment, which was 11.93% higher when
EduProcess was used. Table 5.5 presents the statistical analysis indicating the commitment
results of teams that used EduProcess (M=4.44, SD=0.78) and also those from the teams that
used SSP (M=4.00, SD=1.08) considering t(2,317)=12.11 and α>0.05. The mean difference
was 0.39 to 0.55 using a confidence interval of 0.05. The average effect size was d=0.50
(considered of medium impact). These results also support the second hypothesis.

5.3.4 Evaluation of Team Productivity and Effectiveness

Provided that all the teams had to use MainReq to manage the project scope and status,
it was quite simple to identify the software requirements involved in each project and also the
status of each one (i.e., fulfilled, unfulfilled or ambiguous). This information can be considered
reliable since it is the result of the last software inspection conducted by the instructor and
teaching assistant just before project closure.

Table 5.8 shows the amount of Function Points (FP) that each team had to address in
their projects. The table also indicates how many software requirements were fulfilled (FP
Addressed), which were partially fulfilled (FP Ambiguous) and which were not fulfilled (FP
Not Addressed). With these numbers, we determined how much software was implemented.
The results show that the teams that used EduProcess were not more productive than the
teams that used SSP, contradicting what we expected.

The second column in Table 5.9 indicates the percentage of critical requirements addressed
by each team. A requirement is considered “critical” if it must be addressed before putting
the software into production (i.e., it is mandatory). The criticality level of each requirement
was defined by the development team along with the client, and verified by the instructional
team using the MainReq.

The percentage of fulfilled critical requirements when using SSP and EduProcess does not
seem to be very different. However, the most interesting aspect is the percentage of successful
projects in each scenario. Thirteen out of fourteen teams that used EduProcess were able
to address all critical requirements, thus making it possible to deploy a final product. This
represents a 92,85% of effectiveness. In case of teams that used SSP, this number falls to
69.56%; there were 16 successful out of 23 participating teams.

Table 5.10 shows the results of the statistical analysis related to productivity in FP. There
was no statistical difference in the total FP, addressed FP, not addressed FP , ambiguous
FP or in the %FP addressed, since the p in all these analyses was higher than 0.05. There
is some difference in the amount of FP fulfilled per team member, since the α>0.05. The
results of teams that used EduProcess are M=13.39, SD=2.12 and teams that used SSP are
M=16.97, SD=4.32 considering t(37)=2.88 and α=0.05. With a 0.05 of confidence interval,
the mean difference was 1.24 to 3.60. Therefore, these statistical results do not reject the null
hypotheses.
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Table 5.8: Team Productivity

Team FP FP Ad-
dressed

FP Not
Addressed

FP Am-
biguous

% FP Ad-
dressed

SS
P

Team 1 108 98 10 0 91%
Team 2 67 64 3 0 95%
Team 3 144 142 2 0 99%
Team 4 94 81 13 0 86%
Team 5 72 56 22 0 79%
Team 6 63 34 30 3 53%
Team 7 75 50 26 0 66%
Team 8 112 69 43 0 62%
Team 9 98 98 0 0 100%
Team 10 73 72 0 2 99%
Team 11 60 47 6 8 78%
Team 12 147 105 40 2 71%
Team 13 120 56 64 0 47%
Team 14 102 83 19 0 81%
Team 15 108 52 56 0 48%
Team 16 100 84 16 2 84%
Team 17 102 79 23 6 77%
Team 18 93 78 9 5 84%
Team 19 73 43 24 6 59%
Team 20 60 48 12 0 80%
Team 21 57 57 0 0 100%
Team 22 45 35 10 0 78%
Team 23 55 28 17 10 51%

Average 88 67 20 2 76%
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Team 24 70 51 19 0 73%
Team 25 99 88 11 0 89%
Team 26 92 67 17 8 73%
Team 27 91 88 3 0 97%
Team 28 72 63 9 0 88%
Team 29 80 64 16 0 80%
Team 30 98 95 2 2 97%
Team 31 60 58 0 2 97%
Team 32 109 65 26 18 60%
Team 33 100 70 28 2 70%
Team 34 86 39 47 0 45%
Team 35 98 94 4 0 96%
Team 36 86 64 22 0 74%
Team 37 72 69 3 0 96%

Average 87 70 15 2 81%
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Table 5.9: Team Members Productivity and Effectiveness

Team FP Fulfilled per
Team Member

% of Fulfilled
Critical FP

SS
P

Team 1 16.33 100.00%
Team 2 10.67 91.00%
Team 3 20.38 100.00%
Team 4 13.57 100.00%
Team 5 11.33 100.00%
Team 6 15.87 88.00%
Team 7 13.11 100.00%
Team 8 18.65 100.00%
Team 9 16.22 100.00%
Team 10 11.75 100.00%
Team 11 28.80 100.00%
Team 12 20.93 100.00%
Team 13 24.14 74.00%
Team 14 16.69 88.00%
Team 15 21.88 100.00%
Team 16 17.34 100.00%
Team 17 16.59 71.00%
Team 18 18.23 100.00%
Team 19 14.79 65.00%
Team 20 15.16 100.00%
Team 21 14.27 100.00%
Team 22 11.36 100.00%
Team 23 18.28 88.00%

Average 16.36 92.43%
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Team 24 10.98 86.00%
Team 25 14.24 100.00%
Team 26 13.46 100.00%
Team 27 12.87 100.00%
Team 28 10.11 100.00%
Team 29 11.33 100.00%
Team 30 16.21 100.00%
Team 31 12.32 100.00%
Team 32 18.42 100.00%
Team 33 14.54 100.00%
Team 34 14.08 100.00%
Team 35 13.97 100.00%
Team 36 14.34 100.00%
Team 37 12.19 100.00%

Average 13.50 99.50%

89



Table 5.10: Statistical Analysis of FP

Item SSP EduProcess t-test(t-value) Sig(2-tailed) Cohen dMean Std. Deviation Mean Std. Deviation
FP 87.75 27.34 86.64 14.13 0.14 0.78 0.05
FP Addressed 66.60 26.79 69.64 16.33 0.38 0.70 0.13
FP Not Addressed 19.90 17.46 4.79 13.12 0.95 0.34 0.33
FP Ambiguous 2.13 2.99 2.29 5.01 0.12 0.90 0.03
%FP Addressed 75.83 17.53 80.97 15.97 0.89 0.36 0.30
FP Fulfilled per Team Member 16.36 4.32 13.50 2.12 2.88 0.01 1.04
Critical FP Fulfilled 42.00 25.31 48.02 12.50 0.83 <0.01 0.50

On the other hand, with respect to the amount of critical FP fulfilled, the data shows
that there is statistical difference. The results of teams that used EduProcess was (M=48.02,
SD=12.50) and for the teams that did not use it (M=42.00, SD=25.31) considering t(36)=0.83.
With a 0.05 of confidence interval, the mean difference was 6.02 to 7.50. For this, the average
effect size was found to be d=0.50, which is considered of medium impact. These results
indicate that EduProcess helped teams to maintain the focus on the critical aspects of the
product being developed.

These findings were corroborated with the student and monitor opinions. A monitor
reported: “The problem with the monitoring sessions (part of EduProcess) is that they show
the students what is mandatory in the project. Therefore, they work only on these aspects of
the project”. Table 5.9 presents the teams and the amount of software developed per team
member. The teams that used EduProcess were able to build on average 13.50 FP per team
member, while the teams that did not use EduProcess were able to achieve 16.36 FP per team
member; more or less the same amount of code was written by teams that used EduProcess
and SSP. However, in Table 5.11 is possible to see that teams that used EduProcess focused
more on addressing the critical requirements.

When we look at the final results of each team regarding the software implemented, the
results are not the same. Table 5.12 shows the software outcome of each team. The green
cells correspond to successful projects, i.e., those that were able to put into production a
software product that was useful for the client. Projects that did not reach such a goal were
considered unsuccessful, and they were indicated with a cross and a red cell. The results show
that the teams that used EduProcess almost always had a positive outcome; however, teams
that did not use EduProcess have a major incidence of negative outcomes (i.e., positive and
negative). All the teams that used EduProcess (except one) were able to deploy the software,
and the ones that used the SSP had a 69.5% of deployment rate.

5.4 Discussion

In the introduction Chapter we presented two hypotheses: That the use of a prescriptive
software process, like the EduProcess, for guiding development projects conducted in academic
scenarios can:

• (H1) make these experiences repeatable while investing an affordable effort.

• (H2) help produce positive results in student software projects.

In this chapter, we presented a case study with multiple results that show that a prescriptive
software process can help produce positive results in software projects. There are positive
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Table 5.11: Team Productivity Detail

Addressed Not Addressed Ambiguous
Team Criti-

cal
Desi-
rable

Un-
neces-
sary

Criti-
cal

Desi-
rable

Un-
neces-
sary

Criti-
cal

Desi-
rable

Un-
neces-
sary

SS
P

Team 1 91 4 3 - 5 5 - - -
Team 2 31 21 10 3 - 2 - - -
Team 3 120 22 - - 2 - - - -
Team 4 70 6 - - 13 - - - -
Team 5 30 26 - - 15 - - - -
Team 6 30 4 5 5 14 - 5 - -
Team 7 51 - - - - 24 - - -
Team 8 39 19 2 - 37 - - 15 -
Team 9 69 28 - - - - - - -
Team 10 54 14 3 - - - - 2 -
Team 11 33 14 3 - 5 - - 10 -
Team 12 81 24 - - 36 4 - 2 -
Team 13 20 36 - 7 54 3 - - -
Team 14 61 22 - 8 11 - - - -
Team 15 24 26 - - 53 3 2 - -
Team 16 72 19 - - 5 - 6 - -
Team 17 29 34 16 12 16 - - 2 -
Team 18 57 24 - - 6 - - 5 -
Team 19 30 10 3 18 6 - 3 3 -
Team 20 28 20 - - 12 - - - -
Team 21 32 19 - 5 8 6 - - -
Team 22 25 15 - - 10 - - - -
Team 23 26 2 - 5 12 - 10 - -

E
du

P
ro
ce
ss

Team 24 45 12 - - - - - - -
Team 25 55 33 - - 6 5 - - -
Team 26 48 17 2 - 2 15 4 4 -
Team 27 49 39 - - 3 - - - -
Team 28 50 13 - - 3 6 - - -
Team 29 17 36 11 - - 16 - - -
Team 30 33 44 18 - - 2 - 3 -
Team 31 37 21 - - - - - 2 -
Team 32 58 - 7 - - 26 - 18 -
Team 33 29 40 1 - 5 23 - 2 -
Team 34 36 3 - - 22 25 - - -
Team 35 47 38 9 - - 4 - - -
Team 36 36 23 6 - - 21 - - -
Team 37 61 8 - - 3 - - - -
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Table 5.12: Project Deployment (meaning: 7 - not deployed, X- deployed)

Team Project
Result

SS
P

Team 1 X
Team 2 7

Team 3 X
Team 4 X
Team 5 X
Team 6 7

Team 7 X
Team 8 X
Team 9 X
Team 10 X
Team 11 X
Team 12 X
Team 13 7

Team 14 7

Team 15 X
Team 16 X
Team 17 7

Team 18 X
Team 19 7

Team 20 X
Team 21 X
Team 22 X
Team 23 7

E
du

P
ro
ce
ss

Team 24 7

Team 25 X
Team 26 X
Team 27 X
Team 28 X
Team 29 X
Team 30 X
Team 31 X
Team 32 X
Team 33 X
Team 34 X
Team 35 X
Team 36 X
Team 37 X
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results directly related to the SE course in general: course and project grades. The use of
EduProcess seems to improve different aspects of team marks (in order of relevance according
to the Cohen d): coordination, sense of team belonging, commitment, engagement, initiative
and communication.

We also showed that there is no significant difference in the amount of software built by
the teams that used EduProcess and the teams that used SSP. However, we saw that there
is a statistical significant difference in the amount of critical software requirements built by
the teams that used EduProcess, which is the most important result from clients’ point of
view. This finding can be corroborated with the data related to software deployment: the
deployment rate of the teams that used EduProcess is much higher than that of the teams
that used SSP. Therefore, the results presented here support the first hypothesis because with
similar effort (time spent), teams were able to develop more useful software for their clients.

To enhance the validity of our case study we presented quantitative and qualitative
data. We have also shown data from different sources: peer-assessment (gathered by the
instructional team in an anonymous fashion), end of semester survey (gathered by the
university anonymously), course and project grades and project effort data (FP). This case
study is therefore strengthened by the use of different sources of data, showing the same result
patterns when using the triangulation strategy for case studies. This gives strengths to our
findings and supports the stated hypotheses.

This case study shows that it is possible to use EduProcess more than once with the same
pattern of results. This indicates that EduProcess is repeatable with an affordable effort,
which supports our first hypothesis. Furthermore, with the data presented in the case study
we showed statistical evidence that EduProcess helps produce positive results in software
engineering project-based courses. To be more specific, the positive results are related to
course grades, project grades and teamwork skills (communication, initiative, engagement,
commitment, sense of team belonging and coordination).

5.5 Threats to Validity

The threats to validity of our case study are analyzed according to the taxonomy and
methodology proposed by Yin [175]: construct validity, reliability, internal validity and
external validity.

5.5.1 Construct Validity

According to Yin [175], this aspect of validity is concerned with the extent to which the
concepts being studied really represent what the researcher claims to study. In order to
address this concern, EduProcess was created after an extensive study, where we searched
for approaches that were being used to teach software engineering, processes that were being
used to teach software engineering in practice, and also best practices for teaching software
engineering. Additionally, we also researched the state-of-the-practice Chilean SE education,
trying to answer several questions, e.g., what software engineering courses do these programs
have, how they were being taught and how they were being evaluated.
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5.5.2 Reliability

This aspect is concerned with the fact that the case study can be repeated by other
researchers, obtaining the same or a similar result. In this sense, we provide a detailed process
that allows other people to repeat these experiences. EduProcess is fully documented (with
examples) and available online (http://www.dcc.uchile.cl/∼mmarques/), so any researcher
can use it, but we recognize the fact that we have not yet implemented it at another university
as a threat.

5.5.3 Internal Validity

This aspect is concerned with how well our case study was conducted, especially whether it
avoids confusing more than one possible independent cause working at the same time. Since
the instructor was the same in all twelve semesters, the threat is minimized in this aspect
therefore, more monitors were hired and they followed the EduProcess Instructor process.

On the other hand, although EduProcess is fully documented, it is a process that needs
to be used by the students and the instructional team, therefore there are some concerns
related to the human aspects of the process. In this sense, there may be a threat related to
the quality of the data collected from the students’ peer-assessment. We expect that students
fill peer-assessments in a fair manner, but this is not always the case. In order to mitigate this
threat, we removed some outlying opinions and corroborated the results using the monitors’
records.

5.5.4 External Validity

This aspect of validity is concerned to findings generalization. The evaluation process of
this case study captured the reality of a particular SE project-based course. It is possible that
the scenario we observed is specific to the Computer Science Department or the Engineering
School of the Universidad de Chile. Conducting similar experiences at other universities may
not have the same results, but we believe that they follow the same pattern. Replicating the
experience in different scenarios would help assess whether these results can be generalized.
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Chapter 6

Conclusions and Future Work

In this Chapter we present a summary of this thesis, its conclusions, contributions, restrictions
to the solution. We finish the chapter with a discussion of future work.

6.1 Summary of the Thesis Work
Before creating EduProcess we extensively analyzed SE education in general with a mapping

review, a systematic literature review on SE education best practices and also a field study on
how software engineering is taught in Chile. Moreover, we analyzed the previous experiences
in a project-based course to identify aspects that could be improved.

In these previous studies we found some processes for supporting project-based courses,
however none of them have enough detail to allow instructors to follow these processes.
Therefore, these proposals cannot be considered as potential prescriptive solutions able to
support these experiences in a repeatable way. This thesis work presents EduProcess; a
prescriptive software process for supporting small software teams working in a loosely-coupled
way in SE undergraduate project-based courses, which is a practical experience that allows
students to get closer to industry reality. This process involves two parallel tracks: one that is
in charge of the students (and involves the users and clients) and the other that supports the
activities of the instructional team (instructor, teaching assistants and monitors). In the first
track the students assume specific roles as part of the development team, and the activities
are focused on obtaining a software product that helps clients and users deal with the problem
being addressed. These practical experiences help students put in practice the theoretical
knowledge gathered in previous SE courses, and realize the different aspects involved in a
software project. The second track is the instructional process, where the instructional team
will find support to help students learn and take advantage of these experiences.

The two tracks of EduProcess (for the students and for the instructional team) were exten-
sively and completely formalized in EPF Composer, and both processes are available online
with examples and guidelines for use by any instructor (http://www.dcc.uchile.cl/∼mmarques/).
These tracks have intertwined activities, for instance, through the product reviews, the mon-
itoring of the development process, and the work sessions performed jointly between the
software team and its clients and users. Therefore, these tracks have to maintain their
coordination between them.
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This thesis hypothesizes that the proposed software process can: (H1) make the SE project-
based experiences repeatable investing an affordable effort, and also (H2) help student teams
produce positive results in their software projects. In order to evaluate these hypotheses, we
conducted a case study that considered the projects run during the last twelve semesters in a
SE project-based course, which is part of the undergraduate computer science engineering
program taught at the Universidad de Chile. The obtained results support the stated
hypotheses.

6.2 Conclusions
In our prior analysis of software engineering education in Chile, we saw that on average,

computer science undergraduate programs have a little more than three software engineering
courses (3.3), they typically have a theoretical, a project-based and a capstone course. They
are taught starting mid-program and they follow the logical learning pattern from theoretical
to practical instructional approach.

The results of the case study, focused on a project-based course, indicate that EduProcess
helps students increase their coordination, sense of team belonging, commitment and effec-
tiveness, but not necessarily their productivity. Nevertheless, EduProcess allows teams to
more accurately diagnose and prioritize their projects so they are able to achieve a higher
deployment rate. The study results also show that EduProcess improves team results in terms
of course grades and project grades. This evidence supports the second hypothesis.

Moreover, many teams that did not use EduProcess failed in determining the team and
project challenges that had to be addressed in their development projects. We believe that
the lack of a formal reflection space delayed the problem identification, and therefore most
teams tended to react late to the problems. EduProcess seems to make team members aware
of their project status and planning, as well as team member engagement and behavior. This
opens space for discussions and analysis that finally enhance these learning experiences and
make teams more coordinated and effective, which also supports the second hypothesis.

On the other hand, we should also consider the impact that a defined process has on the
instructors and students’ activities. A guideline like EduProcess helps the involved people to
know exactly what to do and when, eliminating wasted time of trying to determine what they
have to do next. Teams that used EduProcess had a set of defined activities that included
examples and guidelines. This made the process more affordable, but also repeatable for the
participants in the course. This result supports the first hypothesis.

After using EduProcess during four semesters and obtaining positive results in a recurrent
way (and also results higher than when SSP was used), we can say that this process can
be repeated spending an affordable effort. The effort of using EduProcess is similar to that
required by SSP, which have already shown to be repeatable. These results support the first
hypothesis (H1).

Therefore, we can say that the case study results are aligned with both stated hypotheses.
Having positive outcomes in software projects performed in the academia is not frequent, but
it is highly important for future software engineers. In this sense, EduProcess represents a
useful instrument to help students and instructors reach such a goal. This is particularly
important given the lack of formalized proposals for supporting software development in
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project-based courses.

6.3 Contributions

In this thesis we have three main contributions to the state-of-the-art: (1) a review of
the software engineering education from various perspectives, (2) EduProcess, a formalized
prescriptive software process that can be re-used by others based on materials published
online, and (3) the Reflexive Weekly Monitoring Process. Although this last process is part of
EduProcess, it was designed from scratch providing an alternative to the current instructional
proposals for supporting students, like coaching and the use of a Scrum master. It can be
used separately from EduProcess as a way to help students to improve teamwork in a more
general way.

Concerning the first contribution, we conducted a systematic mapping that sheds light
on how the practical experiences in undergraduate software engineering courses are being
addressed in several scenarios. Moreover, considering the best practices proposed by the 2014
ACM-IEEE Software Engineering Curriculum Guideline, we analyzed the state-of-the-practice
in SE education in Chile. As a result we developed a status report that shows what and how
we are teaching software engineering in Chile, while identifying strengths and weaknesses.
These results should help institutions and SE instructors self-evaluate their courses and
identify opportunities for improvement.

Concerning the second contribution, EduProcess represents the first recipe to support
project-based courses, which can be reused not only by other instructors and students, but
also has proved to produce positive results in a consistent way. Recognizing the variety
of work contexts of these courses, more evaluation is required to determine the impact of
EduProcess in all these contexts. However, this proposal represents a first step that helps
other instructors or researchers propose new processes based on it.

The third contribution, the Reflexive Weekly Monitoring (RWM) process, is an alternative
to other approaches already mentioned (coaching, Scrum master, etc.). RWM has shown
very positive results, for instance, helping team members put their effort on what really
matters, minimizing the internal friction among team members and increasing the sense of
team belonging. It also lets students know they are not drifting away, giving them confidence
on what they are doing makes them more aware of their own work, and they can therefore
work in a more coordinated and effective way. In this sense, RWM is an important component
of EduProcess that recurrently helps instructors and students get positive results.

6.4 Future Work
Although we will continue using EduProcess at Universidad de Chile, we intend to have

instructors from other universities (with other contexts) using EduProcess to support their
SE project-based courses. There are also plans to use it at the Universidad de Santiago de
Chile (USACH) during the second semester 2017, and maybe in the future, at Universidad de
O’Higgins.

We also want to improve the use of EduProcess by connecting the specified process with a
software manager tool (such as RedMine) that helps students deal with the task allocation and
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monitoring. Going a little bit further we also want to connect EduProcess to the repository
of the code being used by the teams (Bitbucket). The connection between the software
management tool, the code repository and EduProcess will give us further information about
where the weaknesses are, and how we can overcome these limitations.

The thesis author has also applied for a Post-Doctorate Fellowship to CONICYT (currently
under evaluation) in order to make a more in depth diagnosis of the software engineering
education in Chile, and propose additional instruments for helping improve such a reality.
This is also slated for future work.
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Appendix A

Software Process Definition

This appendix presents in detail EduProcess, our prescriptive development process. The
individual phases, artifacts, milestones and tasks are described in the next subsections of this
chapter.

A.1 Project Contexts

Software development projects usually have more than one possible solution for most
problems. However, these solutions should be restricted according to the development context
(i.e., development team, project features, client availability, etc.). In this sense, EduProcess is
not applicable to any software projects, but only for some types of academic projects.

A.1.1 Type of Projects

There are three project types that are considered in our process:

• new development - new development projects occurs in case of green field projects; a
new project will be conceived and developed from scratch.

• extensions - extensions could involve adjustments of already implemented software, but
mainly the development of new functionalities.

• reengineering/replacements - reengineering/replacement projects focus on rethinking
or re-conceiving an already implemented system, and eventually reusing some legacy
components.

New development are greenfield projects, extension or reengineering projects represent
brown field projects. All these projects types represent a challenge for student teams, but
for different reasons. The new developments push the students to help the client to clarify
the problem and context involved in the project, because the project goal and scope are
usually not clear at the beginning. Moreover, these projects require that the developers know
enough (or learn enough) of the application domain of the problem to address and to propose
a solution that can really solve it.
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The extension projects assume that the product design (at least its architecture and
main components), and the technology used to implement the product are both well defined
(programming language, database, and sometimes development frameworks). Moreover, the
developers must understand and interiorize the design and code authored by other people,
which is always a challenge. Usually in this type of project the problem to address is more
clear and the knowledge of the business niche is more available than in new developments.

The reengineering/replacements projects are normally updates of an already existing
system; the update can be in terms of programming language, performance improvement,
algorithm improvement, databases, frameworks or even everything already mentioned at the
same time. Depending on the reengineering project, the team may reuse components of
the legacy system. When the reengineering is not about performance or user interface, it
is possible to reuse the legacy system design either completely or partially. But there is no
challenge with this type of project in terms of business knowledge.

The project type is a variable that is part of the project context, and demands that
the software process be adjusted for addressing each particular project type. Therefore, we
propose a general process that can be adapted to deal with new developments, extensions and
reengineering/replacements. Regardless of the type of project to address, EduProcess allows
the instructor to keep only one course calendar and one set of assessment activities, which
considerably eases the monitoring and assessment of the projects evolution and obtained
product.

A.1.2 Product Type, Size and Complexity

This process was conceived to mainly build web information systems for several reasons.
Usually this type of system is not too complex and is the most frequent type of projects
developed in industry. They can be addressed in the course available time, although the
developers do not have a deep knowledge of the business domain where the problem belongs.
Most of the students already have some experience implementing software as part of an
academic activity or for the industry; therefore, they are in some way conscious about the
activities to perform and challenges to address. There is at least a common knowledge domain
that can be expected of this kind of project, since they are all web information systems related
somehow to the university. Typically they have similar complexity among them. The students
perceive that learning to develop this kind of system is valuable for them.

Normally, web information systems are not considered very complex projects, because they
are mainly visual software projects. They are normally projects that have a ratio between
backend and frontend where the front-end has a major relevance and the backend does not
have more than 40% of the development effort. This is a main issue with our fifth year
students; our studies show that students are not so prone to understand client’s problems
when they cannot somehow visualize them.

Provided that the semesters have a fixed duration, the project should be selected and
defined to ensure that a reasonable product can be obtained in such a period. Therefore, the
size and complexity of the product to be developed should be bounded. The course instructor
and the client should agree to a first scope; the development team should negotiate the project
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scope details. The main idea of this first agreement between the instructor and the client is
that the project general scope has to be defined to avoid false expectations on the client’s side.
The students team will have a project that they can manage and correctly develop within the
course time frame.

A.1.3 Our Context

The context of this thesis was inspired in the Software Engineering II (CC5401) course,
a mandatory project-based course of Universidad de Chile, that was used as a laboratory
to develop and validate the hypotheses of this thesis. The primary goal of this course is to
teach students software engineering in a “hands-on" way, by resembling an industrial setting.
The students enrolled in this course are in the fifth year of a computer science engineering
undergraduate program. They usually do not have much experience in real developments.
The course demands 10 hours per week of dedicated student work, and it is divided into: (1)
three hours of lectures per week, (2) one hour and a half of auxiliary classes, and (3) at least
five and a half hours per week of project development. The duration of the course is fifteen
weeks (one semester).

The educational approach of the course is the Project-Based Learning [13]. The project-
based learning is a comprehensive approach to classroom teaching and learning that is designed
to engage students in investigation of authentic problems. According to Blumenfeld “Within
this teaching approach students pursue solutions to nontrivial problems by asking and refining
questions, debating ideas, making predictions, designing plans, collecting and analyzing data,
drawing conclusions, communicating their ideas and findings to others, asking new questions
and creating artifacts.” This approach also places students in realistic, contextualized problem-
solving environments; the projects are the bridges that students need to link classroom contents
and real-life experiences. In order to be effective, the project-based learning approach must
be designed in such a way that projects have to sustain motivation over time. Project-based
learning has great potential to enhance students’ motivation and learning [157].

The development teams (5 to 7 students) are formed considering their technical and social
abilities [154]. The projects are selected by the instructor, who makes sure that the projects
are within the context restrictions of the course and that the clients will have the time to
meet the students at least an hour per week. The instructor randomly assigns the projects to
the teams.

The students are evaluated using two exams (40% of the final grade) and the project
results (60% of the final grade). The grades in Chile range from 1 to 7 with 4 being the
passing grade. But students at this course have to pass the project and the exams separately,
so they have to have a grade equal or larger than 4 in project grades and in exam grades.
According to [170], any software engineering course involving practical activities should have
learning outcomes defined in terms of cooperation level among team members, predictability
of the project results and software quality. In our course it is possible to say that, with the
implicit process that was being used, SSP, we were short on team cooperation and software
quality [101]. Being more specific to our context, we have some restrictions that characterize
our context that are detailed in Table A.1.

115



Table A.1: Context Restrictions

Restriction Our Context Literature
Type of student 5th year students, usually neither

used nor prone to work in teams.
“Most computer science students
have little intrinsic motivation for
the social aspects of software engi-
neering.” [170]

Small projects Since the course is only 15 weeks,
the projects need to fit this short
time frame of development. More-
over, all the projects should be of
a similar size among team projects
(around 100 function points).

The typical project develops a soft-
ware with size around 100 function
points. This size proved to be large
enough to exercise a meaningful set
of important software engineering
practices. [125]

Real clients Clients are internal to the university,
but they normally do not expect
much of the project. Typically, the
clients are not fully committed with
the project.

It is hardly possible to set up a
project that gives students the same
structure that the industry are used
[170]. So a “lightweight” client may
be handy.

Technology Most are brownfield projects, mean-
ing that students do not have much
of a choice in the technology that
will be used for implementing the
solution.

While software engineering educa-
tion is most frequently based on
greenfield development, in industry,
software is rarely developed from
scratch. Instead, when the project
starts, there is often already a soft-
ware system in place and the goal
of the project is to enhance or opti-
mize the system [170].

Type of project All software products to be devel-
oped are web information systems,
and they typically have similar com-
plexity among them.

Normally the project develops a
small information system applica-
tion [125].

Roles Each team member plays one or
more roles (project manager, ana-
lyst, designer/developer or quality
assurance engineer).

Many software processes and indus-
tries assign different roles for team
members and software engineering
education needs to reflect this [80].

Product quality Students should use some of the
software engineering best practices
to verify the quality of the prod-
uct being developed, i.e.; test cases,
unit tests among others.

In student software projects asser-
tions on the quality of the product
normally cannot be made [80].
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The teams have specific roles that are assigned according to the size of the team, and if
possible according to student’s preferences. EduProcess have five different roles that may be
assigned to students: project manager, requirement analyst, designer-developer or quality
assurance engineer. Depending on the number of students assigned to each team the role of
the quality assurance engineer can be acumulated with other roles such as analyst or designer.
Also, depending on the size of the teams, they will have one or more developers.

Lecture class attendance is not mandatory but auxiliary class attendance is mandatory in
our course. During the auxiliary classes each team is assigned to a monitor that will perform
the Reflexive Weekly Monitoring (RWM) explained in detail in Chapter C, therefore students
are required to come to class and attend a team meeting at least once a week. The main idea
of this weekly monitoring is to help students with their project and to prevent the work from
being done at the end of the course term [80] as we empirically saw with the previous process;
and to avoid last minute project integration failures (typical explanation: “It was working
yesterday!”).

During the project students must use a version control system; the department provides a
SVN account on the department server but students can use another version control system if
they wish. Students should also report user and system requirements, the design, the tests
and the project status on a tool called MainReq (http://mainreq.dcc.uchile.cl). This tool is a
new version of a tool that already managed requirements in student software projects over
the last ten years. It helps students create the necessary documentation of the project and
keep track of its status.

At the end of each project iteration, students have to answer a peer evaluation stating their
opinion about their teammates. A tool called CoEvaluaciones (http://coevaluaciones.dcc.uchile.cl)
is used for peer evaluation.

Throughout the semester students may encounter some conflict with other i.e.; one team
member that does not do his/her tasks, does not show up for meetings. As a first step, the
monitor will try to help the students to solve the problems within the team. In the case
that the monitor is not able to solve the problem, the instructor tries to solve and manage
the problem. As a last resource, if the monitor and the instructor are not able to solve the
conflict, the project manager has the power of “firing” the team member that is generating
the problem; this student is automatically assigned a project grade of 1 on the project and as
a consequence he/she will fail the course.

A.2 Roles

A.2.1 Project Manager

The project manager is responsible for the project orchestration. He/she is one of the most
critical roles of the team. Among his/her responsibilities are:

• Delimit the scope of the project (with the team and the client)

• Plan/Re-plan and manage the project
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• Create a test plan and an implementation plan

• Coordinate all team members

• Interact with the client

• Assure that the objectives, dates and requirements committed are being fulfilled

A.2.2 Analyst

The analyst should be a business-focused person concerned with the business process,
capturing requirements, and producing specifications. The main tasks of the analyst are to:

• Determine the objectives and scope of the project (together with the team).

• Identify and interview clients and users.

• Clarify and specify requirements.

• Support the quality assurance engineer in the specification of test cases.

• Ensure that the design meets the requirements (with the quality assurance engineer).

• Ensure that the final product meets the requirements (along with quality assurance
engineer).

A.2.3 Designer/Developer

The designer/developer is responsible for the generation of the design of the front-end and
backend of the software and to develop the software. His/her responsibilities are:

• Generate the architecture design and the detailed design based on the requirements
documentation

• Implement the fast prototype to evaluate the requirements

• Do the first battery of software tests (unit tests) and adjust the software as needed

• Design and perform the deployment planning (with the project manager)

• Ensure that the final product is adjusted to the design proposed

A.2.4 Quality Assurance Engineer

The quality assurance engineer is responsible for the assurance of the quality of all team
products (documents, prototypes, code, etc.). Some of his/her responsibilities are:

• Coordinating the revisions of all project products
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• Generating the post-revision reports

• Conducting a follow-up of the identified short-comings

• Reporting to the project manager about identified risks

• Assuring that the standard of the project is being adopted

• Assuring the completeness and exactness of the documentation

• Assuring the quality of the final product

• Specifying the test cases to be executed

A.3 Introduction to the Phases, Activities and Milestones

The product of a software development project will be delivered in a timely manner and
be appropriate for its purpose. Software development activities will be systematically planned
and carried out. Our life cycle model structures project activities into four phases and defines
which activities occur in which phase. Table A.2 presents the basic phases EduProcess.

Table A.2: Software Life Cycle Model

Items Conception Iteration 1 Iteration 2 Deployment
Major Activ-
ities

Problem and con-
text identification
Prototype con-
struction

Identification of
user and software
requirements
Design definition
Software construc-
tion

Identification of
user and software
requirements
Design definition
Software construc-
tion

Tuning
Final acceptance
tests
Deployment

Deliverable
Items

Prototype Requirements Doc-
ument
Design Document
Alpha Demo

Requirements Doc-
ument
Design Document
Beta Demo

Documentation
Source Code
Software

Reviews Problem Presenta-
tion
Prototype Presen-
tation

Requirements Eval-
uation
Design Evaluation
Demo Presentation

Requirements Eval-
uation
Design Evaluation
Demo Presentation

Deployment Pre-
sentation

Major Mile-
stones

Problem Presenta-
tion
Prototype Presen-
tation

Requirements Eval-
uation
Design Evaluation
Demo Presentation

Requirements Eval-
uation
Design Evaluation
Demo Presentation

Deployment Pre-
sentation
Delivery

Our process is divided in four major phases: Conception, Iteration 1, Iteration 2 and
Deployment. Each phase has its own focus and its own objectives. Despite the fact that these
four phases are represented here in Figure A.1 as a sequence, they are not exactly a sequence,
there is an overlap between the beginning of each phase and the end of the prior phase. The
full process is available online: (http://www.dcc.uchile.cl/∼mmarques/).
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Figure A.1: General Structure of EduProcess

A.3.1 Conception

The main objective of the conception phase is to understand the client’s problem, the
scope and context of the problem. In order to be able to do that, the team has to elicit the
main user requirements and make sure that the client’s problem is well understood and that
will be correctly addressed. At the end of this phase, the team has to present a mockup
prototype that does not need to be functional yet. The focus is to assure that team and client
are well aligned and that the clients problem will be solved with the solution that the team is
presenting.

Previously, the prototype was not required, and the students and client expectations did
not match in some cases at the end of the term, because the team normally discovered that
they did not understand the client’s problem by the middle of the semester and there was
no time left to correctly address the client’s problem. The prototype help the team better
understand the clients problem and to manage the expectation of the client of what he/she
will have at the end.

A.3.2 Iteration 1

The main objectives of Iteration 1 are to translate the user requirements into software
requirements, do the product design and begin the product implementation. In our process
there are two activities of evaluation, an internal one that is the System Verification and
an external one, the User Validation, - where the client/user have to validate the software
functionality that was negotiated between the team and the client for this phase.

A.3.3 Iteration 2

The main objective of Iteration 2 is to finish the product implementation; but during this
iteration the team has to update the user and software requirements according to the client’s
observations and prioritization done on Iteration 1. By the end of this interaction there is a
formal activity named: User Validation, that gives the client the final opportunity to validate
all the software functionality developed that was agreed upon the team and the client.

A.3.4 Deployment

After Iteration 2 comes the Deployment phase. The team has to correctly deploy the
software in the client’s environment. The software has to be completely validated by the user,
installed at the clients facilities, configured and migrated; as a summary the team has to
deliver a complete running software.
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Figure A.2: Conception Phase

A.4 Conception Phase

A.4.1 Introduction

The main objective of the conception phase is to understand the client’s problem, its scope
and context. In order to do that, the team has to elicit the main user requirements and make
sure that the client’s problems are well understood and that they will be correctly addressed
by the team. The team has to present a mockup prototype at the end of this phase. The
focus is to assure that team and client are well aligned and that the client’s problem will be
solved with the solution that the team is presenting.

The most important product of this phase is the prototype. The use of prototypes to test
customer reaction and design feedback is common to many engineering disciplines. It reduces
the risk in a project through practical experience. The prototype will be refined by additional
client’s input and development work along the course to evolve to the final product to be
deployed.

In this phase there are no formal differentiated roles in the team as all team members
should be equally involved on the project. The team should have a clear idea of the client’s
problem and context and what direction the software solution should have.

A.4.2 Inputs

Inputs are not strictly required, although interviews, surveys, studies are often helpful for
understanding the client’s problem and context.

A.4.3 Activities

The main goal of the Conception phase is to understand the client’s problem and context to
be able to build a prototype. Figure A.2 shows the activities of the phase. In the Conception
phase we have two activities and two reviews (milestones), that are detailed below.

A.4.3.1 Problem Exploration

It is the phase of the life cycle where the problem and the scope are defined. The purpose
of this phase is to refine the idea of what is expected from the development. This activity is
constituted mainly by interviews with the client. Problem Exploration activity is divided in
four tasks (Figure A.3), and each task is divided into steps.

• Identification of Problem and Problem Context - meeting with the client, meeting notes

• Identification of Stakeholders and Users - client inquiry
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Figure A.3: Problem Exploration
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Figure A.4: Main User Requirements

• Definition of the Goal and Project Initial Scope - client meetings

• Conception Formal Technical Review - problem presentation

A.4.3.2 Main User Requirements Identification

The Main User Requirement Identification is divided in four tasks (Figure A.4). Each task
is divided in steps:

• Main User Requirements Identification - elicit main user requirements; analyze main
user requirements

• Prototype Development - sketch a prototype version of the software on paper; make
this version in digital format for client validation

• Prototype Validation - prototype presentation, feedback, notes of the feedback

A.4.4 Reviews (Milestones)

A.4.4.1 Problem Presentation

This is a short presentation where the team has to present the problem. The client needs to
address with a software solution. The team should also understand the context of the problem,
have people and/or software identified that will have any link to the software developed; as
input source or as user of any output of the software. Another important point to evaluate
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is if there is any restrictions to the solution that should be known from the beginning. The
presence of the client in the presentation is mandatory.

The presentation should contain at least:

• Identification of team members, clients and users

• Problem

• Context of the Problem

• Objectives (solution main objectives)

• Data model (preliminary)

A.4.4.2 Prototype Presentation

The team should present a mockup interface of the future software. The interfaces can be
built in a specific software or with powerpoint and there is no need to use a programming or
a software framework. The prototype should have all the software interfaces that the user/
client will have at the end of the project.

This prototype is not the final design of the software, it is only a sketch of what the
software will be to validate the concepts and the problem solution.

A.4.5 Outputs

The main output of the conception phase is a prototype of the software solution, but it
is not mandatory to present a functional prototype. The prototype helps the team and the
client to manage their expectations and to minimize the risks of misunderstanding between
one another. Another output of the Conception phase is the role definition of each team
member. Team members must choose the roles they want to play in the next phases, but the
team should agree on the chosen roles because all the roles must be filled.

A.4.6 Deliverables

The non-functional prototype is the only deliverable of the conception phase. The prototype
helps students better understand the client’s problem and also help the team to focus on what
has to be done. The prototype works as a guide for the team, to know exactly what it has to
develop, and the client knows what to expect from the team.

A.5 Iteration 1 and 2

A.5.1 Introduction

The Iteration 1 phase is one of the most critical phases of our life cycle. The purpose of
this phase is to refine the prototype created in the Conception phase and elicit and specify
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the requirements of the expected software solution. In this phase students start working in
their specific roles, and they have to fulfill each task they are assigned in a responsible and
timely way.

The Iteration 2 phase is the third phase of our process. The purpose of this phase is to
finish the software to deliver to the client what is expected. This phase can be interpreted as
a second round of the Iteration 1 because they have almost the same activities. The only
activity that is not part of the Iteration 1 and it is part of this phase is the Deployment
activity, since it is not always possible due to time restrictions of deploying in Iteration 1.

Figure A.5 offers an overview of this phase.

A.5.2 Inputs

In Iteration 1 this phase receives as input the two outputs from the conception phase: the
team role definition and the prototype that has to evolve during this phase. The meeting
notes can be considered as an informal input and also the problem and prototype review done
in the two milestones of the prior phase.

In Iteration 2 all the outputs of Iteration 1 are inputs, so the inputs for iteration 2 are:

• User Requirements (output of Iteration 1)

• Software Requirements (output of Iteration 1)

• Test Cases (output of Iteration 1)

• Requirements Review Notes (output of Iteration 1)

• Design Review Notes (output of Iteration 1)

• Demo Review Notes (output of iteration 1)

• Software Requirement Document (deliverable of Iteration 1)

• Design Document (deliverable of Iteration 1)

• Code - Alpha Version (deliverable of Iteration 1)

A.5.3 Activities

In this phase there are four activities: user requirement definition, software requirement
definition, product implementation and one optional activity Figure A.5. The requirement
definition activities (user and software) are the critical ones for the team, because this is
where the team has to understand the client’s need in detail and the whole project depends on
the requirements specified. And the product implementation is where the effort of the team is
needed, is where the team will spend their time developing what was specified. The activities
and their brief description follows below. Iteration 2 is an improvement and extensions of
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Figure A.5: Phase - Iteration 1 and 2
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Figure A.6: Project Management Activity

Iteration 1 so, there is a lot of work already done.

A.5.3.1 Project Management

The Project Management activity is transversal through the whole phase. The project
manager should plan/re-plan every week the tasks that need to be finished by the end the
phase. The Project Management activity is divided in four tasks (Figure A.6).

• Definition of Plan/re-Plan - the project manager has to constantly (weekly) plan/re-plan
the project.

• Task Assignment - the project manager has to assign specific tasks to each member of
the team and define a deadline for each task.

• Task Monitoring - the project manager has to monitor all the assigned tasks progress
properly.

• Risk Analysis - the project manager has to analyze the risks that the project may face
during its development.

A.5.3.2 Prototype Evolution

The Prototype Evolution activity is another transversal activity of this phase. During the
whole phase the team has to update the prototype or/and change the prototype screens as
needed to real and functional ones. This activity has just one task: the Continue Prototype
Validation. All the roles are responsible for this activity.
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Figure A.7: Prototype Evolution Activity

A.5.3.3 User Requirements Definition

The main activity of the User Requirements Definition is to capture the user requirements
and document them. The scope of the software has to be established and the interfaces with
external systems identified. User requirements are originated as a simple perception of needs,
because of that they should be clarified through the criticism and experience of existing
software and prototypes. A comprehensive possible agreement about user requirements should
be established through interviews. The user requirements is an iterative process, and may
have to be repeated a number of times before the user requirements are ready for review. The
most important role in this activity is the analyst, but he/she has to be supported by the
project manager and the quality assurance engineer.

In Iteration 2, most user requirements were already elicited and specified and the team
has to evaluate with the clients if there is a need to change something (new requirements,
delete requirements, update requirements) and also reprioritize the user requirements. Again
the user requirements evaluation may have to be repeated a number of times before the user
requirements are ready.

The User Requirement Definition activity is divided in five tasks that are divided in steps
(Figure A.8).

• User Requirements Elicitation - Meeting with the client - The team should have at least
two or three meetings with the client to elicit and gather all the user requirements.

• Specification of the Logical Model of the Process to be Supported - The team has to be
able to show that they understood where the software will be inserted by creating a
DFD (Data Flow Diagram) or something that shows the current status, where the data
of the software came from and where it is used.

• User Requirements Specification - The team has to write down the user requirements in
the MainReq (course app). More detail of the specification follows below.

• User Requirements Prioritization - The team has to meet with the client and find a
consensus on what they will do as part of the first iteration and what they will do in
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the second iteration. In each iteration the client has to prioritize the user requirements
according to their importance.

• User Requirements Validation - The user requirements should be validated with the
prototype. The team has to upgrade the prototype of the conception phase to show
the client a new version of the prototype where the client can see all the main user
requirements, and imagine in a more concrete way how the software will work when
finished.

At the end of the User Requirement Specification task the requirements should contain all
the information needed to fulfill this item in the Software Requirement Document, the SRD.
The User Requirements Document, the URD, describes in detail all the user requirements.
They are written with a language oriented to the client or user. The use of technical terms
should be avoided. Each user requirement should be specified according to the structure
mentioned in Table A.3.

Table A.3: User Requirements Specification Detail

Item Description
ID Unique code used to identify and formally refer to this requirement in the

project. In our management system (MainReq) it is automatically assigned
incrementally using the “RUXXXX” format.

Name Name in colloquial language.
Description Description of the requirement (the aspects involved, what it is, etc.).
Priority Level of urgency associated with the requirement. The priority of a require-

ment may be “urgent”, “soon”, “normal” or “if possible”.
Stability This attribute determines whether or not the requirement may be subject

to change during the software development activities. Stability can be
“negotiable” or “non-negotiable”.

Type User requirements can be classified into 3 types:
1. Functional: Describes a capacity that must be supported by the

software product.
2. Quality: A quality requirement is a non functional feature that can

be expressed on a scale.
3. Restriction: They indicate what constraints have to be considered

during the development and/or operate the software, depending on
cost, time, personnel, operational environment, hardware, networks,
etc.

Source Document or person from which the requirement arises.
State The current state of compliance with the requirement in the development,

may be “Compliant”, “Non-Compliant” or “Ambiguous”. The default when
creating status is “Non-Compliant”.
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Figure A.8: User Requirement Activity
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A.5.3.4 Software Requirements Definition

The purpose of this activity is to analyze the statement of user requirements and produce
a set of software requirements as complete, consistent, unambiguous and correct as possible.
In this activity software requirements are defined. They are written in a more developed
team-oriented language. It is possible to use technical terms. These software requirements
are derived from user requirements. The most relevant role in this activity is the analyst, but
he/she has to be supported by the project manager and the quality assurance engineer.

In Iteration 2 most software requirements were already elicited and specified. The team
has to evaluate with the clients if there is a need to change something (new requirements,
delete requirements, update requirements) and also has to reprioritize the requirements.

The Software Requirement Definition activity is divided in six tasks and has one milestone
(Figure A.9):

• Software Requirement Elicitation - Identify software requirements from user require-
ments.

• Logical Model of the Process to be Supported - The team has to be able to show that
they understood where the software will be inserted by creating a DFD (Data Flow
Diagram) or something similar, that shows the data flow after the software is delivered,
where the data of the software comes from and where it is used.

• Software Requirement Specification - The analyst has to write down the software
requirements unambiguously in the MainReq system.

• Software Requirement Analysis - The Analyst creates the traceability matrix between
SR (software requirements) and UR (user requirements). This matrix must show the
SR associated with each UR. It must take into consideration: that all URs should be
associated with at least one SR, all SRs should implement at least one UR.

• Software Requirement Validation - The Project Manager checks the traceability matrix
(SR x UR) to make sure that all URs have at least one SR, and all SRs are associated
with at least one UR. If one of this situations fails to occur, the Analyst must make the
adjustments until the traceability matrix is consistent.

• Recording Formal Technical Review Result of Requirement Presentation - The feedback
given by the client/user, instructor and teaching assistants has to be recorded (notes or
audio recorded) for later evaluation.

At the end of the Software Requirement Specification task, the requirements should contain
all the information needed to fulfill this item in the SRD (Software Requirement Document).
The SRD describes in detail all the system software requirements. They are written in a
technical language, targeted to the development team. The analyst reviews the specified user
requirements, assisted by the designer, to formally establish what needs to be done. Each
software requirement must be specified with the structure presented in Table A.4.
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Figure A.9: Software Requirement Activity
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Table A.4: Software Requirements Specification Detail

Item Description
ID Unique code used to identify and formally refer to this requirement in the

project. In our management system (MainReq) it is automatically assigned
incrementally using the “RUXXXX” format.

Name Name in colloquial language.
Description Description of requirement (the aspects involved, what it is, etc.).
Priority Level of urgency associated with the requirement. The priority of a require-

ment may be “urgent”, “soon”, “normal” or “if possible”.
Stability This attribute determines whether or not the requirement may be subject

to change during the product life-cycle management. Stability can be
“negotiable” or "non-negotiable”.

Source Document or person from which the requirement may arise.
State The current state of compliance of the requirement, the possibilities are:

“Compliant”, “Non-Compliant” or “Ambiguous”. The default when creating
a requirement is “Non-Compliant”.

UR Association Each software requirement should be associated with their corresponding
user requirement (can be more than one).
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Item Description
Classification
Type • Functional: Indicate the capabilities that the software should have.

They are derived from the logic model.
• Interface: Specify the hardware, software or database elements with
which the system or its components interact and communicate.

• Operational: Specify how the system will run and how it will com-
municate with human operators. They include all user interfaces,
human-computer interaction, and logistical and organizational re-
quirements.

• Resources (Operating Environment): Specify the lower bounds of
physical resources such as processing power, memory usage, disk
space, etc.

• Usability: They are related to the effort of the user to use it.
• Maintainability: Related to the effort to make modifications, speci-

fying how easy it is to repair faults and software adaptation to new
requirements.

• Portability: Related to system’s ability to be transferred from one
environment to another.

• Reliability: They are related to the ability to maintain, under certain
conditions and for a time an adequate level of service. Specifying
acceptable mean times between failures.

• Interoperability: Ability to interact with certain other systems.
• Performance: They set numerical values to measurable variables

related to system performance.
• Documentation: Specify if the project has a specific need for docu-

mentation.
• Scalability: Maintain or improve the performance when the number

of users grows.

A.5.3.5 Product Design

The purpose of this activity is to clarify all the software components and detail the design
and the decisions that need to be made to construct the software. The most important role
in this activity is the designer, but it is advised that he/she consult and make decisions with
the help of the other team members.

In Iteration 2 the design of the software is already done, since there is a first version of
the software already delivered. The designers need to evaluate if there are changes that were
made in the implemented software that are not reflected on the design already written.

The Product Design activity is divided in five tasks and has one milestone (Figure A.10):

1. Operational Environment Specification - The designer/developer has to find out more
about the environment where the final product will be deployed.
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Figure A.10: Design Activity

2. Definition of Data Model - The designer must specify the data model that will be used
in the software design.

3. Software Architecture Definition - Analyze software requirements to evaluate what kind
of architecture the software needs. It is important to take into consideration the quality
requirements that may impact the architecture.

4. Detailed Design Definition - Create the detailed design, create the navigation design
and create the navigability design.

5. Recording Formal Technical Review Result of Design Presentation - The feedback given
by the client/user, instructor and teaching assistants has to be recorded (notes or tape
recorded) for later evaluation.

A.5.3.6 Product Implementation

This is the activity where the software will be built, where preliminary versions will be
changed to fully working versions. The Product Implementation activity is divided in four
tasks (Figure A.11):

• Coding of Software Components - The developers have to implement the code to satisfy
the software requirements following the design decisions that were made in the design
documentation.

135



Figure A.11: Implementation Activity

• Unit Testing Execution - The developers have to implement and apply unit test cases
to assure the quality of the code.

• Software Components Integration - The developers have to integrate their code with
the code of the other developers.

• Integration Testing Execution - The developers have to assure that all the integrated
code continues to function properly.

A.5.3.7 Test Case Specification

The Test Case Specification activity has only one task: Test Case Development (Fig-
ure A.12). In the test case development task, the quality assurance engineer must create and
implement test cases that will be used to detect errors in the developed system to verify that
the software product conceived has interpreted correctly all the specified requirements.

At the end of the Test Case Specification task, each test case should contain all the
information needed to fulfill this item in the SRD (Software Requirement Document). A test
case should be associated with a user requirement or a software requirement and may be
associated with various types of users indicating the people who should perform each test.
Table A.5 presentes the detailed specification of a test case.
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Figure A.12: Test Case Activity

Figure A.13: System Verification Activity

Table A.5: Test Case Detail

Item Description
ID Unique code used to identify and formally refer to this test case in

the project. In our management system (MainReq) it is automatically
assigned incrementally using the “CPXXX” format.

Name Simple test case name.
Description The procedure to apply the test case is described here.
Acceptable Result Describes the minimum acceptable outcome to this test that makes it

successful.
Optimal Result Describes the best expected result after testing.
State The current compliance status of the test case can be “Compliant”,

“Non-Compliant” or “Ambiguous”. The default when creating status is
“Non-Compliant”.
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Figure A.14: User Validation Activity

A.5.3.8 System Verification

In this activity the most important role is the quality assurance engineer, he/she has to
fully validate the software built based on the software and user requirements. The System
Verification activity is divided in two tasks (Figure A.13):

• Product Validation - In this task the quality assurance engineer has to fully validate
the software requirements against the code implemented by the developers.

• Incidence Registration - The quality assurance engineer has to report all the incidences
found during the execution of the test cases.

A.5.3.9 User Validation

This activity is where the client/user has to evaluate the software built and report to
the team in case there is something not working properly. Iteration 2 is the last instance
the client/user has to test and evaluate the software prior to the end of the project, so the
client/user has to put effort in their evaluation. The User Validation activity is divided in
two tasks (Figure A.14):

• Acceptance Test - The client/user must test the software to accept it.

• Incidence Registration - In case there is something not working properly, the client has
to report the incidence to the team.

A.5.3.10 Deployment

This activity is optional in Iteration 1 and in Iteration 2 is a phase and not just an
optional activity. If possible, the software developed should be deployed in this phase to
allow users/clients to fully use it. The Deployment activity is divided in four tasks and one
milestone (Figure A.15):
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Figure A.15: Optional Deployment Iteration 1

• Tuning the Software Product - The developer team may have to perform some tuning
of the software.

• Product Deployment - The team has to deploy the software in the client environment.

• Client/User Assisted Usage - The team has to help the client/user in their first interac-
tions with the software.

• Incidence Registration - The client/user has to report to the team all the failures or
problems that they find in the software.

A.5.4 Reviews

In our process we consider all reviews as milestones of the project. In this phase we have
three reviews:

A.5.4.1 Requirements Evaluation

This review is a formal presentation where the team has to present user and system
requirements. The analyst is the principal role of this evaluation, so it is recommended that
he/she do the presentation. Each team has to do a presentation that should last 20 minutes
and should contain:

• A reminder of the problem to address

• A context of the project

• A reminder of the process that the software will support

• The most important user requirements

• The most important screens of the software

• The traceability matrix of user and software requirements

After the team presentation, the instructor asks the audience (course classmates) if someone
has a question or something to add. If anything is said, the quality assurance engineer has
to take notes. After that, the instructor asks the quality assurance engineer about the
presentation and about user and software requirements; the quality assurance engineer has
to speak what he/she found about it. At the end the instructor comments the presentation
and the identified user and software requirements. The quality assurance engineer has to
take notes or record everything because he is responsible for doing the Review Notes of this
evaluation.
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A.5.4.2 Design Evaluation

This review is a formal presentation where the team has to present everything about the
design of the software. The presentation should have a maximum of 30 minutes and contains:

• The solution Architecture

• The data Model

• The detailed design of the main modules

• The system Navigation

• The main System Interfaces

• The traceability matrix

A.5.4.3 Demo Presentation

This review is the formal presentation that closes each Iteration phase. It is the instance
where the team has to present what they were able to do in this phase. The presentation is a
live demo of the software and it should last no more than 30 minutes. The team may do a
walkthrough the use cases addressed in the first iteration. The team should also give a clear
view of which user and software requirements were done or not. The software that manages
the project (MainReq) should also be shown up to date to reflect what user requirements,
software requirement and test cases are complaint, non-complaint or ambiguous.

A.5.5 Outputs

A.5.5.1 Project Plan

The project manager has to create a project plan with the tasks that all the team members
have to perform to finish the project on schedule. The project plan has to take in consideration
all the other outputs and deliverables of the process. Each task have to be assigned to at
least one team member.

A.5.5.2 User Requirements

The User Requirements is an output of the User Requirements Definition activity, but is not
a delivery per se. It is part of the Software Requirements Document. The User Requirements
should be specified as they contain the information already mentioned in Table A.3. The team
just has to update the information that changed between Iteration 1 and 2 and create/delete
the User Requirements as needed by the project.

A.5.5.3 Software Requirements

The Software Requirements is an output of the Software Requirement definition activity
and it is also a part of the Software Requirement Document. The Software Requirements
Document must be created and it should contain the information already mentioned in
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Table A.4. The team must also update the information that changed between Iteration 1 and
2 and create/delete the Software Requirements as needed by the project.

A.5.5.4 Test Cases

The Test Cases are an output of the Test Case Specification activity and it is also a part
of the Software Requirements Document. A test case should be associated either with a user
requirement or a software requirement. Each test case must be specified with the structure
already mentioned in Table A.5. The team must also update the information that changed
between Iteration 1 and 2 and create/delete the Test Cases as needed by the project.

A.5.5.5 Requirements Review Notes

The Requirements Review Note is an output of the Software Requirement Definition
activity. It reports the feedback given by classmates, instructor and teaching assistants to
be evaluated after the course ended. All the report reviews should have the same items as
mentioned in Table A.6.

A.5.5.6 Design Review Notes

The Design Review Note is an output of the Product Design activity. It reports the
feedback given by classmates, instructor and teaching assistants to a later evaluation. The
report should have the same items as mentioned in Table A.6.

Table A.6: Review Notes Detail

Item Description
1 Name of team members that made the presentation.
2 Main considerations of the quality assurance engineer regarding

the presentation.
3 Main considerations of the quality assurance engineer regarding

the document delivered.
4 All the considerations made to the project during the presentation

(made by the instructor, classmates or clients).

A.5.5.7 Demo Review Notes

The Demo Review Note is an output of the Demo Presentation. It reports the feedback
given by clients/users, classmates, instructor and teaching assistants to be evaluated when
the course ends. The report should have the same items as mentioned in Table A.6.

A.5.6 Deliverables

This phase has three deliverables, they are listed and described below.

A.5.6.1 Software Requirement Document
The main sections and their purpose in the Software Requirement Document are:
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• Development team and Counterpart - the document should include names, role and
contact email of everyone involved in the project.

• Link to prototype - URLs and necessary user / passwords (if applicable) should be
placed here to test the current version of the software developed. In the case of the
Conception phase, it should have the URL to the mockup prototype. In case the current
version is Iteration 1 or 2, the URL should contain the link to the running software
developed until the moment.

• Introduction - This introduction briefly describes the context, objectives and scope of
the system being developed.

• Purpose - It describes what the system is and what it does. For small projects half page
should be more than enough.

• Scope - Describes how far the project goes, what it is and what it is not.

• Context - Gives information regarding the context of development and the context in
which the system is inserted. Technologies that will be involved, previous work, links
with other systems, etc.

• Definitions - Places all the definitions or “keywords” to be used in the document, and
that the reader does not necessarily know also placing the meaning of all acronyms or
abbreviations employed. Both acronyms have to express what the analyst understands
and do not necessarily give general definitions. The idea is to just understand the
full extent of the document being read and it must be listed in alphabetical order to
facilitate the search for concepts.

• References - Lists the documents and literature used as support to build this document.
Places dates and versions of documents where appropriate.

• General Description - This section describes the functional requirements of the users/-
clients, their external interfaces, exception conditions and types of tests executed to
check that the requirements are met.

• Users - In this section the types of users are identified, the general attributes of each
type and the number of people in each category.

• Product - It describes customers and user perspectives about the product. Each type of
user has different expectations, and each type of client as well.

• Environment - Describes the main components of the operational environment where
the solution will be used. This may describe the current scenario, or the future, if
equipment will be purchased. The description is made at the level of hardware, servers,
databases, networks, etc.

• Related Projects - This sections specifies whether this project is related to some already
implemented system, another project underway or planned.
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A.5.6.2 Design Document

The main sections and their purpose in the Design Document are:

• Design - This session gives a general design overview of the next sections of the document.

• Physical architecture - The physical architecture is the physical layout of a system
and its components in a schema. It refers to some representation of the structure or
organization of the physical elements of the system. The development of the physical
architecture consists of one or more logical models or views of the physical solution. The
logical models or views may consist of conceptual design drawings, schematics, and block
diagrams that define the system’s form and the arrangement of the system components
and associated interfaces. The development of a physical architecture is an iterative
process and will evolve together with the requirements and functional architecture.

• Logical architecture - The logical architecture defines the processes (activities and
functions) that are required to achieve the user requirements. The Logical Architecture
is independent of the technologies and implementations. It can be represented in many
different ways: DFD (data flow diagram), use cases, UML diagrams and others.

• Data model - Data modeling is the process of documenting a complex software system
design as an easily understood diagram, using text and symbols to represent the way
data needs to flow. The diagram can be used as a blueprint for the construction of new
software or for re-engineering a legacy application.

• Module details - This section of the document shows what modules the system has,
what each one of them does and how they will work and interact between among one
another.

• Navigation - It presents the navigation diagram for each user. Each of the diagrams
have to show the interfaces that each role can access, it has to show also the number of
steps (clicks) that the user has to do to be able to go from one point on the interface.

• Interfaces - It presents the interfaces that system will have. If the system already has
some interfaces working (not the mockup) they should be presented here; otherwise it
should contain the mockup interfaces of the prototype.

A.5.6.3 Software Product - SPr

If possible, the team should deliver and deploy the software built in this phase to the client,
but this in not mandatory. The main idea is to allow the client a chance to get familiar with
the new software and be able to fully test all its potential.

A.6 Software Deployment
A.6.1 Introduction

This is the last phase of our process, it is also known as the handover phase. The purpose
of this phase is to install the software in the operational environment and demonstrate to
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Figure A.16: Deployment

the client/users all the capabilities of the software built. The software has to be completely
validated by the user, installed at the client’s facilities, configured and migrated. In summary
the team has to deliver a complete running software (Figure A.16).

A.6.2 Inputs

The inputs to the Deployment phase are:

• User Requirements (output of Iteration 2)

• Software Requirements (output of Iteration 2)

• Test Cases (output of Iteration 2)

• Requirements Review Notes (output of Iteration 2)

• Design Review Notes (output of Iteration 2)

• Demo Review Notes (output of iteration 2)

• Software Requirement Document (deliverable of Iteration 2)

• Design Document (deliverable of Iteration 2)

• Code - Beta Version (deliverable of Iteration 2)

A.6.3 Activities

The Deployment phase has four activities and two milestones. The activities are described
below:

A.6.3.1 Tuning of the Software Product

The team has to take into consideration all review notes as input and make fine adjustments,
and some tuning to the software prior to installation.

A.6.3.2 Product Deployment

The team has to install the software and everything needed for the client to use it in the
client environment.
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A.6.3.3 Client/User Assisted Usage

If some training is needed, someone from the team should help the client/user in their first
attempts using the software.

A.6.3.4 Incidence Registration

If the client finds any problem in the software, the client/user has to report the failures or
problems to the team.

A.6.4 Reviews

In this phase there is only one review: Deployment Presentation. In this instance the
team has to give a live presentation of the software. The team has to show that they have
addressed all the points the client/user addressed in the earlier reviews (inputs to this phase)
and that they have a final software solution up and running.

A.6.5 Outputs and Deliverables

The Outputs and Deliverables of this phase are the same. The team has to deliver to the
client/user and to the instructor the code developed and the documentation of the project.
The final documentation of the project can be obtained automatically through our MainReq
tool and the code has to be delivered on a CD.
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Appendix B

Instructor Software Process Definition

EduProcess is a prescriptive software process that can be followed in practical courses of
software engineering. But how to accommodate all these phases, activities, deliveries and
everything in a course schedule? To help with that, we have also developed a software process
to be followed by the instructors: EduProcess-Instructional.

B.1 Phases, Activities and Milestones

The life cycle model from both process (students and instructional team) is the same. The
only thing that change is the point of view of the process and in the roles and what is needed
to be done. Table B.1 presents the basic phases of our instructional process.

Our process is divided in five major phases: Preparedness, Conception, Iteration 1,
Iteration 2 and Deployment. Each step has his own focus and his own objectives. Since
this process is conceived to be used by the instructor, all the activities inside the phases
are related to a course calendar with week classes. The full process is available online:
(http://www.dcc.uchile.cl/∼mmarques/).

B.2 Preparedness

The Preparedness phase is where the instructor has to find projects for student teams and
to allocate students into teams of five to seven students (Figure B.2).

Figure B.1: EduProcess-Instructional
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Table B.1: Software Life Cycle Model

Items Preparedness Conception Iteration 1 Iteration 2 Deployment
Major Activ-
ities

Project selec-
tion
Team allocation

Problem and
context identifi-
cation
Prototype
construction

Identification
of user and
software require-
ments
Design defini-
tion
Software con-
struction

Identification
of user and
software require-
ments
Design defini-
tion
Software con-
struction

Tuning
Final accep-
tance tests
Deployment

Deliverable
Items

Projects
Teams

Prototype Requirements
Document
Design Docu-
ment
Alpha Demo

Requirements
Document
Design Docu-
ment
Beta Demo

Documentation
Source Code
Software

Reviews - Problem Presen-
tation
Prototype Pre-
sentation

Requirements
Evaluation
Design Evalua-
tion
Demo Presenta-
tion

Requirements
Evaluation
Design Evalua-
tion
Demo Presenta-
tion

Deployment
Presentation

Major Mile-
stones

- Problem Presen-
tation
Prototype Pre-
sentation

Requirements
Evaluation
Design Evalua-
tion
Demo Presenta-
tion

Requirements
Evaluation
Design Evalua-
tion
Demo Presenta-
tion

Deployment
Presentation
Delivery
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Figure B.2: EduProcess-Instructional- Preparedness Phase

The following are several requirements that should be accomplished for a potentially useful
project-based course supported by EduProcess.

• Type of project: The product to be developed should be an information system for
several reasons. This type of system is not usually too complex and is the most frequent
type of project developed in industry. They can be addressed in the course available time,
although the developers do not have in depth knowledge on the business domain where
the problem belongs. Most of the students already have some experience implementing
software as part of an academic activity or for the industry; therefore, they are in some
way conscious about the activities to perform and challenges to address. There is at
least a common knowledge domain that can be expected of these kind of project, since
they are all web information systems related somehow to the university, besides the fact
that they typically have similar complexity among one another. The students perceive
that learning to develop this kind of system is valuable for them.

• Complexity: The project should have a size and complexity similar to the other projects
of the course, and it should be possible to develop the product in the available time.
Normally, web information systems are not considered very complex projects, because
they are mainly visual software project. They are normally projects that have a ratio
between backend and front-end where the front-end has a major relevance and the
backend has not more than 40% of the development effort. In our context, i.e., fifth-year
students, this is a main issue, because we have previous experience showing somehow
that students are not so prone to understand the client’s problems when they cannot
visualize them.

• Client: The project should count on a client and a user with one hour per week to
interact with the students. Since students using EduProcess are considered novice, they
do not have enough expertise in developing software in teams, or in the business domain
of the user/client. Therefore, the client needs to be available to meet the team weekly
during the whole semester. Since, students will need different feedbacks and will have
different needs from the client according to where they are on the process. A committed
client/user can make a difference in projects when the team is not versed on the business
domain.

• Time Frame: Provided that the semesters have a fixed duration, the project should
be selected and defined to ensure that a reasonable product can be obtained in such a
period. Therefore, the size and complexity of the product to be developed should be
bounded. The course instructor and the client should agree on a first scope; and then
the development team should negotiate the project scope details. The main idea of this
first agreement between the instructor and the client is that the project’s general scope
has to be defined to avoid false expectations on client’s side; the students team will have
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a project that they can manage and correctly develop within the course time frame.

• Team Allocation - Each student should be allocated to a team, friends preferences
should be avoided and the team allocations should ideally be one that tries to create
the best team possible according to the number of students and projects.

B.3 Conception

The Conception Phase is divided in weeks of the course (Figure B.3).

B.3.1 Inputs

The only input needed in the Conception phase is that of the student teams enrolled in
the semester.

B.3.2 Activities

The activities of the Conception phase are the weeks detailed below. We show details of
the first week and some ideas of contents to other classes. The Conception phase ideally can
be of 2 to 5 weeks.

B.3.2.1 Week 1

During the first week the process, the evaluation method and the rules of the course are
presented. It should be also presented to students the teams they were allocated, as well as
the projects and clients they were assigned.

B.3.2.2 Remaining Weeks

During the second to the n (n is the number of the weeks of conception phase the project -
from 2 to 5 weeks) week of the conception phase we suggest the topics below to classes:

• Interviews, some suggested topics: interview relevance, open interview, focused interview,
validation interview and tips on how to create a bond with the client.

• The class should focus on the main points of software engineering such as, software as a
solution of a problem, context of the problem, software engineering as a discipline, big
software engineering projects and software engineering horror stories.

• Some suggested topics: What are user requirements, how to write user requirements,
how to clarify, and relevance.
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Figure B.3: EduProcess-Instructional - Conception Phase
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B.3.3 Reviews

B.3.3.1 Problem Presentation

In this short presentation (10 minutes) the team has to present what problem the client
has that needs a software solution. The team should also understand the context of the
problem, people/software that will serve as input or use an output of the software. Another
important point to evaluate is the restrictions of the solution, if there are any they should
be known from the beginning. The presence of the client in the presentation is mandatory.
The instructor should evaluate if the presentation has the minimum contents needed and the
understanding of the team of the problem.

The presentation should contain at least:

• Team members, clients and users

• Problem

• Context of the Problem

• Objectives (solution main objectives)

• Data model (preliminary)

B.3.3.2 Prototype Presentation

The team should present a mockup interface of what the future software will be. The
prototype should have all the interfaces that the user/ client will have at the end of the
project. The instructor has to evaluate the interfaces developed by the team to see if they are
enough to solve the client’s problem, if they are not too much or too little to be done during
the course.

B.3.3.3 Peer Evaluation 1

At the end of each phase a peer evaluation is sent to the students. We currently use a web
tool (coevaluaciones.dcc.uchile.cl) to evaluate peers. Students are assured that all opinions are
anonymous and that there are no formal grades given based on that peer evaluation process.
The instrument used to perform the peer evaluation process considers eight items to rate.
The rates were indicated using a five-point Likert scale (from “strongly disagree" to “strongly
agree") [84]. The evaluated items were the following:

1. He/she assumes the project as a team effort, providing support in project tasks.

2. He/she is able to seek help when problems are found.

3. He/she fulfills his/her tasks properly, working transparently and generating the most
value out of each working day.

4. He/she demonstrates initiative to achieve project success.
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5. He/she shows a communicative attitude facilitating the teamwork.

6. He/she maintains good coordination between his/her duties and those of the team

7. He/she demonstrates interest in improving performance on the execution of his/her
activities and role within the project.

8. He/she is able to admit to mistakes and accept criticism.

B.3.4 Outputs

The outputs of the conception phase are the comments that the instructor gave to students
in the Problem Presentation and in the Prototype presentation.

B.3.5 Deliverables

The only deliverable from the Conception phase is the grades of this phase for all students.

B.4 Iteration 1

The Iteration 1 phase is one of the most critical phases of our life cycle in both processes.
This phase could also be interpreted as a proof of concept, a proof that the solution (prototype)
idealized by the team is possible to develop and deliver to the client. Figure B.4 offers an
overview of this phase. In this phase students start working in their specific roles.

B.4.1 Inputs

This phase receives as input the two outputs from the conception phase: Problem Review,
Prototype Review and the team role definition.

B.4.2 Activities

This phase is also divided in 1 to 5 weeks.

Some suggested topics to the classes are:

• A practical example of a problem should be presented to students. Students should have
to find the problem, the context, elicit and define some user and system requirements.
At the end of the class the instructor should ask students about their answers and
analyze them in class.

• In this class students should be reminded of the main concepts of design and their
representation: UML (activity diagram, use cases), DFD, detailed design, navigability
design, screen design among other design related artifacts.
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Figure B.4: EduProcess-Instructional- Iteration 1
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• Software life cycle, waterfall, agile, RUP, Incremental.

• Team x group, team types: democratic, hierarchic, supervised, mixed teams.

• How to validate software (unit test, integration test, black box, white box, automated
test and stress test).

B.4.3 Reviews

In our EduProcess-Instructional we consider all reviews as milestones of the project and it
has one review more than the EduProcess. In this phase we have four reviews:

B.4.3.1 Requirements Evaluation

This review is a formal presentation where the team has to present user and system
requirements. Each team has to do a presentation that should last 20 minutes and contain:

• Reminder of the problem to address

• Context of the project

• Reminder of the process that the software will support

• The most important user requirements

• The most important screens of the software

• Traceability matrix of user and software requirements

The instructor has to evaluate if the requirements presentation and Requirements Document
are clear, complete and enough to start the project development.

B.4.3.2 Design Evaluation

This review is a formal presentation where the team has to present everything about the
design of the software. The presentation should has a maximum of 30 minutes.

• Solution Architecture

• Data Model

• Detailed design of the main modules

• System Navigation

• Main System Interfaces

• Traceability matrix
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The instructor has to evaluate if the design presentation and if the Design Document are
clear, complete and enough to start the project development.

B.4.3.3 Demo Presentation

This review is the formal presentation that closes the Iteration 1 phase. It is the instance
where the team has to present what they were able to do in this phase. The presentation is
a live demo of the software, it should last no more than 30 minutes. The instructor has to
evaluate whether the software is really addressing the demands of the client and if it works
properly against the documentation already done.

B.4.3.4 Peer Evaluation 2

The students have to answer another peer evaluation of how their teammates behaved
during this phase.

B.4.4 Outputs

The outputs of the Iteration 1 phase are the comments that the instructor gave to students
in the Requirements Presentation, Design Presentation and in the Demo Presentation.

B.4.5 Deliverables

The only deliverable from the Iteration 1 phase is the grades of this phase for all students.

B.5 Iteration 2

The Iteration 2 phase is the third phase of our process. The purpose of this phase is to
finish and deliver to the client the software he/she is expecting. In Figure B.5 is possible to
see an overview of this phase.

B.5.1 Inputs

This phase receives as input the three outputs from the Iteration 1 phase: Requirements
Presentation, Design Presentation and in the Demo presentation.

B.5.2 Activities

This phase is also divided in 1 to 4 weeks.

Remaining Weeks
The suggested topics to the classes during this phase are:
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Figure B.5: EduProcess-Instructional- Iteration 2
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• Strategies to estimate software: function points, user stories, COCOMO, among other
strategies.

• Ethics of software development.

B.5.3 Reviews

In the Iteration 2 phase we have the same reviews of the Iteration 1.

B.5.3.1 Requirements Evaluation

This review is a formal presentation where the team has to present user and system
requirements. Each team has to do a presentation that should have 20 minutes. The
instructor has to evaluate if the requirements presentation and if the Requirements Document
are clear, complete and enough to start the project development.

B.5.3.2 Design Evaluation

This review is a formal presentation where the team has to present everything about the
design of the software. The presentation should last a maximum of 30 minutes. The instructor
has to evaluate if the design presentation and if the Design Document are clear, complete and
enough to start the project development.

B.5.3.3 Demo Presentation

This review is the formal presentation that closes the Iteration 2 phase. It is the instance
where the team has to present what they were able to do in the project. The presentation
is a live demo of the software, it should last no more than 30 minutes. The instructor has
to evaluate the software, if it is really addressing the demands of the client and if it works
properly against the documentation already done.

B.5.3.4 Peer Evaluation 3

The students have to answer another peer evaluation of how their teammates behaved
during this phase.

B.5.4 Outputs

The outputs of the Iteration 2 phase are the comments that the instructor gave to students
in the Requirements Presentation, Design Presentation and in the Demo Presentation.

B.5.5 Deliverables

The only deliverable from the Iteration 2 phase is the grades of this phase for all students.
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Figure B.6: EduProcess-Instructional- Deployment

B.6 Deployment

This is the last phase of our process, it could also be called the handover phase. The
purpose of this phase is to install the software in the operational environment and demonstrate
to the client/users all the capabilities of the software built (Figure B.6).

B.6.1 Inputs

This phase receives as input the three outputs from the Iteration 2 phase: Requirements
Presentation, Design Presentation and in the Demo presentation.

B.6.2 Activities

This phase has only one activity that lasts one week. The students have to deliver to the
client and to the instructor the final software up and running on the clients’ environment, the
documentation and the code done during the project.

B.6.3 Reviews

The instructor has to review if the outputs from the Iteration 2 phase were taken into
consideration and if the software is really up and running on the clients environment.

B.6.4 Outputs

There is no output of the instructor on this phase.

B.6.5 Deliverables

The final deliverable of the instructor is the delivery grades of the project and the final
grades of the project (which have to include all the prior grades of each phase).
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Appendix C

Reflexive Weekly Monitoring

To deal with the student challenges mentioned in Chapter 3 (student behavior issues and
students projects not being bounded by contracts) I propose the Reflexive Weekly Monitoring
(RWM), which consists of a monitored weekly meeting with the team. The monitor is neither
a team member, nor a Scrum master; he is responsible for warning students in case they are
needed; he intends to guarantee that all team members are committed to the project success
as equally as possible. During the sessions the monitor, who is not the teaching assistant or
the instructor and typically is a person with professional experience in software development -
observes the fulfillment of team assignments, the team members behavior, and the feasibility
of reaching the project deadlines. However, the focus of each monitoring session is mainly on
this last issue.

The RWM sessions take place through the whole project, although they are more useful
during the first stages. The sessions should not be perceived by students as an instance of
evaluation, but as a formative activity that allows them to improve the software product,
project plan and teamwork capability. Therefore, the course instructor or the teaching
assistants should not participate in such activity as monitors. People playing the role of
monitor in academic scenarios do not necessarily count on an important professional expertise,
because the projects being addressed in these courses are usually quite small and not complex.
Particularly, graduate students can play this role.

The monitor’s questions are simple and involve direct answers, for instance: Has everybody
accomplished the assigned tasks? Is our project on schedule? Are we going to be able to
reach the deadlines? Is our team working well? These questions are used to perform an initial
diagnosis of the project progress, team members’ commitment and quality of the teamwork.
Team member must all agree on the answers given to the monitor. Finding a consensus pushes
the students to analyze various opinions or points of views, and it helps them visualize the
team and project current situation. The monitor can ask additional questions until building
an initial diagnosis, which is usually adjusted during the next steps of the monitoring session.

Answering these questions requires reflexion and agreement among the teammates. Typ-
ically the students only understand the situation when trying to answer these questions.
Therefore, this is usually very important for EduProcess. The monitors have to use their own
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criteria to keep the monitoring session within certain time limits, typically between 30 and
40 minutes. This means that they have to determine which questions are the most relevant
during each session, and thus prioritize them.

C.1 RWM - Structure

The RWM sessions involve three sequential steps (Figure C.1): the monitor diagnosis, the
team reflection and the closure. In each session, the monitor asks specific questions following
a script according to the course schedule in order to understand the current status of the
project and the team. The questions are simple and involve direct answers. For instance:
Has everybody reach the assigned tasks? Is your project on schedule? Are you going to be
able to accomplish the deadlines? Is your team working well? The monitor script covers
most categories involved in Jacobson’s approach [68]: opportunity, stakeholders, requirements,
software system, work, team, and way of working.

Typically the monitor asks specific questions to team members to evaluate the project
status, and based on that, help them discover weaknesses and risks in the work they are
performing. In a few cases, the monitor provides feedback and assistance about how to address
these issues.

During the monitoring session the monitor ensures that every member can give his or her
opinion. The monitoring questions intend to determine if team members are really conscious
about the actual problems that they have to address, their importance and timing, and the
involved deadlines. The feedback that the monitor provides should allow team members to
make their own decisions; and provide general hints more than direct advice. The goal is
not to coach team members, but just to play the "psychologist" with them, making them
realize by themselves where and how they stand on their project. In Figure C.1 we present
the structure of the RWM.

• Monitor Diagnosis - The monitoring session starts with two simple questions: “How was
the week?” and “Did everybody do what they were supposed to do?” These questions
are used to get some general feedback about the project status. After that, the monitor
focuses on the following elements: analysis of the project/team situation (i.e. the
potential problems affecting the team or the project) and the actions to be made by the
team to advance the project towards its final goal.

• Reflection - It is set out to determine if the students are conscious of the team and
project situation. In order to do that, the monitor performs a reflexive activity based on
questions and answers that focus on the weaknesses and risks of the work done, project
plan and team member attitudes. The main idea is to put into use the “reflection-in-
action” [146] - process that allows for reshaping what the students are working on, while
they are working on it. The questions must be formulated considering the monitor
as part of the team; it contributes to perceive this activity as formative; e.g., Why
are we delayed? What are our main risks/weaknesses? How can we address these
risks/weaknesses? How can we improve our team performance? What can we do to
reach the deadlines?. According to the Diagnosis step the monitor checks if team
members are aware of the project situation (possible project risks) and in line with that
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Figure C.1: Structure of a RWM Session.

the monitor makes concrete questions motivating them to think, analyze and reflect
about it, i.e., a team member reports that there is some conflict in a decision about
the design of something in the project; the monitor asked questions “What are the
advantages of each possibility?”; “What are the costs to the project in terms of time
spent with each possibility?” The monitor in these specific case suggests to students to
make a short list of pros and cons where they have to analyze and evaluate the situation
and the possibilities. As a result the team has to agree upon a strategy to solve the
problem/situation.

At the end of this second step the monitor asks students about the project plan to
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see if it is reasonably within schedule. Eventually, the monitor can offer something to
think about such as, indirect feedback, which will be discussed during the following
monitoring

• Closure - In the closure the monitor asks students about the next steps of the project
to see if they are reasonable, and if the project is within schedule. The session ends
with a wrap-up with the priority actions that the team needs to address within the
next week consisting of a wrap-up made by the development team that highlights up to
three priority actions that should be addressed for the next week. The closure acts as a
trigger to create short-term tasks and assignments. If the RWM sessions are applied
in long projects, the closure should also consider the priority actions for the medium
term. It is recommended that the team self-organizes to address the identified tasks and
determines the way they would be carried out. The self-organization requires reflexion-in
and on-action [155] to determine the team next steps. This process design is inspired in
the guidelines given by Marks et al. [93].

C.2 Monitoring Schedule

According to the two processes that we proposed (EduProcess and EduProcess-Instructional)
and the course milestones we created a set of suggested questions that the monitor can ask
students. In our process we considered eleven monitoring sessions and we present below
the suggested questions that can be used according to the milestones defined. We have
seven monitoring sessions that are mandatory and four monitoring sessions that are optional.
The instructor should evaluate the need for the monitoring sessions according to the course
schedule.

C.2.1 Conception

The questions and the amount of monitoring sessions during the conception phase should
be 2 to 4. And according to this we divided the questions the monitors should ask.

• Monitoring Session 1 (mandatory)- First meeting between the team and the monitor.
The main purpose of this monitoring session is to evaluate the team meetings with the
client. The questions that the monitor can ask are:

– How long was the duration of the meeting?

– What was the objective?

– What specific questions were asked?

– Who were the participants present on the meeting?

– Did anyone of the team remember to take notes?

– Did anyone of the team managed to gather user requirements?
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– Does the team already have an idea of the information flow looks like?

– Does the team have any idea of what is the client problem?

– What is the context of the problem?

– Has the team already started preparing the problem presentation?

– Were all team members present?

• Monitoring Session (optional) - The purpose of this session monitoring is to continue to
evaluate client meetings. The main questions that the monitor can ask:

– Has the development of the prototype started?

– Can the team present something tangible of the prototype?

– The monitor should ask the team to show him/her the prototype.

– The team already presented the prototype to the client? The client gave feedback
about it?

– The team already have user requirements elicited?

– The team has any ideas of possible software architecture?

– Everyone knows what you have to develop?

– The team already has the roles assigned?

– Observations

• Monitoring Session 2 (mandatory) - The main purpose of this monitoring session is to
evaluate prototype development. The main questions that the monitor can do:

– Development of the prototype is already being done?

– The team can present something tangible of the prototype?

– Ask them to show prototype

– The team already presented the prototype to the client? The client gave feedback
about it?

– The team already have the user requirements elicited?

– The team has any ideas of possible software architecture?

– Everyone knows what you have to develop?

– The team already has the roles assigned?
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C.2.2 Iteration 1

The questions and the amount of monitoring sessions during the conception phase should
be 2 to 5. And according to this we divided the questions the monitors should ask.

• Monitoring Session 3 (mandatory) - The main purpose of this monitoring session is to
evaluate user and system requirements . The main questions that the monitor do are:

– The user requirements are already defined?

– The user requirements prioritization was already negotiated with the client?

– The team already defined what are the requirements for iteration1.

– The team already inserted requirements in requirements manager tool?

– The analyst already did the translation of user requirements to software require-
ments?

– So far, how are the team relationship going?

• Monitoring Session 4 (mandatory) - The main purpose of this monitoring session is to
evaluate the design activity. The main questions that the monitor can ask:

– The team already have a defined idea of the design?

– The team have a clear picture of the information flow, the type of users and the
language that the software will be built?

– How many of the team members know the development language?

– The use cases are already done?

– The detailed design is done?

– And the data model?

– Ask to take a look on what they have done so far.

– How many team members are present?

– As monitor can you detect or anyone is complaining about possible free riders?

• Monitoring Session (optional) - The main purpose of this monitoring session is to
evaluate the test cases. The main questions that the monitor can do are:

– The team already have defined test cases?

– How many test cases are defined?

– Ask to see the test cases
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– Ask to take a look on what they have done so far.

– How many team members are present?

• Monitoring Session (optional) - The main purpose of this monitoring session is to
evaluate the overall progress of the project. The main questions that the monitor ask
are:

– How the project is going in general?

– What is the relationship between the client and the team?

– What is the relationship among team members?

– What are the biggest risks that team see to the project?

– The team believes they will finish what they committed on time?

– All the team members were present?

• Monitoring Session (optional) - The main purpose of this monitoring session is to
evaluate to evaluate the Iteration 1 presentation progress. The main questions that the
monitor can do are:

– Is the demo for Iteration 1 ready?

– The demo was validated with the client?

– The team delivered everything that was committed to the Iteration 1?

– What were the biggest problems the team had in this iteration?

– All team members were involved with the project in time?

C.2.3 Iteration 2

The questions and the amount of monitoring sessions during the conception phase should
be 3 to 5. And according to this we divided the questions the monitors should ask.

• Monitoring Session 5 (mandatory) - The main purpose of this monitoring session is to
evaluate user and software requirements. The main questions that the monitor can do
are:

– User requirements for the second iteration are already defined?

– The negotiation with the client of the user requirements prioritization was done?

– The team already defined what the core requirements will be for iteration 2?

– The team already put some requirements in the software?
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– The analyst already updated all the requirements of the first iteration?

– If the client came up with new requirements the team was able to negotiate?

• Monitoring Session 6 (mandatory) - The main purpose of this monitoring session is to
evaluate design. The main questions that the monitor can do are:

– The design of what was done is the design presented on iteration 1?

– What changed in the design?

– The data model is reflecting what was being done?

– What are the main challenges that the team has to finish the project?

– The team believes they will be able to finish everything committed?

– How many team members are present?

• Monitoring Session 7 (mandatory) -The main purpose of this monitoring session is to
evaluate the Iteration 2 presentation. The main questions that the monitor can do are:

– Is the demo for Iteration 2 ready?

– The demo was validated with the client?

– The team delivered everything that was committed to the project?

– What were the biggest problems the team had in the project?

– All team members delivered their tasks in time?

– How team members feel about the experience of working in teams?
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Appendix D

SSP versus EduProcess

In this Appendix we briefly present SSP (Simple Software Process) [115] and a comparison
with EduProcess.

D.1 SSP

The first version of the Simple Software Process (SSP) was created in 1998 to support
software development projects in the academia. SSP has two increments: Core and Com-
plement and each one of this increments has four phases as shown in Figure D.1. The first
increment involves about 70% of user requirements and 100% of quality requirements. The
second increment addresses the residual user requirements, which usually are not clear by the
time the project starts.

Figure D.1: Structure of SSP

D.1.1 Phases

SSP works in a parallel model with low interactions among team members which is
fundamental definition in SSP.

• Conception - This phase has two goals: to define the project viability, and to specify
the user requirements which will guide the development process.

• Architectural Design - In this phase the team has to define the product structure in
terms of subsystems, relationship among subsystems, information structure, system
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navigation, basic look-and-feel and also specifies the operational environment of the
system.

• Engineering - This is the construction phase. During the development of the first
increment, the programmers implement as much as possible in order to reduce the
risks and to validate the usability of the software. During the second increment, the
additional functionality is implemented.

• Delivery - The delivery phase focuses on installing the product in the user/client
environment.

D.1.2 Roles and Context

SSP has six roles to assign to team members: project manager, analyst, designer, program-
mer, tester and user/client. The context where SSP was used were courses taken by advanced
undergraduate and graduate students of computer science. Students were grouped in teams of
4-6 people and a real project was assigned to each team. The projects involved participation
of real clients and users. Each team had 16 weeks to develop and deliver the final product.

It has three defined main check points for each project upon finishing the conception phase
during first increment, upon ending the conception phase during the second increment, and
upon completing the engineering phase during both increments (core and complement).

In Section 2.2 of the thesis we presented Paula [123], a set of “minimal” requirements for a
software process for use in an academic scenario. We presented a comparison of EduProcess
with these requirements in Chapter 4. The same analysis was applied to SSP:

• Process architecture - All the educational process is not clearly defined and it is not
specified.

• Team orientation - SSP was designed to be used by small software teams, from four to
six students.

• Project cycle time - The cycle time duration of SSP is of to sixteen weeks.

• Standards and practices - SSP uses SE standards and best practices; i.e.; detailed design,
requirements and others.

• Student support - The process does not offer any student support.

• Instructor support - SSP does not offer support to instructors.

D.2 Comparison

In Table D.1 we present a comparison between SSP, EduProcess and the set of “minimal”
requirements for an academic software process
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Table D.1: Comparison of SSP and EduProcess with the Set of “Minimal” Requirements for
an Academic Software Process

“Minimal”
Requirement

Item

SSP EduProcess

Process architec-
ture

All the educational process is not
clearly defined and it is not spec-
ified.

All the educational process is
clearly defined with its inputs,
activities, outputs, deliverables
and milestones. EduProcess is
specified in detail and is available
online.

Team orientation SSP was designed to be used by
small software teams, from four
to six students.

EduProcess was designed to be
used by small software teams,
from four to seven students.

Project cycle time The cycle time is sixteen weeks. The cycle time can be from seven
to fifteen weeks.

Standards and
practices

It uses SE standards and best
practices; i.e.; detailed design, re-
quirements and others.

Uses SE standards and best prac-
tices; i.e.; requirements, design,
testing and others.

Student support The process does not offer any
student support.

The process has guidelines and
templates to help students to un-
derstand what they have to ac-
complish.

Instructor support It does not offer support to in-
structors.

It has a specific track that deals
with the need of instructors sup-
port.

Despite the difference in the requirements there are other differences between SSP and
EduProcess. The most important ones in relevance are:

• EduProcess is a specified process with guidelines and examples that can be used by
other instructors; SSP is not specified.

• Conception phase with a non-functional prototype that needs to be validated and agreed
upon between the team and the client; SSP does not have it.

• Reflexive Weekly Monitoring sessions that help students coordinate and analyze their
project; SSP does not have it.

• Peer-assessment used as feedback tool to support teamwork; SSP has a small version
and it was not mandatory.

• Client meetings, in EduProcess the client has to meet the team at least once a week; in
SSP it was not mandatory.

• Evaluation, in EduProcess the evaluations are done according to the role of the student
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in the review process and there are more evaluations. In SSP there are only three
evaluations and the team was equally evaluated.

• Roles, in EduProcess there are fewer roles than in SSP.
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Abstract— Background: Software engineering is a core 
subject in computing education. Today, there seems to be a 
consensus that teaching software engineering requires students to 
perform practical experiences that simulate the work in the 
software industry. This represents a challenge for universities 
and instructors, because these experiences are complex to setup 
and involve considerable time and effort. Although there are 
several experiences and proposals reported in the literature, 
there is no clear solution to address this challenge. Aim: Being 
knowledgeable about the several approaches reported in the 
literature for dealing with this challenge is the first step to 
proposing a new solution. Counting on this knowledge allows 
instructors to reuse lessons learned from other universities. In 
order to address this challenge, we conducted a systematic 
mapping study that intends to answer the following questions: 
What are the main approaches used to address the practical 
experiences in software engineering education? Is there an 
emerging tendency to address this challenge? Which software 
process models are used to support the practical experiences in 
software engineering courses? Have the universities changed the 
way of conducting these experiences over the years? What are the 
main forums to seek information on practical approaches for 
teaching software engineering? Method: We used a systematic 
mapping study to identify and classify available research papers 
that report the use of practical experiences in software 
engineering education. 

Results: There were 173 papers selected, analyzed and 
classified. The results indicate that universities have realized the 
value of including practical experiences as part of the software 
engineering teaching process. However, few proposals indicate 
how to address that challenge. The practical approaches 
identified in this study were game learning, case studies, 
simulation, inverted classrooms, maintenance projects, service 
learning, and open source development. Only one recent report 
on the use of traditional approaches (i.e., teaching using 
expositive lectures) was found. The use of a development process 
to support these practical experiences seems not to be a concern 
for software engineering instructors. Only 40% of these studies 
report the use of a development process to guide the process 
experience. The reported processes are mainly agile methods. 
Conferences are the most used forum to publish studies in this 
area (72%). One third of these studies have been published over 
the last five years. 

Conclusion: There is a clear concern for teaching software 
engineering involving practical experiences, and there are several 

initiatives exploring how to do it. The map gives us an overview 
of the different proposals to address this challenge, and also 
allows us to make some preliminary conclusions about the 
preferred approaches.  

Keywords—software engineering education; systematic 
mapping.  

I.  INTRODUCTION 
Software engineering is a discipline designed to apply 

systematic, disciplined, quantifiable approaches to the 
development, operation and maintenance of software [1]. As 
any engineering discipline, it is tightly linked to the industry.   
Consequently, there is a need to prepare students for the world 
of industrial software development [2].  

Preparing software engineers for the industry is a complex 
task that most universities are striving to accomplish. Such a 
task must not only transfer knowledge on core-computing 
concepts, but also allow students to become lifelong learners 
who are able to keep pace with innovations in the discipline 
[3]. The approaches to teaching the theoretical aspects of 
software engineering have been well supported by the 
universities. However, software engineering needs a more 
practical teaching approach than just expositive classes. 

Moore and Potts [4] state “Software engineering cannot be 
taught exclusively in the classroom. Because software 
engineering is a competence, not just a body of knowledge, any 
presentation of principles and experience that is not backed up 
by active and regular participation by the students in real 
projects is sure to miss the essence of what the student needs to 
learn”. Practice-based software engineering seems to be the 
best instructional approach to deal with the contemporary 
software engineering education [5]. Unfortunately, not all 
computer science and software engineering programs offer 
experimental courses on software development that allow 
students to participate in a real life software development 
experience.  

Integrating these experiences into the courses is a huge 
challenge for universities. This demands significant effort in 
terms of time and human resources to support the instructional 
process, such as utilizing coaches).  These experiences also 
need instructors with expertise in software development, and 
they frequently require real clients that act as counterparts in 



these projects. These restrictions make this challenge difficult, 
if not impossible to address for most universities.  

There is currently no predominant approach, nor right or 
wrong way to conduct these practical experiences, but there are 
certainly approaches that are more effective than others 
depending on the teaching context. For these reasons we have 
conducted a systematic mapping study to determine which 
approaches are available, and which of them seem to be 
preferred or are more effective. Our study was conducted 
following the procedure proposed by Petersen et al. [6]. 
Systematic mapping studies are intended to give an overview 
of a specific topic; in our case, it is the practical approaches for 
teaching software engineering. A systematic mapping study is 
typically classified as a secondary study and indicates the 
quality and quantity of work already done by the research 
community in the area. The papers used in the mapping study 
are selected and classified according to the research questions 
proposed in indexed scientific databases, and the papers 
selected are called primary studies.  

One of the main goals of a systematic mapping study is to 
categorize an area of knowledge providing evidence that there 
is information and possible clusters where further research 
could be done. 

The rest of the paper is organized as follows. Section 2 
describes the paper’s selection process used in this work and it 
explains the process conducted to perform the mapping. 
Section 3 reports the obtained results. Section 4 discusses the 
threats to validity of this systematic mapping. Finally, Section 
5 presents the conclusions of this study. 

II. STUDY RESEARCH SELECTION 
In this study we followed the process proposed by Petersen 

et al. [6] (Figure 1). Next, we describe in detail how the process 
steps were performed. 

A. Definition of Research Questions 
The research questions to be answered in this systematic 

mapping study are the following: 

RQ1: What are the main approaches used to address the 
practical experiences in software engineering education? The 
idea was to create a comprehensive map with the main 
instructional approaches, and identify those most commonly 
used. 

RQ2: Is there an emerging tendency to address this 
challenge? This question tries to determine if the lessons 
learned from past experiences have generated consensus about 
the best ways to teach software engineering from a practical 
point of view. 

RQ3: Which software process models are used to support 
the practical experiences in software engineering courses? The 
use of a particular process model involves certain challenges 
and usage efforts for the instructors. This research question 
intends to determine which models can be afforded by the 
instructors during a course, considering the models complexity, 
and also the time and effort required for using them. 

RQ4: Have the universities changed the way of conducting 
these experiences over the years? This question intends to 
determine the evolution of the software engineering teaching 
approaches, in order to identify promising trends that help 
researchers and instructors to define new solutions to address 
the stated challenge.  

RQ5: What are the main forums to seek information on 
practical approaches for teaching software engineering? By 
identifying the main information sources on this topic, we 
intend to ease the searching and retrieving of new proposals on 
this research topic. 

Although there are several proposals on how to teach 
software engineering, there is no clear consensus on whether or 
not there is a better approach to do it. The literature shows a 
multitude of anecdotal information indicating what is best and 
what everyone does. However, there is no empirical evidence 
supporting these suggestions. Therefore, this systematic 
mapping study intends to provide a more comprehensive and 
objective point of view on the practices used by universities to 
address the practical experiences in software engineering 
courses.  

B. Literature Search 
We started our mapping study by identifying keywords and 

search strings that would be useful in finding relevant articles. 
We followed the suggestions of Kitchenham et al. [7] who 
recommend: (1) breaking down the research questions into 
concepts, (2) finding synonyms, abbreviations and alternative 
spellings, (3) considering subject headings of relevant journals 
and works in the area, (4) using Boolean operators in the search 
strings. 

 
Figure 1 - Systematic Mapping Process by Petersen et al. [6] 



Table 1 shows the search strings that were used to identify 
relevant papers. In such a process we matched these strings 
against the papers title, abstract and keywords, when possible. 
The following scientific databases were used in this searching 
process: IEEEXplore, ACM Digital Library, Web of 
Knowledge (former ISI Web of Science), Science Direct 
(Elsevier), SpringerLink and Wiley International. These 
databases are relevant sources, indexing the major journals and 
conference proceedings in the software engineering area. They 
also allow automatic searching.   

Table 1 - Strings Used in the Literature Search 

Search Strings 
"software engineering education" OR 
"software development course"  OR 

"software development capstone" OR 
"software development education"  OR 
"software engineering capstone"  OR 
"software engineering course"  OR 

"teaching software engineering"  OR 
"software engineering instruction"  OR 
"teaching software development"  OR 

"software practice education"  OR 
"software engineering projects" 

 
The search was done from October 1st to 30rh ,2013. A total 

of 7,517 documents were found. Table 2 shows the number of 
articles retrieved from each database. Provided that many 
papers are indexed by more than one digital library, we 
removed the duplicated articles and thus obtained a corpus of 
3,725 documents related to the research topic. This corpus of 
literature represents the input used for the next phase of this 
study (i.e. the screening). Figure 2 shows the percentages of 
papers used from each literature database. 

Table 2 - Amount of Articles Retrieved by Source 

Source Retrieved 
ACM Digital Library (http://dl.acm.org) 2,100 
IEEEXplore 
(http://ieeexplore.ieee.org/Xplore/home.jsp) 996 

Web of Knowledge 
(http://www.webofknowledge.com/) 2,279 

SpringerLink (http://www.springer.com) 934 
Science Direct (http://www.sciencedirect.com) 2,075 
Wiley International 
(http://onlinelibrary.wiley.com) 1,212 

TOTAL: 7517 

 
Figure 2 – Representativeness of the literature sources  

C. Screening of Papers and Keywording  
The main goal of the screening stage is to select studies that 

address the stated research questions. In our screening process, 
two inclusions criteria and eight exclusions criteria were used 
and presented in the following list: 

Exclusion Criteria: 

1. Documents whose full text is not available. 

2. Documents that are only available as an abstract. 

3. Documents describing a panel. 

4. Documents describing a workshop. 

5. Documents that are a letter from the editor. 

6. Documents in which the context is not related to 
teaching software engineering. 

7. Documents that report the use of software engineering 
as a means of teaching a specific programming 
language or framework. 

8. Documents that report opinion papers and philosophical 
theories. 

Inclusion Criteria:  

1. Documents reporting teaching/learning software 
engineering experiences. 

2. Documents presented as full papers; short papers and 
works in progress are counted if they are within the 
research scope. 

The authors individually applied the inclusion and 
exclusion filters, and then examined the title, abstract and 
keywords of each selected paper. The results were later 
compared and the conflicts were discussed between the 
authors. A total of 247 papers were selected after this first 
filter. Then, a skimming through the introduction and 
conclusion sections of each paper was conducted in order to 
select the primary studies that help answer the research 
questions. As the result of this skimming, 173 papers were 
selected as primary studies, which were used for the 
keywording stage. 

According to Petersen et al. [6], “keywording is a way to 
reduce the time needed in developing the classification scheme 
and ensuring that the scheme takes the existing studies into 
account”.  This stage involves two steps: (1) look for keywords 
that reflect the concepts and contribution of the paper, and (2) 
combine the keywords to classify and understand the 
contribution of the research. Following this proposal, we 
defined three criteria for classifying our primary studies: 

Research type – It identifies the research approach used in 
the studies reported in the papers. Table 3 shows a description 
of the research type categories used to classify the articles. 
These categories are based on those proposed by Petersen et al. 
[6] and Nacimento et al. [8]. 

Teaching approach – It identifies the pedagogical teaching 
approaches used in these practical experiences. Table 4 



presents the categories of teaching approaches and their 
description.  

Software process model – It indicates the type of software 
process used to guide these experiences. Software development 
processes are “used as guidelines or frameworks to organize 
and structure how software development activities should be 
performed, and in what order” [9]. Table 5 shows the 
categories of software processes used to classify the 
experiences, and also their description of each category. 

Table 3 – Research Types 

Category Description 
Experience report 
 

Author´s personal experience describing 
what and how something was done. This 
usually includes a lesson-learned section. 

Case study Report of investigation of a real-life 
phenomenon. It may include quantitative 
evidence, relies on multiple sources of 
evidence, and also may report one or 
several cases. 

Action Research Problem solving actions implemented in 
a collaborative context with data-driven 
analysis or research, with the intent to 
enlighten underlying causes enabling 
future trend prediction. 

Experiment/Quasi-
Experiment 

Manipulation and controlled testing for 
causal analysis. Normally, one or more 
variables are manipulated to determine 
their effect on the dependent variable. 

Solution Proposal A solution is proposed and the results of 
using the proposed solution are reported. 
An example or a line of argumentation 
must show the applicability of the 
solution. 

 
Table 4 - Teaching Approaches 

Category Description 
Case Studies Students develop skills in analytical 

thinking by reading and discussing 
complex real-life problems.  

Learning by doing There is no formal reported approach 
stated in the paper, but report the 
experiences on using an approach 
where students take on a project and 
have to address the clash of software 
engineering theory and practice. 

Game based 
learning 

A game development is proposed as a 
fun way to teach software engineering 
and catch the students’ attention. 

Maintenance Students have to learn how to deal 
with software created by other 
developers, and to participate in its 
evolution or correction. 

Open Source Students have to learn software 
engineering by participating actively 
in an open source community or 
project. 

Problem/Outcome 
Based Learning 
(PBL/OBL) 

These experiences address practical 
problems as way to drive the learning 
process. They can also be focused on 
getting certain outcomes as a way to 

emphasize a more functional 
knowledge than a declarative one. 
Students learn about a subject through 
the experience of solving a problem, 
looking for results and by working in 
groups. 

Simulation Students work on projects that try to 
simulate a part of a real life project. 
For instance they have to play a role, 
deal with a client, address a problem, 
and work in an environment similar to 
industrial scenarios. 

Traditional Involves a lecturer standing in front of 
students, with the course content 
divided into a number of topical 
lectures. Typically, a set of practical 
assignments is used to help students 
apply the theoretical concepts to the 
professional work. 

Service Learning Students develop and use their 
academic skills to address real life 
problems within their own 
environment.  

Inverted 
Classroom 

The traditional lecture is placed online 
for students to utilize during their 
study time. Their classroom time is 
used for other activities, such as 
workshops, interactive work time with 
the instructor, or demonstrations. 

 
Table 5 - Software Process Models 

Category Description 

Agile The agile models are product-driven 
processes that propose a software 
development approach based on customer 
collaboration, iterative development and 
technology adaptable to change [10]. 
Little or no bureaucracy is involved in 
these processes. 

CMM CMM (Capability Maturity Model) is a 
general recommendation that identifies 
key process areas, and also different 
levels of work maturity for those areas. 
These experiences involve planning, 
performing or validating software process 
improvement using this recommendation 
as a guideline. 

Mbase Mbase (Model Based Architecting and 
Software Engineering) is a particular 
software process model, which is focused 
on managing the traceability of the 
project deliverables.  

RUP (based) Works that report the use of RUP 
(Rational Unified Process) or a variation 
of it to guide the development of 
software projects. Some processes 
derived from RUP are UP (Unified 
Process) or UPEDU (Unified Process for 
Education). 



TSP/PSP Papers that report on the use of TSP 
(Team Software Process) or PSP 
(Personal Software Process) [11]. These 
processes are focused on self-measuring 
and managing the development effort 
during a project. 

Traditional Works that report the use of waterfall, 
incremental or any other structured 
approach for software development. 
Typically these processes are opposite to 
agile methods in terms of bureaucracy 
required to obtain a product. 

Various Papers that report the use of more than 
one process approach simultaneously. 
For instance, using a structured model for 
developing a particular software. We 
however use an agile approach to address 
each process stage. 

Ad-hoc (stated) Reports that use a specific process 
approach, which is described in that 
work, and that do not match with 
previous categories. 

Not specified Authors do not state the process approach 
used to address the work. 

 

D. Data Extraction  
The data extraction process conducted in this study was 

particularly designed to answer five research questions. In 
order to do that, each paper that passed the screening process 
was read to determine the correct classification of the work 
according to the defined criteria. Moreover, we retrieved the 
following information from those papers: title, year, venue and 
author(s). The information required to classify the articles were 
in some cases stated in the article, and in other cases, they were 
manually classified by the authors considering the papers’ 
content. In this work, none of the papers were classified in 
more than one category according to a same criterion. 

III. OBTAINED RESULTS 
The details of the 173 papers selected as primary studies are 

available in [12]. The results are presented according to the 
stated research questions. Figure 3 gives us an overview, a map 
of the approaches reported in the primary studies. The bubbles 
indicate the number of papers classified according to the 
already defined criteria; i.e., research type, software process 
model and teaching approach. Next, we present the obtained 
results for each research question. 

RQ1: What are the main approaches used to address the 
practical experiences in software engineering education?   

 

 

 
Figure 3 - Research Type versus Process Approach versus Teaching Approach 

 



The literature reports ten instructional approaches to 
addressing these practical experiences. Clearly, the variety of 
alternatives is small. 

The map shows that the learning by doing approach is the 
most used one, with 93 studies (54%), followed by the 
PBL/OBL approach with 21 studies (12%), case studies with 15 
studies (9%), games with 12 studies (7%), and then simulation 
(5%), traditional (4%), open source (3%), service learning 
(2%) and inverted classroom with only one study.  

Learning by doing and also PBL/OBL are flexible 
strategies that can be adjusted to take advantage of the 
capabilities and interests of the instructors and students. These 
approaches do not impose important constraints or require 
special capabilities of the instructors. This could be a reason 
why these alternatives seem to be frequently used to support 
these practical experiences. 

RQ2: Is there an emerging tendency to address this 
challenge?   

The tendency seems to be defined by several criteria, for 
instance, the flexibility and ease of using the approaches, their 
suitability for being used by most instructors, and the effort, 
restrictions and skills involved in the use of these approaches. 
The map shows that approaches involving real projects or 
clients (that are most of the alternatives) are not particularly 
attractive for software engineering instructors. This is probably 
because these approaches are more complex to apply and also 
involve significant effort from instructors, teaching assistants, 
and sometimes also from clients and users. 

We suppose that the traditional approaches (i.e., those that 
compliment theoretical lectures with practical assignments) are 
the most used, because it is not easy to change the instructional 
process used by the lecturers, and also because most computer 
science and engineering courses follow that pattern. However, 
there are only a few reports on the use of traditional approaches 
in the literature. This is likely due to such an approach being 
not as novel and it is rarely effective at delivering knowledge in 
this area. 

RQ3: Which software process models are used to support 
the practical experiences in software engineering courses? 

Viewing the map and analyzing the software processes 
used to guide these practical experiences, we see that more than 
half of the studies do not report the process used in these 
experiences (104 studies – 60%). This result is not surprising, 
because many software engineering practical experiences tend 
to simulate the work scenario of small or very small software 
enterprises, due that will probably be the first professional 
niche addressed by the new software engineers. According to a 
study performed by Quispe et al. [13], the software process 
models used by these enterprises are typically informal, 
immature and guided by the deadlines. Therefore, if the 
experiences in the academia simulate this part of the software 
industry (that is the most representative one), clearly these 
experiences do not have a process to be reported in the papers. 
In summary, it is highly probable that the process used in the 
academia to guide the practical experiences is informal and 
guided by the deadlines. 

Concerning the reporting of articles, most of the processes 
used in these experiences indicate the use of an agile process. 
Agile processes are usually not too formal and guided by the 
deadlines, which support the previous hypothesis. Twenty-five 
studies reported the use of agile processes (14%), followed by 
ad-hoc process (stated in the study) with 18 studies (10%), 
traditional processes with 8 studies (5%), TSP/PSP with 7 
studies (4%), RUP with 5 studies (3%), various other process 
with 3 studies (2%), CMM with 2 studies and MBase with 1 
study. Supporting the hypothesis that the complexity and effort 
of conducting these experiences establishes the usage tendency. 
Few articles report on the use of RUP, TSP/PSP, MBase and 
CMM. The traditional processes represent an interim point 
because they are a bit bureaucratic (e.g. waterfall or 
incremental), but easy to use. Their usage does not involve 
significant effort by the instructor. Clearly, the preferred are the 
agile processes because they are easier to use. 

RQ4: Have the universities changed the way of conducting 
these experiences over the years? 

Figure 4 shows a timeline with the reported teaching 
approaches used in these practical experiences. Initially the 
traditional approach and learning by doing were used; 
however, during the last ten years several other alternatives 
have been proposed and used indicating that this issue is still 
open.  

Nowadays, the learning by doing approach is still in use 
and the traditional one has lost ground. Maintenance was used 
at some point, but did not have continuity of use. This could be 
because today the development of new solutions is much more 
frequent than the extension of the existing ones. Other 
approaches such as games, open source, PBL/OBL have started 
to be reported on over the last ten years and continue being 
used as an attempt to find new ways of addressing the stated 
challenge. 

RQ5: What are the main forums to seek information on 
practical approaches for teaching software engineering? 

The majority of the primary studies selected were published 
in conference proceedings (125 studies – 72%) and only 48 
studies (28%) were journal publications. The main forums on 
the theme were the Conference on Software Engineering 
Education and Training - CSEE&T (40), Frontiers in Education 
– FIE (18), International Conference on Software Engineering 
– ICSE (7), ACM Technical Symposium on Computer Science 
Education (6) and Conference on Innovation and Technology 
in Computer Science – ITiCSE (5) and the rest of the articles 
were published in 36 different conferences.  

Concerning the articles reported in journals, 12 studies 
(25%) were published in the ACM SIGCSE Bulletin, 11 
studies (23%) in the Journal of Computing Sciences in College, 
8 studies (17%) in IEEE Transactions on Education, 3 studies 
(6%) in the Journal of Systems and Software and 2 studies 
(4%) in the Software Engineering Journal. The rest of the 
studies (12 studies – 25%) were published in several journals, 
which are not particularly focused on software engineering or 
engineering education. 



IV. THREATS TO VALIDITY 
Construct validity reflects to what extent the phenomenon 

under study really represents what the researchers have in 
mind, and what is investigated according to the research 
questions. The number of papers found indicates that the terms 
used in the search process are well defined. Only the data 
available before October 30, 2013 was considered in this study. 

Data reliability focuses on the papers collected and 
analyzed in order to see if these processes were conducted in a 
way that they can be repeated. The search terms were defined 
and the procedures applied in this study followed the 
previously described guidelines. The corpus of literature used 
as a primary study is reported in [12], therefore other 
researchers can replicate this study. The extracted information 
could also be a source of reliability concern, but the authors 
made the data extraction in an individual and parallel way. In 
case of differences in the authors’ opinion, a clarification 
process was conducted until reaching consensus.  

The results found could be subject to limitations of the 
automated search engines used in this work. The primary 
studies considered here were the ones that entered the inclusion 
criteria and were not rejected by the exclusion criteria. The 

classification of the studies according the predefined criteria 
was not always straightforward (some classifications were 
implied by the authors). The classification of the studies was 
done mainly by reading the title, abstract and in a few cases, 
the whole article. 

Internal validity is more related to analysis of the collected 
data. A mapping study does not have any statistical 
assumption; therefore there are no threats. External validity is 
concerned with generalization. Since the systematic mapping 
studies in general do not state conclusions, the external validity 
threats are not applicable. 

V. CONCLUSIONS 
This paper presents a systematic mapping study that 

characterizes the approaches available to address the practical 
experiences in software engineering education. We used a 
corpus of literature of 173 primary studies that were published 
in the main conferences and journals of the area. The results 
show that the academia is conscious of the need to teach 
software engineering in a practical way, and it is also conscious 
of the effort that this challenge represents for instructors, 
teaching assistants and universities. 

 

 
Figure 4 - Timeline of the teaching approaches  

 



Although several approaches have been proposed to 
address this challenge, the preferred ones seem to be those that 
are easy to use, and represent minimum effort for the 
instructors. As there is no comparison of the effectiveness of 
these approaches, we therefore cannot say anything about it.  

Concerning the software process models used to guide 
these experiences; the preferred ones seems also be those 
requiring less effort and complexity in their use. In that sense, 
agile methods were preferred considering the articles that 
reported this feature of the practical experiences. Most studies 
do not indicate the software process used in the experiences. If 
we draw a parallel between these experiences and the 
development scenarios of very small and small software 
enterprises, we can hypothesize that no process was used in the 
practical experiences in the academia. The process will 
probably be informal and guided by the deadlines assigned to 
the project; therefore there is no process to report. 

This result is not surprising because teaching software 
engineering in a practical way is still an open issue, and 
represents an important challenge for any university. More 
research and experimentation is required in this area in order to 
find new proposals that address this challenge more effectively. 

The map presented in this study shows some trends and 
issues in software engineering education. This gives us some 
directions for future research. We plan to perform a more in-
depth analysis of the proposed teaching approaches and 
software processes in order to determine their effectiveness in 
the instructional process. 
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