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Abstract

A TCAM-based flow table is power-hungry 
hardware that can provide high-speed lookup 
operations for packet switching networks. A num-
ber of energy-efficient TCAM usage approaches 
have been proposed in recent literature, but this 
topic still has not been well studied in the context 
of traffic engineering for SDN. To this end, aim-
ing to find energy-efficient routing paths for traf-
fic sessions in SDN networks, we propose a novel 
Green DataPath architecture, where the dynam-
ic voltage and frequency scaling (DVFS) power 
management technique is introduced. The ded-
icated SDN controlling module and DVFS-en-
abled switches are devised for the control plane 
and data plane, respectively. A framework for 
energy-efficient routing algorithms is also devel-
oped under the proposed architecture and eval-
uated by extensive simulations using three traffic 
scheduling schemes.

Introduction
In the last decade, ternary content addressable 
memory (TCAM) has beceme the dominant 
hardware, providing super high-speed forward-
ing operation in packet switching networks. For 
example, a commercial TCAM chip named 
R8A20410BG can support 20 Mbits density 
working at 360 MHz per table, which suggests 
that it can perform up to 360 million searches 
per second per table. While a TCAM has line-
rate speed lookup benefits, it also comes with 
disadvantages such as the high cost-to-density 
ratio (US$350 for a 1 Mbit chip) and high power 
consumption (15–30 W/Mb).

Due to these reasons, TCAMs have been 
limited to wild card storage in packet switching 
devices, and must be carefully scheduled to use. 
Therefore, a number of energy-efficient TCAM 
usage approaches have been proposed for packet 
switching networks in the state-of-the-art liter-
ature. These approaches can be classified into 
three categories: TCAM usage reduction [1, 2], 
TCAM partial utilization [3–5], and forwarding 
rule compression [6–10], while they are still in the 
premature stage in the context of traffic engi-
neering for software defined networking (SDN).

In this article, we call the traffic flows between 
the data source transmitter and the client receiv-
er a session. To find the energy-efficient routing 
paths for traffic sessions in SDN networks, we 

present a novel Green DataPath architecture, 
where the dynamic voltage and frequency scaling 
(DVFS) power management technique is used. 
In particular, we have also devised the dedicated 
SDN controlling logic and DVFS-enabled switch-
es. Under the Green DataPath architecture, a 
routing algorithm is proposed and evaluated 
under various network settings.

Preliminaries
SDN

SDN simplifies network management via decou-
pling the control and data planes using a logically 
centralized network operating system called a 
controller. Thus, complicated controlling log-
ics are no longer necessarily installed in packet 
forwarding devices such as switches or routers. 
Therefore, SDN has been viewed as the next 
generation network paradigm [11]. In SDN net-
works, each SDN switch at the data plane con-
ducts data forwarding according to the flow table 
entries (also called rules) installed by the con-
troller. Each forwarding rule can be expressed 
in the form of Match, Action, in which the 
Match field is used to match against the packet 
header. If a rule is matched, the switch executes 
the specified actions in the Action field to the 
packet. For example, the rule Match:{ip, nw_src 
= 100.0.0.1, nw_dst = 100.0.0.2}, Action=out-
put:3 indicates that the packets from a host with 
source IP address 100.0.0.1 and a destination IP 
address 100.0.0.2 will be forwarded to the output 
port 3 of the switch.

TCAM
In Ethernet networks, switches and routers must 
deliver bandwidth-hungry services such as voice 
over Internet Protocol (VoIP), IP television 
(IPTV), video on demand (VOD), and wireless 
third/fourth generation (3G/4G) with the appro-
priate quality of service (QoS) levels. In order 
to build the platforms necessary to optimally 
manage large amounts of network traffic quickly 
and effectively, system designers are increasingly 
relying on advanced content addressable memory 
(CAM), especially TCAM devices, to perform 
ultra-fast data packet searches.

CAM compares input search words, such as 
the match fields in packet headers, against a 
table of stored forwarding rules, and returns the 
address of the matched data. CAM can finish a 
complete lookup operation over all stored rules 
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in a single clock cycle. Therefore, it is popular in 
high throughput systems. Figure 1a illustrates an 
example of the lookup operation. When a pack-
et with the source IP address 100.0.0.1 arrives 
at a switch, the packet header will be compared 
against the rule prefixes stored in CAM based 
table. The matched prefix, such as the shad-
owed one, will activate the corresponding match-
line, which generates an encoding signal. After 
decoding such a mapping signal by Decoder, 
the predefined action, such as 100.0.0.1:Output 3, 
will be duplicated to the Action execution 
module. Finally, the processed packet leaves the 
current switch.

In general, there are two types of CAMs: 
binary CAM (BCAM) and TCAM. The former 
can be used to store full entries and perform 
exact 0/1 lookup against each bit of the search 
data, while the latter can store wildcard entries 
and do more beyond the binary comparison. 
In each wildcard entry, the “X” value, called a 
“don’t care” bit, can also be represented, indi-
cating that a particular bit in the search data will 
not be taken into consideration when comparing 
with a stored rule. This feature is very useful in 
many applications such as the prefix matching in 
IP-lookup and range queries for packet classifi-
cation. In order to support three states of each 
bit in a rule, that is, match 0, match 1, and don’t 
care, each TCAM cell requires encoding using 
two physical bits. For example, Fig. 1b illustrates 
a NOR-type-based TCAM cell, which contains 
two static random access memory (SRAM) cells 
representing two physical bits, D0 and D1. Since 
each physical bit can represent two binary states, 
the combination of D0 and D1 can denote four 
logical possible states, but only three of them are 
required by the ternary storage. On the other 
hand, Fig. 1c shows the ternary encoding table 
for the NOR-type-based TCAM cell, where we 
set D0 = 0, D1 = 1, and D0 = 1, D1 = 0 to store 
logic ternary symbols “0” and “1,” respective-
ly. Additionally, the cell allows searching for an 
“X” symbol by setting both SL0 and SL1 to logic 
“0.” This is an external “don’t care” that forces a 
match of a bit regardless of the stored bit. There-
fore, using TCAM, a packet forwarding device 
can do wildcard lookup operations.

In the early stage of IP routers, the lookup 
speed was unable to match the growth of link 
bandwidth. TCAMs have been adopted to design 
high throughput forwarding engines on routers 
and switches [6].

Due to the realization of the logical terna-
ry symbol, TCAMs are more expensive and 
consume much more circuit board space than 
SRAMs. In the fast lookup operation, TCAM 
chips also generate a large amount of heat. 
Therefore, a TCAM cell is far more complicated 
and power-consuming than an SRAM cell. For 
example, 1 Mbit TCAMs consume 15–30 W of 
power, about 50 times higher than SRAMs.

Power Consumption of TCAM
The power consumption of a hardware compo-
nent mainly depends on the voltage supply (Vdd), 
equivalent capacitance (Ceq), and operating fre-
quency (f). Most of the power consumption in 
TCAM is due to charging and discharging of var-
ious control lines, such as the searchlines and 

matchlines shown in Fig. 1a. According to the 
TCAM power consumption model presented 
in [12], P  · V2dd · f, we can infer that three 
parameters (i.e., Vdd, Ceq, and f) can be tuned 
directly to reduce power consumption. Based 
on the impact of parameter variations on cir-
cuits and micro-architecture [13], the following 
insights of parameter configuration are obtained 
regarding power reduction on a transistor:
• The capacitance of transistors in an off-the-

shelf TCAM chip is already ossified and
cannot be tuned.

• The variation of supply voltage takes a sig-
nificant percentage of the entire supply
voltage range. Too high voltage leads to
unreliable processing upon packets, while
too low voltage increases the probability of
failure during read and write operations.

• Too low frequency leads to low performance
(e.g., low processing speed), and too high
frequency results in high leakage power.
Note that a wide spread of reasonable fre-
quency distribution does exist.

In summary, the reduction of power consump-
tion can be achieved by reasonably tuning Vdd 
and f.

Figure 1. The rationale of CAM-based lookup operation and TCAM cell: a) 
rationale of packet lookup operation in a switch/router; b) a NOR-type 
TCAM cell; c) ternary encoding for a NOR cell.
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stAte-of-the-Art
enerGY-effIcIent tcAm usAGe

When applying energy-effi cient lookup operation 
in physical packet-switching networks, recent 
related works can be generally classifi ed into the 
three aforementioned categories. The remark-
able properties of these existing proposals are 
summarized in Table 1.

tAXonomY of enerGY-effIcIent tcAm usAGe

Category-A: TCAM Usage Reduction: In 
order to offload TCAM usage, Yamanaka et 
al. [1] built a “matching field translator” archi-
tecture, in which a list of exact match rules are 
generated for a corresponding wildcard rule in 
the first step, and then a controller translates 
exact matching fields into the source medium 
access control (MAC) addresses based on the 
correspondence between them. As a result, only 
the shorter rules that contain MAC addresses 
are necessary and can be stored in BCAM of a 
switch. Similarly, Congdon et al. [2] created a 
signature CAM and RAM-based packet parser, 
which works as prediction circuitry. According 
to the prediction logic results (i.e., prediction 
hit, incorrect prediction, and prediction miss), 
the TCAM utilization manners are attributed to 
no-TCAM, only using master-TCAM and full-
TCAM usage, respectively.

Category-B: TCAM Partial Utilization: Pan-
igrahy et al. [3] partitioned TCAMs into several 
groups fi rst, and then used an application-specif-
ic integrated circuit (ASIC)-based hash table to 
perform lookup in only one TCAM chip, others 
remaining inactive. Similarly, Zane et al. [4] pro-
posed a bit-selection logic to reduce power con-
sumption. In the proposed architecture, TCAMs 
are partitioned to different blocks, and the hash-
ing bits are selected to point to specifi ed TCAM 

subtables. Recently, Ma et al. [5] introduced a 
smart pre-classifier which classifies a packet in 
advance such that only a small portion of TCAM 
will be activated and searched for a given packet.

Category-C: Forwarding Rule Compression: 
Ravikumar et al. [6] introduced prefix aggrega-
tion and expansion techniques, aiming to acti-
vate a limited number of TCAM arrays during 
IP lookup. In such a way, the effective TCAM 
size in a router can be compacted. To address 
the range expansion problem of TCAM instal-
lation, Meiners et al. [7] considered how to gen-
erate a semantically equivalent packet classifi er 
that requires the minimum number of rules for 
a given set of original TCAM entries. Using 
tree representation of rules, Sun et al., [8] pro-
posed a redundancy removal algorithm, which 
removes redundant rules and combines over-
lapping rules to build an equivalent and smaller 
rule set for a given packet classifier. Kannan et 
al. [9] used shorter tags for identifying fl ows than 
the original ones used to store the fl ow entries. 
As a result, the size of forwarding rules can be 
reduced. In order to effi ciently use TCAM space, 
a rule multiplexing scheme in [10] was proposed 
with joint optimization on traffi c engineering in 
SDN networks. Using this scheme, the original 
same set of rules deployed on each node for 
the whole flow of a session but toward differ-
ent paths can be compacted in some particular 
overlapped switch nodes, such that the occupied 
TCAM space is reduced.

chAllenGes

Update Rules for Dynamic Traffi c Flows: As 
observed from the related work presented above, 
most existing approaches can only be operated 
offl ine.

For example, in the approaches belonging to 
Category-B, ASIC-based hash tables were used 

Table 1. Comparisons on the energy-effi cient TCAM usage.

Category Literature Critical component(s) Power 
awareness Rule compression ratio Dynamic 

rule update

TCAM usage 
reduction

Yamanaka [1] Match fi eld translator No Not applicable (N/A) Good

Congdon [2] Signature CAM, prediction circuitry Yes (N/A) Poor

TCAM partial 
utilization

Panigrahy [3] ASIC based prefi x indexer Yes (N/A) Poor

CoolCAMs [4] Bit-selection logic Yes (N/A) (N/A)

Ma [5] CAM based pre-classifi er Yes (N/A) Fair 

Rule 
compression

EaseCAM [6] Prefi x aggregation and expansion 
techniques Yes Fair Fair

Meiners [7] TCAM Razor approach No High Poor

Sun [8] Tree representation No High Poor 

Compact TCAM [9] Shorter tags Yes Fair Fair

Multiplexer [10] Rule-multiplexing scheme No High Fair

DVFS-based This article Chip-indexer, DVFS module Yes (N/A) Good

Once a dynamic traf-

fi c fl ow arrives, the 

expense of refreshing 

the current solution 

is signifi cantly high 

or even intractable. 

Therefore, designing 

energy-effi cient strate-

gies that can handle the 

highly dynamic arriving 

fl ows in an online 

fashion is a critical 

challenge.
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to map the arriving packets to the specified 
TCAM chips [3, 4], and the indexing entries were 
used in a TCAM based pre-classifier [5]. Howev-
er, how to update these hash-table/pre-classifier 
entries when new traffic flows arrive still has not 
been well resolved.

In practice, traffic flows usually arrive at a 
switch randomly and dynamically, resulting in the 
controller having to install time-varying rule sets 
on the traversed switches. Once a dynamic traffic 
flow arrives, the expense of refreshing the current 
solution is significantly high or even intractable. 
Therefore, designing energy-efficient strategies 
that can handle the highly dynamic arriving flows 
in an online fashion is a critical challenge.

QoS Guarantee: The other challenge is how 
to guarantee the QoS requirement of client flows 
while saving energy.

Most existing approaches enforce addition-
al processing before lookup operations using 
TCAMs. For example, the method proposed in 
[1] requires rule set translation. Moreover, all 
proposals in Category-C have to execute compli-
cated algorithms to compact the original rule set 
into a smaller one. All such pre-lookup operations 
introduce a non-negligible delay and potentially 
degrade the QoS performance of client flows.

Green DataPath Architecture
In this section, we present a novel Green Dat-
aPath architecture, which is a totally different 
approach in the context of traffic engineering for 
SDNs compared to the earlier reviewed three 
categories. The reason is that the DVFS tech-
nique [14] is particularly introduced to the pro-
posed architecture.

Overview

We first present an overview of the Green Dat-
aPath Architecture by displaying a use case 
demonstrated in Fig. 2a. We consider an SDN 

network with a centralized controller and several 
DVFS-enabled SDN switches/routers, in which 
three sessions are being served under the Green 
DataPath architecture. When a client S requests 
an app service from data source D, the controller 
decides a path for session (S, D) along with a set 
of rules installed on the traversed switches. Par-
ticularly, it also specifies dynamic frequency and 
voltage parameter configurations for the TCAMs 
in each switch. When a switch receives a DVFS 
parameter configuration message, its embedded 
TCAMs shall work in the specified state through 
a voltage/frequency tuning module.

When the controller installs forwarding rules 
into the destined TCAM chip of each passing 
switch during a routing path, the operating fre-
quency and voltage of the target TCAM chip 
need to be specified, even if this TCAM chip 
is empty (there are no rules being stored). The 
bottom figure in Fig. 2a illustrates an example 
of parameter configurations for two sessions, 
in which for the Client1 oriented session, the 
parameter configurations toward Switch2 are 
given as TCAM (S = Server1, D = Client1): 
{chip1}, fchip1

 = 300 MHz, Vchip1
 = 1.6 V. Such 

a configuration indicates that the forwarding 
rule for this session decides to install on TCAM 
chip1, with an operating frequency of 300 mil-
lion Hz and an operating voltage of 1.6 V. Note 
that TCAM could perform one packet search 
per cycle clock per table/chip. That is, the cor-
responding search speed is 300 million searches 
per second (MSPS) in TCAM chip1. The fre-
quency/voltage configuration of a TCAM chip 
can be tuned adaptively. Specifically, the fre-
quency of a TCAM chip can be increased with-
out exceeding the reliable threshold when new 
traffic sessions pass through. Therefore, which 
TCAM chip should be chosen to place the rules 
for each session is also a critical problem in the 
Green DataPath architecture.

Figure 2. Green DataPath architecture: a) a use case under Green DataPath architecture; b) DVFS-enabled controller/switch.
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dvfs-enAbled controller
In order to support our proposed architecture, 
a dedicated controlling logic and a DVFS tun-
ing module need to be supported by the control-
ler and switch, respectively. Figure 2b displays 
the design of the DVFS-enabled controller and 
switch. The logically centralized controller gov-
erns the global information of the entire network 
such as the connectivity map, link bandwidth, 
and TCAM chip occupation status. Furthermore, 
it implements the DVFS mechanism through the 
following two major modules shown in Fig. 2b.

•The routing path computing module can be 
implemented by a path searching algorithm, for 
example, Dijkstra’s shortest path algorithm, aim-
ing to fi nd a routing path for traffi c fl ows based 
on the global network overview.

•The DVFS scheduling module is respon-
sible for generating the frequency and voltage 
confi gurations according to a certain energy effi -
ciency policy for TCAM chips. When the first 
packet that indicates a new traffi c session arrives 
at the controller via a protocol message such as 
the OpenFlow packet_in message, another func-
tion of the DVFS scheduling module is to put 
a unique binary signature in the specific head-
er fi eld of this packet and send it to the ingress 
switch via a protocol message like the OpenFlow 
packet_out message.

It is worth noting that a unique signature 
witha  log2(NC)-bit, where NC is the number 
of TCAM chips in a switch, is used to specify the 
target TCAM chip and can be parsed by a switch. 
All the packets belonging to a specific session 
will be directed to the indexed TCAM chip for 
lookup processing. We call such a pre-classifi ca-
tion the lookup localization.

dvfs-enAbled swItch

On the other hand, DVFS-enabled switches 
conduct data forwarding according to the rules 
installed by the controller. Corresponding to 
the critical components, that is, the Signature 
hash-table and voltage/frequency tuning module, 
which are shown in the bottom of Fig. 2b, we 
describe the relevant operations as follows.
• The forwarding rules, packet signature, as 

well as the voltage/frequency confi gurations 
are delivered from the controller to switches 
via protocol messages (e.g., the OpenFlow 
packet_out messages), and finally arrive at 
the secure channel which resides in a switch.

• The signature hash table stores the TCAM 
chip indexed hash table entries, each of 
which consists of the destination address 
prefix and  log2(NC)-bit signature. The 
hash table is used to perform the lookup 
localization discussed above.

• The voltage/frequency tuning module is 
designed to assign the voltage and frequen-
cy setting for TCAM chips.

• The received rules are cached in the speci-
fi ed TCAM chips.

• Finally, after lookup operation, packets are 
processed by the Actions execution module.
When the first packet is returned from the 

controller through the packet_out message, the 
specified short destination address filed in its 
header will be bound with the log2(NC)-bit 
unique signature. It forms a signature hash table 

entry and will be stored in the signature hash 
table. For example, if there are 8 TCAM chips 
in a switch, we need 3 bits to denote the index of 
each TCAM chip. If a new packet with IP des-
tination address 10.0.0.2 sent to the controller 
triggers the installation of a forwarding rule, the 
controller may create a 3-bit signature, say 001, to 
specify the target installation TCAM chip of the 
associated forwarding rule. When this packet is 
received by the ingress switch through an Open-
Flow packet_out message, the signature 001 can 
be parsed, and then a signature hash table entry 
dest_addr:10.0.0.2, chip_index:001 will be cre-
ated together with the destination address and 
stored in the signature hash table. Once the succes-
sive packets belonging to the same session arrive 
at the hash table, they will be directed to the tar-
get TCAM chip with ID 001. Note that, such a 
signature hash table can be realized by an ASIC-
based comparator [3] or a very small TCAM chip 
such as the pre-classifi er proposed in [5].

After the lookup localization, the packet is 
directed to a designated TCAM chip and com-
pared to the stored rules. Furthermore, the hash 
table entries can also be updated by the control-
ler flexibly and dynamically when the assigned 
target TCAM chip of a session is changed 
according to a certain traffi c engineering policy.

If a TCAM chip is being installed with rules, 
we call it an activated chip. All activated TCAM 
chips work under the scheduled voltage/frequen-
cy settings. If a match is hit, the corresponding 
action will be executed to the target packet, 
which is fi nally delivered out of the switch. Oth-
erwise, the packet may be dropped or sent to a 
controller for further consultation.

oPen Issues

Some open issues in our proposed Green DataP-
ath architecture are summarized as follows.

Implementation of DVFS-Enabled Switch: 
In order to support DVFS working mode, new 
hardware modules, that is, the signature hash 
table and voltage/frequency tuning modules, are 
expected to be embedded into commercial SDN 
switches as the next generation of switches.

New Protocol Design: Corresponding to the 
proposed architecture, new supporting protocols 
or extensions of existing SDN protocols aim to 
enable SDN networks to work under energy-ef-
ficient DVFS control. For instance, the control 
plane requires new application programming 
interfaces (APIs) that can collect the DVFS 
parameters from switches and distribute the indi-
vidual voltage/frequency configurations to each 
switch.

Fine-Grained Traffic Engineering: It is also 
desired to perform energy-aware fine-grained 
traffic engineering by jointly considering the 
DVFS parameter settings under our proposed 
architecture, aiming to achieve low latency, high 
throughput, and low power consumption.

Green dAtAPAth fIndInG Problem
This section focuses on a green datapath fi nding 
problem under the proposed architecture. First, 
we describe this problem, and then propose a 
heuristic algorithm to find the energy-efficient 
data path for each target traffic session in the 
context of traffi c engineering.

If a TCAM chip is being 

installed with rules, 

we call it an activated 

chip. All activated TCAM 

chips are working under 

the scheduled voltage/

frequency settings. If a 

match is hit, the corre-

sponding action will be 

executed to the target 

packet, which is fi nally 

delivered out of the 

switch. Otherwise, the 

packet may be dropped 

or sent to a controller 

for further consultation.
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Problem stAtement
We consider an SDN network  = (N, E), which 
consists of controllers (one or more), DVFS-en-
abled switch set N, and edge set E. Without loss 
of generality, as shown in Fig. 2b, we assume that 
all the switches are homogeneous, and each of 
them is equipped with Nc TCAM chips. Given 
the date rate requirement of a set U of traffic 
sessions, as well as the reliable voltage/frequen-
cy tuning ranges, a controller calculates a rout-
ing path for each of them, and decides on which 
TCAM chip to install the corresponding rules 
and the voltage/frequency confi guration param-
eters of the active TCAM chips. Based on the 
system model described above, we study a Green 
data path fi nding problem (GDP) with the objec-
tive of minimizing the total energy consumption 
of all traffic sessions such that the end-to-end 
traffic rate constraints and TCAM chip’s rule 
space constraints are obeyed.

AlGorIthms

In order to solve GDP, we propose a framework 
of a DVFS-based algorithm that can be executed 
on an SDN controller. The fl owchart of such an 
algorithm framework is shown in Fig. 3. Since 
the target is to save energy over all sessions while 
TCAM-based flow tables are being used, we fix 
the operating voltage of TCAM chips at the low-
est reliable value and tune the operating frequen-
cy of TCAM chips in the proposed algorithm.

At first, the controller finds a candidate path 
set Pi using the Depth-First-Search (DFS) algo-
rithm for each session i  U, and picks up the cur-
rent feasible shortest one for each session subject 
to the bandwidth constraints on links. Then all 
the sessions are sorted in a specifi c order accord-
ing to their demanded traffic rates (increasing 
or decreasing) or their original arrival sequence. 
The corresponding traffi c scheduling schemes are 
denoted as first-fit-increasing (FFI), first-fit-de-
creasing (FFD), and first-in-first-serve (FIFS). 
Next, each session in the sorted set U is going 
to be provisioned in sequence by checking each 
traversed switch in the selected shortest routing 
path. If there is no feasible TCAM chip in the cur-
rent switch, the infeasibility notification will be 
returned. Otherwise, assign the required forward-
ing rules in the first feasible TCAM chip for the 
current target session. Note that we call a TCAM 
chip feasible if its available frequency and remain-
ing flow table space are able to hold the current 
target session. Afterward, the controller calcu-
lates the lowest voltage/frequency configuration 
that incurs the lowest power consumption to the 
current TCAM chip subject to the traffi c rate con-
straints. The algorithm fi nishes successfully once 
all the sessions have been processed.

PerformAnce evAluAtIon
This section presents the simulation results of 
the performance evaluation under the proposed 
architecture. In simulation we adopt the COR-
ONET [15] topology, which consists of 60 switch 
nodes and 79 bidirectional links. Using the COR-
ONET CONUS topology, we enforce four data 
source servers connecting to four switch nodes 
that are located in Salt Lake City, Utah; Dal-
las, Texas; Louisville, Kentucky; and Scranton, 
Pennsylvania. Then, in total, 56 traffic sessions 

are generated between server-connected switch 
nodes and other switch nodes.

The traffic rate of each session is randomly 
generated within the range [12, 1200] Gb/s. We 
assume that packets are transmitted via TCP, in 
which the size of each packet is 1500 bytes. In 
that case, if the traffic rate of a session is 1200 
Gb/s, the corresponding packet rate is calculated 
as (1200 Gb/s)/(1500  8 b/packet) = 100 million 
packets per second (Mpps). By invoking the DFS 
algorithm, we provide each session with fi ve candi-
date paths. Furthermore, each session is assumed 
to consume only one forwarding rule in every tra-
versed switch, and each switch is assumed to be 
assembled with eight TCAM chips. For each chip, 
we fi x the reliable operating voltage as 1.5 V refer-
ring to the parameter settings shown in [13], and 
vary the maximum tunable operating frequency 
(MOP-frequency) within a reliable range. In our 
simulation study, four performance metrics are 
considered: throughput, the number of activated 
TCAM chips, power consumption, as well as the 
feasible solution ratio (FSR), which is defi ned as 
the feasible sessions over all sessions.

In the fi rst group of simulations, we aim to com-
pare the FSR and throughput performance among 
three traffic scheduling schemes (i.e., FFI, FFD, 
and FIFS). The MOP-frequency of each TCAM 

Figure 3. The DVFS-based algorithm framework.

Calculate the operating voltage/frequency that
consumes the lowest power in the target chip

subject to the traffic rate constraints

For each i ∈ U’, check each traversed switch in li

U’←sort sessions according to their traffic rates to decide their
processing order, using schemes such as FFD, FFI and FIFS

No

No

Yes

Yes

Is there
feasible TCAM chip in the

current switch?

Begin

End Return infeasibility

Load G=(N,E), NC, U, Pi∈ U

Remove i from U’

Is U’ empty?

Install the corresponding rules to
the first feasible TCAM chip

li←Find the feasible shortest path for each session i from Pi

Using the CORONET 

CONUS topology, we 

enforce four data-source 

servers connecting to 

four switch nodes that 

are located in Salt Lake 

City, Dallas, Louisville, 

and Scranton. Then, in 

total, 56 traffi c sessions 

are generated between 

server-connected switch 

nodes and other

switch nodes.



IEEE Communications Magazine • November 2016200

chip varies within [100, 350] Mpps or MHz. As 
demonstrated in Fig. 4a, the FFI always has the 
highest capability to find solutions for sessions, 
while FFD is shown to be the worst. The reason is 
that when the maximum operating frequency of a 
TCAM chip is too low, say less than 300 Mpps, it is 
infeasible to find a solution for the unassigned ses-
sions once there is no available TCAM chip. In the 
FFD scheme, the session with the larger traffic rate 
has higher priority to be processed by the proposed 
DVFS-based algorithm. As a result, most critical 
TCAM frequency is consumed by a small number 
of large-sized sessions. Under the FFI scheme, the 
situation is exactly opposite. The performance of 
the FIFS scheme is in between.

Figure 4b shows the total throughput of the 
three DVFS-based schemes. It can be observed 
that the FIFS always has the highest throughput, 
and its advancement is significant especially when 
the MOP-frequency is less than 250 Mpps. The 
throughput of FFD is lower than FFI only when 
MOP-frequency is 100 Mpps, but higher after-
ward. Although we already know that FFI has a 
higher FSR than FFD from Fig. 4a, the accumu-
lated traffic rate over all satisfied sessions would 
be lower than FFD, due to the fact that the giant-
sized sessions can be satisfied with higher priority 
under the FFD scheme. Finally, as the MOP-fre-
quency grows high enough, all the schemes 
achieve the same throughput because the feasible 
solution of all sessions can always be found.

Next, we increase the MOP-frequency of 
TCAM chips to 1000 Mpps, aiming to eval-
uate the number of activated chips and power 
consumption when all sessions can be satisfied 
with feasible routing solutions. We can observe 
from Fig. 4c that the total number of activated 
TCAM chips shows as a decreasing function of 
MOP-frequency. Although all schemes perform 
similarly, FFI activates slightly more chips than 
the other two schemes. We attribute this to the 
fact that the small-sized sessions are always pro-
visioned first in each TCAM chip, and there will 
be more waste of frequency resource in the acti-
vated chips. As a result, more chips need to be 
activated to satisfy the giant-sized sessions. How-
ever, when the MOP-frequency becomes very 
high, the differences among schemes disappear.

Finally, to evaluate the power saving intro-
duced by DVFS, we compare our proposed 
algorithms with a non-DVFS-based solution, 
denoted as the least unified (LU) strategy, 
while the MOP-frequency of a TCAM chip var-
ies within [300, 1000] Mpps. In LU, the voltage/
frequency setting in all TCAM chips is unified. 
Furthermore, the TCAM chip should be con-
figured with the fewest operating settings that 
ensure all sessions are processed without queuing 
delay in switches. The power consumption under 
the two policies on TCAM chips are shown in 
Fig. 4d, based on the power consumption model 
given above. We can observe that the proposed 

Figure 4. Performance evaluation while tuning the maximum tunable operating frequency of TCAM chips: a) feasible solution ratio; 
b) throughput; c) total number of activated TCAM chips; d) power consumption.
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DVFS-based algorithms save power consumption 
by 20–40 percent, and the power consumption of 
the LU strategy increases with MOP-frequency 
in an approximately linear manner. The reason 
is that the total power consumption is only deter-
mined by the summation of traffic rates under 
the proposed algorithms. In contrast, the fre-
quency capability of each activated TCAM chip 
will be almost fully exploited when the MOP-fre-
quency increases from 300 Mpps to 1000 Mpps 
under the LU strategy. We also notice that the 
aggregated traffi c rate in the switch nodes near 
servers is signifi cantly higher than the averaged 
workload that is assigned to other switch nodes. 
In order to satisfy the traffic rate requirement 
in the heavy-loaded nodes, the lowest frequency 
must be tuned to a very high value, thus increas-
ing the overall power consumption under the 
unifi ed setting policy.

In summary, we have the following observa-
tions:
• Too low frequency settings may degrade the 

feasible solution ratio and the total through-
put.

• The number of the activated TCAM chips 
decreases while increasing the chip’s operat-
ing frequency.

• The power consumption does not grow even 
when the maximum tunable operating fre-
quency is large enough under the proposed 
Green DataPath architecture.

conclusIon
In this article, a novel Green DataPath archi-
tecture has been proposed to find energy-effi-
cient routing paths for traffi c sessions. We focus 
on how to achieve energy-efficient traffic engi-
neering in the TCAM-based SDN networks 
via introducing the DVFS power management 
technique. We have designed an DVFS-enabled 
Green DataPath architecture for SDN networks, 
where the dedicated SDN controlling a DVFS 
scheduling module and DVFS-enabled switches 
is presented. Then, for the proposed architec-
ture, an energy-effi cient data path fi nding algo-
rithm framework has been proposed. Finally, we 
have evaluated this framework under three traf-
fi c scheduling schemes (i.e., FFD, FFI and FIFS) 
by extensive simulations. Some useful insights 
of parameter settings have been discussed and 
summarized.
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